
MULTIVALUED FIELDS

in Condensed Matter, Electromagnetism,

and Gravitation





Multivalued Fields

in Condensed Matter, Electromagnetism,

and Gravitation

Hagen Kleinert

Professor of Physics
Freie Universität Berlin (Germany)

ICRANet, Pescara (Italy) and Nice (France)





To Annemarie and Hagen II





The modern physical developments

have required a mathematics

that continually shifts its foundations.

P.A.M. Dirac (1902–1984)

Preface

The theory presented in this book has four roots. The rst lies in Dirac’s seminal
paper of 1931 [1] in which he pointed out that Maxwell’s equations can accommo-
date magnetic monopoles, in spite of the vanishing divergence of the magnetic eld,
thanks to quantum mechanics It is always possible to create a magnetic eld emerg-
ing from a point by importing the eld from far distance to the point through an
innitely thin magnetic ux tube. But it is only due to quantum mechanics, that
such a ux tube can be made physically undetectable. This is true provided the
famous Dirac charge quantization condition is fullled which states that all electric
charges are integer multiples of 2πh̄c/g, where g is the total magnetic ux through
the tube. The undetectable ux tube is called the Dirac string . From the endpoint
of the string, magnetic eld lines emerge radially outwards in the same way as elec-
tric eld lines emerge from an electric point charge, so that the endpoint acts as a
magnetic monopole. The shape of the undetectable string is completely irrelevant.
It is a mathematical artifact. For this stunning observation, Pauli gave Dirac the
nickname Monopoleon. The Dirac quantization condition was subsequently sharp-
ened by Schwinger [2] who showed that the double-valuedness of the spin- 12 wave
functions of electron restricted the integer multiples to even multiples. Experimen-
tally, no magnetic monopole was found in spite of intensive search, and the Dirac
theory was put ad acta for a long time. It resurfaced, however, in the last 35 years,
in the attempt to explain the phenomenon of quark connement.

The second root in this book lies in the theory of the superuid phase transition.
Here the crucial papers were written by Berezinski [3] and by Kosterlitz and Thouless
[4]. They showed that the phase transition in a lm of superuid helium can be
understood by the statistical mechanics of vortices of superow. Their description
attaches to each point a phase angle of the condensate wave function which lies in
the interval (0, 2π). When encircling a vortex, this angle must jump somewhere by
2π. A jumping line connects a vortex with an antivortex and forms an analog of a
“Dirac string”, whose precise shape is irrelevant. If these ideas are carried over to
bulk superuid helium in three dimensions, as done in my textbook [5], one is led to
the statistical mechanics of vortex loops. These interact with the same long-range
forces as electric current loops.
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The third root of the theory in this book comes from a completely dierent direc-
tion — the theory of plastic deformations, which is the basis of our understanding
of work hardening of metals and material fatigue. This theory was developed after
the discovery of dislocations in crystals in 1934 [6]. With the help of eld-theoretic
techniques, this theory was extended to a statistical mechanics of line-like defects
in my textbook [7], where I explained the important melting transitions by the
condensation of line-like defects.

The fourth root lies in the work of Bilby, Bullough, Smith [8], Kondo [9], and
Kröner [10], who showed that line-like defects can also be described in geometric
terms. Elastic distortions of crystals do not change the defect geometry, thus playing
a similar role as Einstein’s coordinate transformations. Crystals with defects form a
special version of a Riemann-Cartan space. The theory of such spaces was set up in
1922 by Cartan who extended the curved Riemannian space by another geometric
property: torsion [11]. Cartan’s work instigated Einstein to develop a theory of
gravitation in a Riemann-Cartan spacetime with teleparallelism [12].

Twenty years later, Schrödinger attempted to relate torsion to electromag-
netism [13]. He noticed that the presence of torsion in the universe would make
photons massive and limit the range of magnetic elds emerging from planets and
stars. From the observed ranges of his time he deduced upper bounds on the photon
mass which were, even then, extremely small [14].

Further twenty years passed before Utiyama, Sciama, and Kibble [15, 16, 17]
claried the intimate relationship between torsion and the spin density of the grav-
itational eld. A detailed review of the theory was given in my textbook [7]. The
recent status of the subject is summarized by Hammond [18].

I ran into the subject in the eighties after having developed a disorder eld theory
of line-like objects in my textbook [5]. My rst applications dealt with vortex lines
in superuids and superconductors, where the disorder formulation helped me to
solve the long-standing problem of theoretically predicting where the second-order
phase transition of a superconductor becomes rst-order [19].

After this I turned to the application of the disorder eld theory to line-like
defects in crystals. The original description of such defects was based on functions
which are discontinuous on surfaces, whose boundaries are the defect lines. The
shape of these surfaces is arbitrary, as long as the boundaries are xed. I realized
that the deformations of the surfaces can be formulated as gauge transformatios of
a new type of gauge elds which I named defect gauge elds .

By a so-called duality transformation it was possible to reformulate the theory
of defects and their interactions as a more conventional type of gauge theory. This
brought about another freedom in the description which I named stress gauge in-
variance. The dual formulation can be viewed as a linearized form of yet another
geometric Einstein-Cartan space in which the gauge transformations are a combina-
tion of Einstein’s local translations and a local generalization of Lorentz invariance.

The relation between the dual and the original description of defects in terms of
jump surfaces is completely analogous to the well-known relation between Maxwell’s
theory of magnetism formulated in terms of a gauge eld, the vector potential, and
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an alternative formulation in which the magnetic eld is the gradient of a multivalued
scalar eld.

While the above developments were in progress, eld theorists were searching
for a simple explanation of the phenomenon of quark connement by color-electric
eld lines. Here the physics of superconductors became an important source of
inspiration. Since London’s theory of superconductivity [20] it was known that
superconductors would conne magnetic charges if they exist. The reason is the
Meissner eect , which tries to expel magnetic ux lines from a superconductor. As
a consequence, ux lines emerging from a magnetic monopole are compressed into
ux tubes of a xed thickness. The energy of such tubes is proportional to their
length implying that opposite magnetic charges are held together forever. From
the BCS theory of superconductivity [21] we know that this eect is caused by a
condensate of electric charges, the famous Cooper pairs of electrons.

This phenomenon suggested the presently accepted viewpoint on quark conne-
ment. The vacuum state of the world is imagined to contain a condensate of color-
magnetic monopoles. This condensate acts upon color-electric elds in the same
way as the Cooper pairs in a superconductor act upon the magnetic eld, causing a
Meissner eect and connement of color-electric charges. Models utilizing this con-
nement mechanism were developed by Nambu [22], Mandelstam [23], ’t Hooft [24],
and Polyakov [25], and on a lattice by Wilson [26].

In studying this phenomenon I observed the close mathematical analogies be-
tween Dirac’s magnetic monopoles and the above defect structures. Dirac used a
vector potential with a jump surface to construct an innitely thin magnetic ux
tube with a magnetic point source at its end. Thus the world line of a monopole in
spacetime could be viewed as a kind of “vortex line” in a Maxwell eld. Knowing
how to construct a disorder theory of vortex lines it was easy to set up a disorder
eld theory of monopole worldlines, which presntly serves as the simplest model of
quark connement [27].

When extending the statistical mechanics of vortex lines to defect lines in the
second volume of the textbook [7], I used the dual description of defect lines, and
expressed it as a linear approximation to a geometric description in Riemann-Cartan
space. This suggested to me that it would be instructive to reverse the development
in the theory of defects from multivalued elds to geometry and reformulate the the-
ory of gravity, which is conventionally treated as a geometric theory, in an alternative
way with the help of jumping surfaces of translation and rotation elds. In the the-
ory of plasticity, such singular transformations are used to carry an ideal crystal into
crystals with translational and rotational defects. Their geometric analogs carry a
at spacetime into a spacetime with curvature and torsion. The mathematical basis
expressing the new geometry are multivalued tetrad elds eaµ(x).

In the traditional literature on gravity with spinning particles, a special role
is played by single-valued vierbein elds hα

µ(x). They dene local nonholonomic
coordinate dierentials dxα. These are reached from the physical coordinate dier-
entials dxµ by a transformation dxα = hα

µ(x)dx
µ. Only innitesimal vectors dxα

are dened, and the transformation cannot be extended over nite domains. For
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the description of spinning particles, such an extension is not needed since the in-
nitesimal nonholonomic coordinates dxα are completely sucient to specify the
transformation properties of spin in Riemannian spacetime.

The theory in terms of multivalued tetrad elds to be presented here goes an
important step further, leading to a drastic simplication of the description of non-
Riemannian geometry. The key is the ecient use of a set of completely new non-
holonomic coordinates dxa which are more nonholonomic than the traditional dxα.
To emphasize this one might call them hyper-nonholonomic coordinates . They are
related to dxα by a multivalued Lorentz transformation dxa = Λa

α(x)dx
α, and to

the physical dxµ by the above multivalued tetrad elds as dxa = eaµ(x)dx
µ ≡

Λa
α(x)h

α
µ(x)dx

µ. The gradients ∂µe
a
ν(x) determine directly the full ane con-

nection, and their antisymmetric combination ∂µe
a
ν(x) − ∂νe

a
µ(x) determines the

torsion. This is in contrast to the curl of the usual vierbein elds hα
µ(x) which

determines the object of anholonomy, a quantity existing also in purely Riemannian
spacetime, i.e., in curved spacetime without torsion.

One of the purposes of this book is to make students and colleagues working in
electromagnetism and gravitational physics appreciate the many advantages brought
about by the use of the multivalued tetrad elds eaµ(x). Apart from a simple
intuitive reformulation of Riemann-Cartan geometry, it suggests a new principle in
physics [28], which I have named multivalued mapping principle or nonholonomic
mapping principle, to be explained in detail in this book. Multivalued coordinate
transformations enable us to transform the physical laws governing the behavior of
fundamental particles from at spacetime to spacetimes with curvature and torsion.
It is therefore natural to postulate that the images of these laws describe correctly the
physics in such general ane spacetimes. As a result I am able to make predictions
which cannot be made with Einstein’s construction method based merely on the
postulate of covariance under ordinary coordinate transformations, since those are
unable to connect dierent geometries.

It should be emphasized that it is not the purpose of this book to propose repeat-
ing all geometric calculations of gravitation with the help of multivalued coordinate
transformations. In fact, I shall restrict much of the discussion to almost at auxil-
iary spacetimes. This will be enough to derive the general form of the physical laws
in the presence of curvature and torsion. At the end I shall always return to the
usual geometric description. The intermediate auxiliary spacetime with defects will
be referred to as world crystal .

The reader will be pleased to see in Subsection 4.5 that the standard minimal
coupling of electromagnetism is a simple consequence of the multivalued mapping
principle. The similar minimal coupling to gravity will be derived from this principle
in Chapter 17.

At the end I shall argue that torsion elds in gravity, if they exist, would lead
quite a hidden life, unless they are of a special form. They would not be observable
for many generations to come since they could exist only in an extremely small
neighborhood of material point particles, limited to distances of the order of the
Planck length 10−33 cm, which no presently conceivable experiment can probe.
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The detailed development in this book in gravity with torsion is thus at present a
purely theoretical endeavor. Its main merit lies in exposing the multivalued approach
to Riemann-Cartan geometry, which has turned out to be quite useful in teaching
the geometrical basis of gravitational physics to beginning students, and to explain
what is omitted in Einstein’s theory by assuming the absence of torsion.

The denitions of parallel displacements and covariant derivatives appear natu-
rally as nonholonomic images of truly parallel displacements and ordinary derivatives
in at spacetime. So do the rules of minimal coupling.

Valuable insights are gained by realizing the universality of the multivalued defect
description in various elds of physics. The predictions based on the multivalued
mapping principle remain to be tested experimentally.

The author is gateful to F.W. Hehl and R. Rougemont for a careful reading of the
book. Thanks go to my secretary S. Endrias for her help in preparing the manuscript
in LATEX. Most importantly, I am grateful to my wife Dr. Annemarie Kleinert for her
sacrices, inexhaustible patience, constant encouragement, and a critical reading of
the manuscript.

H. Kleinert
Berlin, November 2007
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Basic research is what I am doing

when I don’t know what I am doing.

Wernher von Braun (1912–1977)

1

Basics

A book on multivalued elds must necessarily review some basic concepts of classical
mechanics and the theory of single-valued elds. This will be done in the rst three
chapters. Readers familiar with these subjects may move directly Chapter 4.

In his fundamental work on theoretical mechanics entitled Principia, Newton
(1642–1727) assumed the existence of an absolute spacetime. Space is parametrized
by vectors x = (x1, x2, x3), and the movement of point particles is described by
trajectories x(t) whose components qi(t) (i = 1, 2, 3) specify the coordinates xi =
qi(t) along which the particles move as a function of time t. In Newton’s absolute
spacetime, a single free particle moves without acceleration. Mathematically, this is
expressed by the dierential equation

ẍ(t) ≡ d2

dt2
x(t) = 0. (1.1)

The dots denote derivatives with respect to the argument.

A set of N point particles xn(t) (n = 1, . . . , N) with masses mn is subject to
gravitational forces which change the free equations of motion to

mnẍn(t) = GN



m=n

mnmm
xm(t)− xn(t)

|xm(t)− xn(t)|3
, (1.2)

where GN is Newton’s gravitational constant

GN ≈ 6.67259(85)× 10−8cm3/g sec2. (1.3)

1.1 Galilean Invariance of Newtonian Mechanics

The parametrization of absolute spacetime in which the above equations of motion
hold is not unique. There is substantial freedom in choosing the coordinates.

1
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1.1.1 Translations

The coordinates x may always be changed by translated coordinates

x′ = x− x0. (1.4)

It is obvious that the translated trajectories x′
n(t) = xn(t)−x0 will again satisfy the

equations of motion (1.2). The equations remain also true for a translated time

t′ = t− t0, (1.5)

i.e., the trajectories
x′(t) ≡ x(t + t0) (1.6)

satisfy (1.2). This property of Newton’s equations (1.2) is referred to as translational
symmetry in spacetime.

An alternative way of formulating this invariance is by keeping the coordinate
frame xed and displacing the physical system in spacetime, moving all particles to
new coordinates x′ = x+ x0 at a new time t′ = t+ t0. The equations of motion are
again invariant. The rst procedure of reparametrizing the same physical system
is called passive symmetry transformation, the second active symmetry transforma-
tion. One may use either procedure to discuss symmetries. In this book we shall
use active or passive transformations, depending on the circumstance.

1.1.2 Rotations

The equations of motion are invariant under more transformations which mix dif-
ferent coordinates linearly with each other, for instance the rotations:

x′i = Ri
jx

j , (1.7)

where Ri
j is the rotation matrix

Ri
j = cos θ δij + (1− cos θ) θ̂iθ̂j + sin θ ǫijkθ̂k , (1.8)

in which θ̂i denotes the directional unit vector of the rotation axis, and ǫijk is the
completely antisymmetric Levi-Civita tensor with ǫ123 = 1. The matrices satisfy the
orthogonality relation

RTR = 1. (1.9)

In Eq. (1.7) a sum from 1 to 3 is implied over the repeated spatial index j. This is
called the Einstein summation convention, which will be followed throughout this
text. As for the translations, the rotations can be applied in the passive or active
sense.

The active rotations are obtained from the above passive ones by changing the
sign of θ. For example, the active rotations around the z-axis with a rotation vector
ϕ̂ = (0, 0, 1) are given by the orthogonal matrices

R3(ϕ) =







cosϕ − sinϕ 0
sinϕ cosϕ 0
0 0 1





 . (1.10)
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1.1.3 Galilei Boosts

A further set of transformations mixes space and time coordinates:

x′i = xi − vit, (1.11)

t′ = t. (1.12)

These are called pure Galilei transformations of Galilei boosts . The coordinates
x′i, t′ are positions and time of a particle observed in a frame of reference that
moves uniformly through absolute spacetime with velocity v ≡ (v1, v2, v3). In the
active description, the transformation x′i = xi + vit species the coordinates of a
physical system moving past the observer with uniform velocity v.

1.1.4 Galilei Group

The combined set of all transformations

x′i = Ri
jx

j − vit− xi
0, (1.13)

t′ = t− t0, (1.14)

forms a group. Group multiplication is dened by performing the transformations
successively. This multiplication law is obviously associative, and each element has
an inverse. The set of transformations (1.13) and (1.14) is referred to as the Galilei
group.

Newton called all coordinate frames in which the equations of motion have the
simple form (1.2) inertial frames .

1.2 Lorentz Invariance of Maxwell Equations

Problems with Newton’s theory arose when J. C. Maxwell (1831–1879) formulated
in 1864 his theory of electromagnetism. His equations for the electric eld E(x)
and the magnetic ux density or magnetic induction B(x) in empty space

∇ · E = 0 (Coulomb’s law), (1.15)

∇×B− 1

c

∂E

∂t
= 0 (Ampère’s law), (1.16)

∇ ·B = 0 (absence of magnetic monopoles), (1.17)

∇× E+
1

c

∂B

∂t
= 0 (Faraday’s law), (1.18)

can be combined to obtain the second-order dierential equations



1

c2
∂2
t −∇

2


E (x, t) = 0, (1.19)


1

c2
∂2
t −∇

2


B (x, t) = 0. (1.20)
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The equations contain explicitly the light velocity

c ≡ 299 792 458
m

sec
, (1.21)

and are not invariant under the Galilei group (1.14). Indeed, they contradict New-
ton’s postulate of the existence of an absolute spacetime. If light propagates with
the velocity c in absolute spacetime, it could not do so in other inertial frames which
have a nonzero velocity with respect to the absolute frame. A precise measurement
of the light velocity could therefore single out the absolute spacetime. However,
experimental attempts to do this did not succeed. The experiment of Michelson
(1852–1931) and Morley (1838–1923) in 1887 showed that light travels parallel and
orthogonal to the earth’s orbital motion with the same velocity up to ±5 km/sec
[1, 2]. This led Fitzgerald (1851–1901) [3], Lorentz (1855–1928) [4], Poincaré (1854–
1912) [5], and Einstein (1879–1955) [6] to suggest that Newton’s postulate of the
existence of an absolute spacetime was unphysical [7].

1.2.1 Lorentz Boosts

The conict was resolved by modifying the Galilei transformations (1.11) and (1.12)
in such a way that Maxwell’s equations remain invariant. This is achieved by the
coordinate transformations

x′i = xi + (γ − 1)
vivj

v2
xj − γvit, (1.22)

t′ = γt− 1

c2
γvixi, (1.23)

where γ is the velocity-dependent parameter

γ =
1



1− v2/c2
. (1.24)

The transformations (1.22) and (1.23) are referred to as pure Lorentz transformations
or Lorentz boosts. The parameter γ has the eect that in dierent moving frames of
reference, time elapses dierently. This is necessary to make the light velocity the
same in all frames.

Pure Lorentz transformations are conveniently written in a four-dimensional vec-
tor notation. Introducing the four-vectors xa labeled by indices a, b, c, . . . running
through the values 0, 1, 2, 3,

xa =











ct
x1

x2

x3











, (1.25)

we rewrite (1.22) and (1.23) as

x′a = Λ
a
bx

b, (1.26)



1.2 Lorentz Invariance of Maxwell Equations 5

where Λa
b are the 4× 4-matrices

Λ
a
b ≡





γ −γvi/c

−γvi/c δij + (γ − 1)vivj/v
2



 . (1.27)

Note that we adopt Einstein’s summation convention also for repeated labels
a, b, c, . . . = 0, . . . , 3. The matrices Λa

b satisfy the pseudo-orthogonality relation
[compare (1.9)]:

Λ
T
a
c gcdΛ

d
b = gab, (1.28)

where gab is the Minkowski metric with the matrix elements

gab =











1
−1

−1
−1











. (1.29)

Equation (1.28) has the consequence that for any two four-vectors xa and ya, the
scalar product formed with the help of the Minkowski metric

xy ≡ xagaby
b (1.30)

is invariant under Lorentz transformation.
In order to verify the relation (1.28) it is convenient to introduce a dimensionless

vector called rapidity , which points in the direction of the velocity v and has a
length ζ ≡ | | given by

cosh ζ = γ, sinh ζ = γv/c. (1.31)

We also dene the unit vectors in three-space

ˆ ≡ /ζ = v̂ ≡ v/v, (1.32)

so that
= ζ ˆ = atanh

v

c
v̂. (1.33)

Then the matrices Λa
b of the pure Lorentz transformations (1.27) take the form

Λ
a
b = Ba

b( ) ≡















cosh ζ − sinh ζ ζ̂1 − sinh ζ ζ̂2 − sinh ζ ζ̂3

− sinh ζ ζ̂1
− sinh ζ ζ̂2 δij + (cosh ζ − 1) ζ̂iζ̂j
− sinh ζ ζ̂3















. (1.34)

The notation Ba
b( ) emphasizes that the transformations are boosts. The pseudo-

orthogonality property (1.28) follows directly from the identities ˆ2 = 1, cosh2 ζ −
sinh2 ζ = 1.
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For active transformations of a physical system, the above transformations have
to be inverted. For instance, the active boosts with a rapidity = ζ(0, 0, 1) pointing
in the z-direction, have the pseudo-orthogonal matrix

Λ
a
b = B3(ζ) =











cosh ζ 0 0 sinh ζ
0 1 0 0
0 0 1 0

sinh ζ 0 0 cosh ζ











. (1.35)

1.2.2 Lorentz Group

The set of Lorentz boosts (1.34) can be extended by rotations to form the Lorentz
group. In 4× 4 -matrix notation, the rotation matrices (1.8) have the block form

Λ
a
b(R) = Ra

b ≡











1 0 0 0
0
0 Ri

j

0











. (1.36)

It is easy to verify that these satisfy the relation (1.28), which becomes here an
orthogonality relation (1.9).

The four-dimensional versions of the active rotations (1.10) around the z-axis
with a rotation vector ϕ̂ = (0, 0, 1) are given by the orthogonal matrices

Λ
b
a = R3(ϕ) =











1 0 0 0
0 cosϕ − sinϕ 0
0 sinϕ cosϕ 0
0 0 0 1











. (1.37)

The rotation matrix (1.37) diers from the boost matrix (1.35) mainly in the
presence of trigonometric functions instead of hyperbolic functions. In addition,
there is a sign change under transposition accounting for the opposite sign in the
time- and space-like parts of the metric (1.29).

When combining all possible Lorentz boosts and rotations in succession, the
resulting set of transformations forms a group called the Lorentz group.

1.3 Innitesimal Lorentz Transformations

The transformation laws of continuous groups such as rotation and Lorentz group
are conveniently expressed in an innitesimal form. By combining successively many
innitesimal transformations it is always possible to reconstruct from these the nite
transformation laws. This is a consequence of the fact that the exponential function
ex can always be obtained by a product of many small-x approximations eǫx ≈ 1+ǫx:

ex = lim
ǫ→0

(1 + ǫx)1/ǫ . (1.38)
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1.3.1 Generators of Group Transformations

Let us illustrate this procedure for the active rotations (1.37). These can be written
in the exponential form

R3(ϕ) = exp





























0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0











ϕ



















≡ e−iL3ϕ. (1.39)

The matrix

L3 = −i











0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0











(1.40)

is called the generator of this rotation in the Lorentz group. There are similar
generators for rotations around x- and y-directions

L1 = −i











0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0











, (1.41)

L2 = −i











0 0 0 0
0 0 0 −1
0 0 0 0
0 1 0 0











. (1.42)

The three generators may compactly be expressed with the help of the completely
antisymmetric Levi-Civita tensor ǫijk as

Li ≡ −i



0 0

0 ǫijk



, (1.43)

where ǫijk is the completely antisymmetric Levi-Civita tensor with ǫ123 = 1.
Introducing a vector notation for the three generators, L ≡ (L1, L2, L2), the

general pure rotation matrix (1.36) is given by the exponential

Λ(R( )) = e−i ·L. (1.44)

This follows from the fact that all orthogonal 3× 3-matrices in the spatial block of
(1.36) can be written as an exponential of i times all antisymmetric 3× 3-matrices,
and that these can all be reached by the linear combinations · L.

Let us now nd the generators of the active boosts, rst in the z-direction. From
Eq. (1.35) we see that the boost matrix can be written as an exponential

B3(ζ) = exp





























0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0











ζ
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= e−iM3ζ , (1.45)

with the generator

M3 = i











0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0











. (1.46)

Similarly we nd the generators for the x- and y-directions:

M1 = i











0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0











, (1.47)

M2 = i











0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0











. (1.48)

Introducing a vector notation for the three boost generators, M ≡ (M1,M2,M2),
the general Lorentz transformation matrix (1.34) is given by the exponential

Λ(B( )) = e−i ·M. (1.49)

The proof is analogous to the proof of the exponential form (1.44).
The Lorentz group is therefore generated by the six matrices Li,Mi, to be col-

lectively denoted by Ga(a = 1, . . . , 6). Every element of the group can be written
as

Λ = e−i( ·L+ ·M) ≡ e−iαaGa . (1.50)

There exists a Lorentz-covariant way of specifying the generators of the Lorentz
group. We introduce the 4× 4-matrices

(Lab)cd = i(gacgbd − gadgbc), (1.51)

labeled by the antisymmetric pair of indices ab, i.e.,

Lab = −Lba. (1.52)

There are six independent matrices which coincide with the generators of rotations
and boosts as follows:

Li =
1

2
ǫijkL

jk, Mi = L0i. (1.53)

With the help of the generators (1.51), we can write every element (1.50) of the
Lorentz group as follows

Λ = e−i 12ωabL
ab

, (1.54)
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where the antisymmetric angular matrix ωab = −ωba collects both, rotation angles
and rapidities:

ωij = ǫijkϕ
k, (1.55)

ω0i = ζ i. (1.56)

Summarizing the notation we have set up an exponential representation of all
Lorentz transformations

Λ = e−i( ·L+ ·M) = e−i( 1
2
ϕiǫijkL

jk+ζiL0i) = e−i( 12ωijLij+ω0iL0i) = e−i 12ωabL
ab

. (1.57)

Note that for a Euclidean metric

gab =











1
1

1
1











, (1.58)

the above representation is familiar from basic matrix theory. Then Eq. (1.28)
implies that Λ comprises all real orthogonal matrices in four dimensions, which can
be written as an exponential of all real antisymmetric 4×4-matrices. For the pseudo-
orthogonal matrices satisfying (1.28) with the Minkowski metric (1.29), only the iLi

are antisymmetric while iMi are symmetric.

1.3.2 Group Multiplication and Lie Algebra

The reason for expressing the group elements as exponentials of the six generators
is that, in this way, the multiplication rules of innitely many group elements can
be completely reduced to the knowledge of the nite number of commutation rules
among the six generators Li,Mi. This is a consequence of the Baker-Campbell-
Hausdor formula [8]:

eAeB = eA+B+ 1
2
[A,B]+ 1

12
[A−B,[A,B]]− 1

24
[A,[B,[A,B]]]+.... (1.59)

According to this formula, the product of exponentials can be written as an expo-
nential of commutators. Adapting the general notation Gr = (Li,Mi) for the six
generators in Eqs. (1.53) and (1.57), the product of two group elements is

Λ1Λ2 = e−iα1
rGre−iα2

sGs

= exp


−iα1
rGr − iα2

sGs +
1

2
[−iα1

rGr,−iα2
sGs]

+
1

12
[−i(α1

t − α2
t )Gt, [−iα1

rGr,−iα2
sGs]] + . . .



. (1.60)

The exponent involves only commutators among Gr’s. For the Lorentz group these
can be calculated from the explicit 4× 4 -matrices (1.40)–(1.42) and (1.46)–(1.48).
The result is
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[Li, Lj ] = iǫijkLk, (1.61)

[Li,Mj ] = iǫijkMk, (1.62)

[Mi,Mj ] = −iǫijkLk. (1.63)

This algebra of generators is called the Lie algebra of the group. In the general
notation with generators Gr, the algebra reads

[Gr, Gs] = ifrstGt. (1.64)

The number of linearly independent matrices Gr (here 6) is called the rank of the
Lie algebra.

In any Lie algebra, the commutator of two generators is a linear combination of
generators. The coecients fabc are called structure constants . They are completely
antisymmetric in a, b, c, and satisfy the relation

frsufutv + fstufurv + ftrufusv = 0. (1.65)

This guarantees that the generators obey the Jacobi identity

[[Gr, Gs], Gt] + [[Gs, Gt], Gr] + [[Gt, Gr], Gs] = 0, (1.66)

which ensures that multiplication of three exponentials Λj = e−iαj
rGr (j = 1, 2, 3)

obeys the law of associativity (Λ1Λ2)Λ3 = Λ1(Λ2Λ3) when evaluating the products
via the expansion Eq. (1.60).

The relation (1.65) can easily be veried explicitly for the structure constants
(1.61)–(1.63) of the Lorentz group using the identity for the ǫ-tensor

ǫijlǫlkm + ǫjklǫlim + ǫkilǫljm = 0. (1.67)

The Jacobi identity implies that the r matrices with r × r elements

(Fr)st ≡ −ifrst (1.68)

satisfy the commutation rules (1.64). They are the generators of the so-called adjoint
representation of the Lie algebra. The matrix in the spatial block of Eq. (1.43) for
Li is precisely of this type.

In terms of the matrices Fr of the adjoint representation, the commutation rules
can also be written as

[Gr, Gs] = −(Ft)rsGt. (1.69)

Inserting for Gr the generators (1.68), we reobtain the relation (1.65).
Continuing the expansion in terms of commutators in the exponent of (1.60),

all commutators can be evaluated successively and one remains at the end with an
expression

Λ12 = e−iα12
r (α1,α2)Gr , (1.70)
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in which the parameters of the product α12
r are completely determined from those

of the factor, α1
r ,α

2
r . The result depends only on the structure constants fabc, not

on the representation.
If we employ the tensor notation Lab for Li and Mi of Eq. (1.53), and per-

form multiplication covariantly, so that products LabLcd have the matrix elements
(Lab)στ (L

cd)τ δ, the commutators (1.61)–(1.63) can be written as

[Lab, Lcd] = −i(gacLbd − gadLbc + gbdLac − gbcLad). (1.71)

Due to the antisymmetry in a ↔ b and c ↔ d it is sucient to specify only the
simpler commutators

[Lab, Lac] = −igaaLbc, no sum over a. (1.72)

This list of commutators omits only commutation rules of (1.71) which vanish since
none of the indices ab is equal to one of the indices cd.

For innitesimal transformations, the matrices (1.54) have the general form

Λ ≡ 1− i
1

2
ωabL

ab. (1.73)

Inserting the 4× 4-generators (1.51), their matrix elements are

Λ
a
b = δab + ωa

b,


Λ
−1

a

b = δab − ωa
b, (1.74)

where ωa
b and ωa

b are related to the antisymmetric angular matrix ωab by

ωa
b = gaa

′

ωa′b, ωa
b = gbb

′

ωab′ . (1.75)

1.4 Vector-, Tensor-, and Scalar Fields

We shall frequently consider four-component physical quantities va which, under
Lorentz transformation, change in the same way as the coordinates xa:

v′a = Λ
a
bv

b. (1.76)

This transformation property denes a Lorentz vector , or four-vector . In addition
to such vectors, there are quantities with more indices tab, tabc, . . . which transform
like products of vectors:

t′ab = Λ
a
cΛ

b
dt

cd, t′abc = Λ
a
dΛ

b
eΛ

c
f t

def , . . . . (1.77)

These are the transformation properties of Lorentz tensors of rank two, three, . . . .
Given any two four-vectors ua and va, we dene their scalar product in the same

way as in (1.30) for two coordinate vectors xa and ya:

uv = uagabv
b. (1.78)
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Scalar products are, of course, invariant under Lorentz transformations due to their
pseudo-orthogonality (1.28).

If va, tab, tabc, . . . are functions of x, they are called vector and tensor elds .
Derivatives with respect to x of such a eld obey vector and tensor transformation
laws. Indeed, since

x′a = Λ
a
bx

b, (1.79)

we see that the derivative ∂/∂xb satises

∂

∂x′a =


Λ
T−1



a

b ∂

∂xb
, (1.80)

i.e., it transforms with the inverse of the transposed Lorentz matrix Λa
b. Using the

pseudo-orthogonality relation (1.28),

∂

∂x′a =


gΛg−1


a

b ∂

∂xb
. (1.81)

Since ∂/∂xa transforms like a covariant vector, we shall emphasize this behavior
by the notation

∂a ≡
∂

∂xa
. (1.82)

It will further be useful to dene the matrix elements

Λa
b ≡



gΛg−1


a

b = gac Λ
c
d g

db. (1.83)

Then we can rewrite (1.81) as
∂′
a = Λa

b∂b. (1.84)

In general, any four-component quantity va which transforms like the derivatives

v′a = Λa
bvb (1.85)

is called a covariant four-vector or Lorentz vector, as opposed to the vector va

transforming like the coordinates xa, which is called contravariant vector.
A covariant vector va can be produced from a contravariant one vb by multipli-

cation with the metric tensor:
va = gabv

b. (1.86)

This operation is called lowering the index . The operation can be inverted to what
is called raising the index :

va = gabvb, (1.87)

where gab are the matrix elements of the inverse metric

gab ≡


g−1


ab
. (1.88)
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With Einstein’s summation convention, the inverse metric gab ≡ (g−1)
ab
satises the

equation

gabgbc = δac. (1.89)

The sum over a common upper and lower index is called contraction.
Note that the notation (1.83) is perfectly compatible with the rules for raising

and lowering indices.
In Minkowski spacetime, the matrices g and g−1 happen to be the same and so

are the matrix elements gab and gab, both being equal to (1.29). This is no longer
true in the general geometries of gravitational physics. For this reason it will be
useful to keep separate symbols for the metric g and its inverse g−1, and for their
matrix elements gab and gab.

The contraction of a covariant vector with a contravariant vector is a scalar
product, as is obvious if we rewrite the scalar product (1.78) as

uv = uagabv
b = uava = uav

a. (1.90)

Of course, we can form also the scalar product of two covariant vectors with the
help of the inverse metric g−1:

uv = uag
abvb. (1.91)

The invariance under Lorentz transformations (1.85) is easily veried using the
pseudo-orthogonality property (1.28):

u′
ag

abv′b = u′T g−1v′ = uTg−1
Λ

T g g−1 gΛg−1v = uT g−1v = uag
abvb. (1.92)

Extending the denition of covariant vectors, one denes covariant tensors of
rank two tab, three tabc, etc. as quantities transforming like

t′ab = Λa
c
Λb

d tcd, t′abc = Λa
c
Λb

f
Λc

g tefg, . . . . (1.93)

Co- and contravariant vectors and tensors can always be multiplied with each other
to form new co- and contravariant quantities if the indices to be contracted are
raised and lowered appropriately. If no uncontracted indices are left, one obtains an
invariant, a Lorentz scalar .

It is useful to introduce a contravariant version of the covariant derivative vector

∂a ≡ gab∂b, (1.94)

and covariant versions of the contravariant coordinate vector

xa ≡ gabx
b. (1.95)

The invariance of Maxwell’s equations (1.20) is a direct consequence of these
contraction rules since the dierential operator on the left-hand side can be written
covariantly as

1

c2
∂2
t −∇2 =

∂

∂xa
gab

∂

∂xb
= ∂ag

ab∂b = ∂a∂a = ∂2. (1.96)

The right-hand side is obviously a Lorentz scalar.
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1.4.1 Discrete Lorentz Transformations

The Lorentz group can be extended to include space reections in any of the four
spacetime directions

xa → −xa, (1.97)

without destroying the dening property (1.28). The determinant of Λ, however, is
then negative. If only x0 is reversed, the reection is also called time reversal and
denoted by

T =











−1
1

1
1











. (1.98)

The simultaneous reection of the three spatial coordinates is called parity trans-
formation and denoted by the 4× 4 -matrix P :

P =











1
−1

−1
−1











. (1.99)

After this extension, the entire Lorentz group can no longer be obtained from
the neighborhood of the identity by a product of innitesimal transformations, i.e.,
by an exponential of the Lie algebra in Eq. (1.57). It consists of four topologically
disjoint pieces which can be obtained by a product of innitesimal transformations
multiplied with 1, P , T , and PT . The four pieces of the group are

e−i 12ωabL
ab

, e−i 12ωabL
ab

P, e−i 12ωabL
ab

T, e−i 12ωabL
ab

PT. (1.100)

The Lorentz transformations Λ of the pieces associated with P and T have a negative
determinant. This leads to the denition of pseudotensors which transform like
a tensor, but with an additional determinantal factor detΛ. A vector with this
property is also called axial vector . In three dimensions, the angular momentum
L = x × p is an axial vector since it does not change sign under space reections,
as the vector x does, but remains invariant.

1.4.2 Poincaré group

Just as the Galilei transformations, the Lorentz transformations can be extended by
the group of spacetime translations

x′a = xa − aa (1.101)

to form the inhomogeneous Lorentz group or Poincaré group.
Inertial frames may be dened as all those frames in which Maxwell’s equations

are valid. They dier from each other by Poincaré transformations.

x′a = Λ
a
bx

b − aa. (1.102)
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1.5 Dierential Operators for Lorentz Transformations

The physical laws in four-dimensional spacetime are formulated in terms of Lorentz-
invariant eld theories. The elds depend on the spacetime coordinates xa. In order
to perform transformations of the Lorentz group we need dierential operators for
the generators of this group.

For Lorentz transformations Λ with small rotation angles and rapidities, we can
approximate the exponential in (1.57) as

Λ ≡ 1− i
1

2
ωabL

ab. (1.103)

The Lorentz transformation of the coordinates

x
Λ−→ x′ = Λx (1.104)

is conveniently characterized by the innitesimal change

δΛx = x′ − x = −i
1

2
ωabL

abx. (1.105)

Inserting the 4× 4 -matrix generators (1.51), this becomes more explicitly [compare
(1.74)]

δΛx
a = ωa

bx
b. (1.106)

We now observe that (1.105) can be expressed in terms of the dierential operators

L̂ab ≡ i(xa∂b − xb∂a) = −L̂ba (1.107)

as a commutator

δΛx = i
1

2
ωab[L̂

ab, x]. (1.108)

The dierential operators (1.107) satisfy the same commutation relations (1.71),
(1.72) as the 4×4 -generators Lab of the Lorentz group. They form a representation
of the Lie algebra (1.71), (1.72). By exponentiation we can thus form the operator
representation of nite Lorentz transformations

D̂(Λ) ≡ e−i 1
2
ωabL̂

ab

, (1.109)

which satisfy the same group multiplication rules as the 4× 4-matrices Λ.
The relation between the nite Lorentz transformations (1.104) and the operator

version (1.109) is

x′ = Λx = e−i 1
2
ωabL

ab

x = ei
1
2
ωabL̂

ab

x e−i 1
2
ωabL̂

ab

= D̂−1(Λ) x D̂(Λ). (1.110)

This is proved by expanding, on the left-hand side, e−i 1
2
ωabL

ab

x in powers of ωab, and
doing the same on the right-hand expression ei

1
2
ωabL̂

ab

x e−i 1
2
ωabL̂

ab

with the help of
Lie’s expansion formula

e−iÂ B̂ eiÂ = 1− i[Â, B̂] +
i2

2!
[Â, [Â, B̂]] + . . . . (1.111)
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This operator representation (1.109) can be used to generate Lorentz transfor-
mations on the spacetime argument of any function of x:

f ′(x) ≡ f(Λ−1x) = f


D̂(Λ)x D̂−1(Λ)


= D̂(Λ)f (x) D̂−1(Λ). (1.112)

The latter step follows from a power series expansion of f(x). Take for example an
expansion term fa,bx

axb of f(x). In the transformed function f ′(x), this becomes

fa,bD̂(Λ)xa D̂−1(Λ)D̂(Λ)xbD̂−1(Λ) = D̂(Λ)


fa,bx
axb



D̂−1(Λ). (1.113)

1.6 Vector and Tensor Operators

In working out the commutation rules among the dierential operators L̂ab one
conveniently uses the commutation rules between L̂ab and xc, p̂c:

[L̂ab, xc] = −i(gacxb − gbcxa) = −(Lab)cdx
d, (1.114)

[L̂ab, p̂c] = −i(gacp̂b − gbcp̂a) = −(Lab)cdp̂
d. (1.115)

These commutation rules identify xc and p̂c as vector operators
In general, an operator t̂ c1,···,cn is said to be a tensor operator of rank n if each

of its tensor indices is transformed under commutation with Lab like the index of xa

or p̂a in (1.114) and (1.115):

[L̂ab, t̂ c1,...,cn] =−i[(gac1 t̂ b,...,cn − gbc1 t̂ a,...,cn) + . . .+ (gacn t̂ c1,...,b − gbcn t̂ c1,...,a)]

=−(Lab)c1d t̂
dc2,...,cn − (Lab)c2d t̂

c1d,...,cn −. . .− (Lab)cnd t̂
c1c2,...,d.(1.116)

The commutators (1.71) between the generators imply that these are themselves
tensor operators.

The simplest examples for such tensor operators are the direct products of vectors
such as t̂ c1,...,cn = xc1 · · ·xcn or t̂ c1,...,cn = p̂c1 · · · p̂cn . In fact, the right-hand side can
be found for such direct products using the commutation rules between products of
operators

[â, b̂ĉ] = [â, b̂]ĉ+ b̂[â, ĉ], [âb̂, ĉ] = â[b̂, ĉ] + [â, ĉ]b̂. (1.117)

These are the analogs of the Leibnitz chain rule for derivatives

∂(fg) = (∂f)g + f(∂g). (1.118)

1.7 Behavior of Vectors and Tensors under Finite Lorentz
Transformations

Let us apply such a nite operator representation (1.109) to the vector xc to form

D̂(Λ)xcD̂−1(Λ). (1.119)

We shall do this separately for rotations and Lorentz transformations.
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1.7.1 Rotations

An arbitrary three-vector (x1, x2, x3) is rotated around the 3-axis by the operator

D̂(R3(ϕ)) = e−iϕL̂3 with L̂3 = −i(x1∂2 − x2∂1) by the operation

D̂(R3(ϕ))x
iD̂−1(R3(ϕ)) = e−iϕL̂3xieiϕL̂3 . (1.120)

Since L̂3 commutes with x3, this component is invariant under the operation (1.120):

D̂(R3(ϕ))x
3D̂−1(R3(ϕ)) = e−iϕL̂3x3eiϕL̂3 = x3. (1.121)

For x1 and x2, the Lie expansion of (1.119) contains the commutators

−i[L3, x
1] = x2, − i[L3, x

2] = −x1. (1.122)

Thus, the rst-order expansion term on the right-hand side of (1.120) transforms the
two-dimensional vector (x1, x2) into (x2,−x1). The second-order term is obtained
by commuting the operator −iL̂3 with (x2,−x1), yielding −(x1, x2). To third-order,
this is again transformed into −(x2,−x1), and so on. Obviously, all even orders
reproduce the initial two-dimensional vector (x1, x2) with an alternating sign, while
all odd powers are proportional to (x2,−x1). Thus we obtain the expansion

e−iϕL̂3(x1, x2)eiϕL̂3 =


1− 1

2!
ϕ2 +

1

4!
ϕ4 + . . .



(x1, x2)

+


ϕ− 1

3!
ϕ3 +

1

5!
ϕ5 + . . .



(x2,−x1). (1.123)

The even and odd powers can be summed up to a cosine and a sine, respectively,
resulting in

e−iϕL̂3(x1, x2)eiϕL̂3 = cosϕ (x1, x2) + sinϕ (x2,−x1). (1.124)

Together with the invariant x3 in (1.121), the right-hand side forms a vector arising
from xi by an inverse rotation (1.37). Thus

D̂(R3(ϕ))x
iD̂−1(R3(ϕ)) = e−iϕL̂3xieiϕL̂3 =



eiϕL3

i

jx
j = R−1

3 (ϕ)ijx
j . (1.125)

By performing successive rotations around the three axes we can generate in this
way any inverse rotation:

D̂(R( ))xiD̂−1(R( )) = e−i ·L̂xiei ·L̂ =


ei ·L
i

jx
j = R−1( )ijx

j . (1.126)

This is the nite transformation law associated with the commutation relation

[L̂i, xk] = xj(Li)jk, (1.127)

which characterizes the vector operator nature of xi [compare (1.114)]. Thus also
(1.126) holds for nite rotations of any vector operator v̂i.

The time component x0 is obviously unchanged by rotations since L̂3 commutes
with x0. Hence we can extend (1.126) trivially to a four-vector, replacing D̂(R( ))
by D̂(Λ(R( ))) [recall (1.44)].
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1.7.2 Lorentz Boosts

A similar calculation may be done for Lorentz boosts. Here we rst consider a boost
in the 3-direction B3(ζ) = e−iζM̂3 generated by M̂3 = L̂03 = −i(x0∂3 + x3∂0) [recall
(1.57), (1.53), and (1.107)]. Note the positive relative sign of the two terms in the
generator L̂03 is caused by the fact that ∂i = −∂i, in contrast to ∂0 = ∂0. Thus we
form

D̂(B3(ζ))x
iD̂−1(B3(ζ)) = e−iζM̂3xieiζM̂3 . (1.128)

The Lie expansion of the right-hand side involves the commutators

−i[M3, x
0] = −x3, − i[M3, x

3] = −x0, − i[M3, x
1] = 0, − i[M3, x

2] = 0. (1.129)

Here the two-vector (x1, x2) is unchanged, while the two-vector (x0, x3) is trans-
formed into −(x3, x0). In the second expansion term, the latter becomes (x0, x3),
and so on, yielding

e−iζM̂3(x0, x3)eiζM̂3 =


1 +
1

2!
ζ2 +

1

4!
ζ4 + . . .



(x0, x3)

−


ζ +
1

3!
ζ3 +

1

5!
ζ5 + . . .



(x3, x0). (1.130)

The right-hand sides can be summed up to hyperbolic cosines and sines:

e−iζM̂3(x0, x3)eiζM̂3 = cosh ζ (x0, x3)− sinh ζ (x3, x0). (1.131)

Together with the invariance of (x1, x2), this corresponds precisely to the inverse of
the boost transformation (1.35):

D̂(B3(ζ))x
aD̂−1(B3(ζ)) = e−iζM̂3xaeiζM̂3 =



eiζM3

a

bx
b = B−1

3 (ζ)abx
b. (1.132)

1.7.3 Lorentz Group

By performing successive rotations and boosts in all directions we nd all Lorentz
transformations

D̂(Λ)xcD̂−1(Λ) = e−i 1
2
ωabL̂

ab

xcei
1
2
ωabL̂

ab

= (ei
1
2
ωabL

ab

)cc′x
c′ = (Λ−1)cc′x

c′, (1.133)

where ωab are the parameters (1.55) and (1.56). In the last term on the right-hand
side we have expressed the 4 × 4 -matrix Λ as an exponential of its generators,
to emphasize the one-to-one correspondence between the generators Lab and their
dierential-operator representation L̂ab.

At rst it may seem surprising that the group transformations appearing as a left-
hand factor of the two sides of these equations are inverse to each other. However,
we may easily convince ourselves that this is necessary to guarantee the correct
group multiplication law. Indeed, if we perform two successive transformations they
appear in opposite order on the right- and left-hand sides:

D̂(Λ2Λ1)x
cD̂−1(Λ2Λ1) = D̂(Λ2)D̂(Λ1)x

cD̂−1(Λ1)D̂
−1(Λ2)

= (Λ−1
1 )cc′D̂(Λ2)x

c′D̂−1(Λ2) = (Λ−1
1 )cc′(Λ

−1
2 )c

′

c′′x
c′′ = [(Λ2Λ1)

−1]cc′x
c′. (1.134)
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If the right-hand side of (1.133) would contain Λ instead of Λ−1, the order of the
factors in Λ2Λ1 on the right-hand side of (1.134) would be opposite to the order in
D̂(Λ2Λ1) on the left-hand side.

A straightforward extension of the operation (1.133) yields the transformation
law for a tensor t̂ c1,...,cn = xc1 · · ·xcn :

D̂(Λ)t̂ c1,...,cnD̂−1(Λ) = e−i 1
2
ωabL̂

ab

t̂ c1,...,cn ei
1
2
ωabL̂

ab

= (Λ−1)c1c′1 · · · (Λ
−1)cnc′n t̂

c′1,...,c
′

n

= (ei
1
2
ωabL

ab

)c1c′
1
· · · (ei

1
2
ωabL

ab

)cnc′n t̂
c′1,...,c

′

n. (1.135)

This follows directly by inserting an auxiliary unit factor 1 = D̂(Λ)D̂−1(Λ) =

e−i 1
2
ωabL̂

ab

ei
1
2
ωabL̂

ab

into the product xc1 · · ·xcn between neighboring factors xci , and
performing the operation (1.135) on each of them. The last term in (1.135) can also
be written as



ei
1
2
ωab(L

ab×1×1···×1 + ... + 1×Lab×1···×1)
c1...cn

c′1...c
′

n
t c

′

1...c
′

n . (1.136)

Since the commutation relations (1.116) determine the result completely, the trans-
formation formula (1.135) is true for any tensor operator t̂ c1,...,cn, not only for those
composed from a product of vectors xci .

The result can easily be extended to an exponential function e−ipx, and further
to any function f(x) which possesses a Fourier representation

D̂(Λ)f(x)D̂−1(Λ) = f(Λ−1x) = e−i 1
2
ωabL̂

ab

f(x) ei
1
2
ωabL̂

ab

. (1.137)

Since the last dierential operator has nothing to act on, it can also be omitted and
we can also write

D̂(Λ)f(x)D̂−1(Λ) = f(Λ−1x) = e−i 1
2
ωabL̂

ab

f(x). (1.138)

1.8 Relativistic Point Mechanics

The Lorentz invariance of the Maxwell equations explains the observed invariance
of the light velocity in dierent inertial frames. It is, however, incompatible with
Newton’s mechanics. There exists a modication of Newton’s laws which makes
them Lorentz-invariant as well, while diering very little from Newton’s equations
in their description of slow macroscopic bodies, for which Newton’s equations were
originally designed. Let us introduce the Poincaré-invariant distance measure in
spacetime

ds ≡
√
dx2 =



gabdx
adxb

1/2
. (1.139)

At a xed coordinate point of an inertial frame, ds is equal to c times the elapsed
time:

ds =


g00dx0dx0 = dx0 = cdt. (1.140)
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Einstein called the quantity

τ ≡ s/c (1.141)

the proper time.
When going from one inertial frame to another, two simultaneous events at

dierent points in the rst frame will take place at dierent times in the other
frame. Their invariant distance, however, remains the same, due to the pseudo-
orthogonality relation (1.28) which ensures that

ds′ =


gabdx
′adx′b

1/2
=



gabdx
adxb

1/2
= ds. (1.142)

A particle moving with a constant velocity along a trajectory x(t) in one Minkowski
frame remains at rest in another frame moving with velocity v = ẋ(t) relative to
the rst. Its proper time is then related to the coordinate time in the rst frame by
the Lorentz transformation

cdτ = ds =
√
c2dt2 − dx2 = cdt







1− 1

c2



dx

dt

2

= cdt



1− v2

c2
=

cdt

γ
. (1.143)

This is the famous Einstein relation implying that a moving particle lives longer
by a factor γ. There exists direct experimental evidence for this phenomenon. For
example, the meson π+ lives on the average τa = 2.60 × 10−8 sec, after which it
decays into a muon and a neutrino. If the pion is observed in a bubble chamber
with a velocity equal to 10% of the light velocity c ≡ 299 792 458m/sec, it leaves
trace of an average length l ≈ τa × c× 0.1/

√
1− 0.12 ≈ 0.78 cm. A very fast muon

moving with 90% of the light velocity, however, leaves a trace which is longer by
a factor (0.9/0.1) ×

√
1− 0.102/

√
1− 0.92 ≡ 20.6. Massless particles move with

light velocity and have dτ = 0, i.e., the proper time stands still along their paths.
This implies that massless particles can never decay — they are necessarily stable
particles.

Another way to see the time dilation is by observing the spectral lines of a moving
atom, say a hydrogen atom. If the atom is at rest, the frequency of the line is given
by

ν = −Ry


1

n2
− 1

m2



(1.144)

where Ry = mec
2α2/2 ≈ 13.6 eV, is the Rydberg constant ,

α ≡ e2

4πh̄c
≈ 1/137.035 989 (1.145)

is the ne-structure constant , and n and m are the principal quantum numbers of
initial and nal electron orbits. If the atom emits a light quantum while moving
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with velocity v through the laboratory orthogonal to the direction of observation,
this frequency is lowered by a factor 1/γ:

νobs

ν
=

1

γ
=



1− v2

c2
. (1.146)

If the atom runs away from the observer or towards him, the frequency is further
changed by the Doppler shift . Due to the growing or decreasing distance, the wave
trains arrive with a smaller or higher frequency given by

νobs

ν
=



1±
v

c

−1 1

γ
=









1∓ v/c

1± v/c
. (1.147)

In the rst case the observer sees an additional red shift , in the second a violet shift
of the spectral lines.

Without external forces, the trajectories of free particles are straight lines in
four-dimensional spacetime. If the particle positions are parametrized by the proper
time τ , they satisfy the equation of motion

d2

dτ 2
xa(τ) =

d

dτ
pa(τ) = 0. (1.148)

The rst derivative of xa(τ) is the relativistic four-vector of momentum pa(τ), briey
called four-momentum:

pa(τ) ≡ m
d

dτ
xa(τ) ≡ mua(τ). (1.149)

On the right-hand side we have introduced the relativistic four-vector of velocity
ua(τ), or four-velocity . Inserting (1.143) into (1.149) we identify the components of
ua(τ) as

ua =



γc
γva



, (1.150)

and see that ua(τ) is normalized to the light-velocity:

ua(τ)ua(τ) = c2. (1.151)

The time and space components of (1.149) are

p0 = mγc = mu0, pi = mγvi = mui. (1.152)

This shows that the time dilation factor γ is equal to p0/mc, and the same factor
increases the spatial momentum with respect to the nonrelativistic momentum mvi.
This correction becomes important for particles moving near the velocity of light,
which are called relativistic. The light particle has m = 0 and v = c. It is ultra-
relativistic.
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Note that by Eq. (1.152), the hyperbolic functions of the rapidity in Eq. (1.31)
are related to the four velocity and to energy and momentum by

cosh ζ = u0/c = p0/mc, sinh ζ = |u|/c = |p|/mc. (1.153)

Under a Lorentz transformation of space and time, the four-momenta pa trans-
form in exactly the same way as the coordinate four-vectors xa. This is, of course,
due to the Lorentz invariance of the proper time τ in Eq. (1.149). Indeed, from
Eq. (1.152) we derive the important relation

p0
2 − p2 = m2c2, (1.154)

which shows that the square of the four-momentum taken with the Minkowski metric
is an invariant:

p2 ≡ pagabp
b = m2c2. (1.155)

Since both xa and pa are Lorentz vectors, the scalar product of them,

xp ≡ gabx
apb, (1.156)

is an invariant. In the canonical formalism, the momentum pi is the conjugate
variable to the space coordinate xi. Equation (1.156) suggests that the quantity cp0

is conjugate to x0/c = t. As such it must be the energy of the particle:

E = cp0. (1.157)

From relation (1.154), we calculate the energy as a function of the momentum
of a relativistic particle:

E = c


p2 +m2c2. (1.158)

For small velocities, this can be expanded as

E = mc2 +
m

2
v2 + . . . . (1.159)

The rst term gives a nonvanishing rest energy which is unobservable in nonrela-
tivistic physics. The second term is Newton’s kinetic energy.

The rst term has dramatic observable eects. Particles can be produced and
disappear in collision processes. In the latter case, their rest energy mc2 can be
transformed into kinetic energy of other particles. The large factor c makes unstable
particles a source of immense energy, with disastrous consequences for Hiroshima
and Nagasaki in 1945.

1.9 Quantum Mechanics

In quantum mechanics, free spinless particles of momentum p are described by plane
waves of the form

φp(x) = N e−ipx/h̄, (1.160)
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where N is some normalization factor. The momentum components are the eigen-
value of the dierential operators

p̂a = ih̄
∂

∂xa
, (1.161)

which satisfy with xb the commutation rules

[p̂a, x
b] = ih̄δa

b. (1.162)

In terms of these, the generators (1.107) can be rewritten as

L̂ab ≡ 1

h̄
(xap̂b − xbp̂a). (1.163)

Apart from the factor 1/h̄, this is the tensor version of the four-dimensional angular
momentum.

It is worth observing that the dierential operators (1.163) can also be expressed
as a sandwich of the 4× 4 -matrix generators (1.51) between xc and p̂d:

L̂ab = − i

h̄
(Lab)cdx

cp̂d = − i

h̄
xTLabp̂ = ip̂TLabx. (1.164)

This way of forming operator representations of the 4 × 4 -Lie algebra (1.71) is a
special application of a general construction technique of higher representations of
a dening matrix representations. In fact, the procedure of second quantization is
based on this construction, which extends the single-particle Schrödinger operators
to the Fock space of many-particle states.

In general, one may always introduce vectors of creation and annihilation oper-
ators â†c and âd with the commutation rules

[âc, âd] = [â†c, â
†
d] = 0; [âc, â†d] = δcd, (1.165)

and form sandwich operators

L̂ab = â†c(L
ab)cdâ

d. (1.166)

These satisfy the same commutation rules as the sandwiched matrices due to the
Leibnitz chain rule (1.117). Since −ip̂a/h̄ and xa commute in the same way as â and
â†, the commutation rules of the matrices go directly over to the sandwich operators
(1.164). The higher representations generated by them lie in the Hilbert space of
square-integrable functions.

Under a Lorentz transformation, the momentum of the particle described by the
wave function (1.160) goes over into p′ = Λp, so that the wave function transforms
as follows:

φp(x)
Λ−→ φ′

p(x) ≡ φp′(x) = N e−i(Λp)x = N e−ipΛ−1x = φp(Λ
−1x). (1.167)
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This can also be written as φ′
p′(x

′) = φp(x). An arbitrary superposition of such
waves transforms like

φ(x)
Λ−→ φ′(x) = φ(Λ−1x), (1.168)

which is the dening relation for a scalar eld .
The transformation (1.168) may be generated by the dierential-operator repre-

sentation of the Lorentz group (1.138) as follows:

φ(x)
Λ−→ φ′(x) = D̂(Λ)φ(x). (1.169)

1.10 Relativistic Particles in Electromagnetic Field

Lorentz and Einstein formulated a theory of relativistic massive particles with elec-
tromagnetic interactions referred to as Maxwell-Lorentz theory . It is invariant under
the Poincaré group and describes the dynamical properties of charged particles such
as electrons moving with nonrelativistic and relativistic speeds.

The motion for a particle of charge e and mass m in an electromagnetic eld is
governed by the Lorentz equations

dpa(τ)

dτ
= m

d2xa(τ)

dτ 2
= fa(τ), (1.170)

where fa is the four-vector associated with the Lorentz force

fa =
e

c
F a

b
dxb

dτ
=

e

mc
F a

b(x(τ)) p
b(τ), (1.171)

and F a
b(x) is a 4×4 -combination of electric and magnetic elds with the components

F i
j = ǫijkBk, F 0

i = Ei. (1.172)

By raising the second index of F a
b one obtains the tensor

F ac = gcbF a
b (1.173)

associated with the antisymmetric matrix of the six electromagnetic elds

F ab =













0 −E1 −E2 −E3

E1 0 B3 −B2

E2 −B3 0 B1

E3 B2 −B1 0













. (1.174)

This tensor notation is useful since F ab transforms under the Lorentz group in the
same way as the direct product xaxb, which goes over into x′ax′b = Λ

a
cΛ

b
d x

cxd. In
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F ab(x), also the arguments must be transformed as in the scalar eld in Eq. (1.168),
so that we nd the generic transformation behavior of a tensor eld :

F ab(x)
Λ−→ F ′ab(x) = Λ

a
cΛ

b
d F

cd(Λ−1x). (1.175)

Recalling the exponential representation (1.136) of the direct product of the Lorentz
transformations and the dierential operator generation (1.138) of the transforma-
tion of the argument x, this can also be written as

F ab(x)
Λ−→ F ′ab(x) = [e−i 1

2
ωabĴ

ab

F ]ab(Λ−1x), (1.176)

where
Ĵ cd ≡ Lcd × 1 + 1× Lcd (1.177)

are the generators of the total four-dimensional angular momentum of the tensor
eld. The factors in the direct products apply successively to the representation
spaces associated with the two Lorentz indices and the spacetime coordinates. The
generators Ĵab obey the same commutation rules (1.71) and (1.72) as Lab and L̂ab.

In order to verify the transformation law (1.175), we recall the basic result of
electromagnetism that, under a change to a coordinate frame x → x′ = Λx moving
with a velocity v, the electric and magnetic elds change as follows

E′
(x

′) = E(x), E′
⊥(x

′) = γ



E⊥(x) +
1

c
v ×B(x)



, (1.178)

B′
(x

′) = B(x), B′
⊥(x

′) = γ



B⊥(x)−
1

c
v× E(x)



, (1.179)

where the subscripts  and ⊥ denote the components parallel and orthogonal to v.
Recalling the matrices (1.27) we see that (1.178) and (1.179) correspond precisely
to the transformation law (1.175) of a tensor eld.

The eld tensor in the electromagnetic force of the equation of motion (1.170)
transforms accordingly:

F a
b(x(τ))

Λ−→ F ′a
b(x(τ)) = Λ

a
cΛ

T
b
dF ′c

d(Λ
−1x(τ)). (1.180)

This can be veried by rewriting F a
b(x(τ)) as

F a
b(x(τ)) =



d4xF a
b(x) δ

(4)(x− x(τ)), (1.181)

and applying the transformation (1.175).
Separating time and space components of the four-vector of the Lorentz force

(1.171) we nd

d

dτ
p0 = f 0 =

e

Mc
E · p, (1.182)

d

dτ
p = f =

e

Mc



E p0 + p×B


. (1.183)
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The Lorentz force can also be stated in terms of velocity as

fa =
e

c
F a

b
dxb

dτ
= γ







e

c
v · E

eEi +
1

c
(v ×B)i





 . (1.184)

It should be noted that if we do not use the proper time τ to describe the particle
orbits but the coordinate time dt = γdτ , the equation of motion reads

dpa

dt
=

1

γ
fa, (1.185)

so that the acceleration is governed by the three-vector of the Lorentz force

f em = e


E(x) +
v

c
B(x)



. (1.186)

The above equations rule the movement of charged point particles in a given
external eld. The moving particles will, however, also give rise to additional elec-
tromagnetic elds. These are calculated by solving the Maxwell equations in the
presence of charge and current densities ρ and j, respectively:

∇ · E = ρ (Coulomb’s law), (1.187)

∇×B− 1

c

∂E

∂t
=

1

c
j (Ampère’s law), (1.188)

∇ ·B = 0 (absence of magnetic monopoles), (1.189)

∇×E+
1

c

∂B

∂t
= 0 (Faraday’s law). (1.190)

In a dielectric and paramagnetic medium with dielectric constant ǫ and magnetic
permeability µ one denes the displacement eld D(x) and the magnetic eld H(x)
by the relations

D(x) = ǫE(x), B(x) = µB(x), (1.191)

and the Maxwell equations become

∇ ·D = ρ (Coulomb’s law), (1.192)

∇×H− 1

c

∂D

∂t
=

1

c
j (Ampère’s law), (1.193)

∇ ·B = 0 (absence of magnetic monopoles), (1.194)

∇×E+
1

c

∂B

∂t
= 0 (Faraday’s law). (1.195)

On the right-hand sides of (1.187), (1.188) and (1.192), (1.193) we have omitted
factors 4π, for convenience. This makes the charge of the electron equal to −e =
−
√
4παh̄c.
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In the vacuum, the two inhomogeneous Maxwell equations (1.187) and (1.188)
can be combined to a single equation

∂bF
ab = −1

c
ja, (1.196)

where ja is the four-vector of current density

ja(x) =



cρ(x, t)
j(x, t)



. (1.197)

Indeed, the zeroth component of (1.196) is equal to (1.187):

∂iF
0i = −∇ · E = −ρ, (1.198)

whereas the spatial components with a = i reduce to Eq. (1.188):

∂0F
i0 + ∂jF

ij = ∂jǫ
ijkBk +

1

c

∂

∂t
Ei = − (∇×B)i +

1

c

∂

∂t
Ei = −1

c
ji. (1.199)

The remaining homogeneous Maxwell equations (1.189) and (1.190) can also be
rephrased in tensor form as

∂bF̃
ab = 0. (1.200)

Here F̃ ab is the so-called dual eld tensor dened by

F̃ ab =
1

2
ǫabcdFcd, (1.201)

where ǫabcd is the totally antisymmetric unit tensor with ǫ0123 = 1. Its properties
are summarized in Appendix A.

The antisymmetry of F ab in (1.196) implies the vanishing of the four-divergence
of the current density:

∂aj
a(x) = 0. (1.202)

This is the four-dimensional way of expressing the local conservation law of charges.
Written out in space and time components it reads

∂tρ(x, t) +∇ · j(x, t) = 0. (1.203)

Integrating this over a nite volume gives

∂t



d3x ρ(x, t)


= −


d3x∇ · j(x, t) = 0. (1.204)

The right-hand side vanishes by the Gauss divergence theorem, according to which
the volume integral over the divergence of a current density is equal to the surface
integral over the ux through the boundary of the volume. This vanishes if currents



28 1 Basics

do not leave a nite spatial volume, which is usually true for an innite system.
Thus we nd that, as a consequence of local conservation law (1.202), the charge of
the system

Q(t) ≡


d3 ρ(x, t) ≡ 1

c



d3x j0(x) (1.205)

satises the global conservation law according to which charge is time-independent

Q(t) ≡ Q. (1.206)

For a set of point particles of charges en, the charge and current densities are

ρ(x, t) =


n

enδ
(3) (x− xn(t)) , (1.207)

j(x, t) =


n

enẋn(t)δ
(3) (x− xn(t)) . (1.208)

Combining these expressions to a four-component current density (1.197), we can
easily verify that ja(x) transforms like a vector eld [compare with the behaviors
(1.168) of scalar eld and (1.175) of tensor elds]:

ja(x)
Λ−→ j ′a(x) = Λ

a
b j

b(Λ−1x). (1.209)

To verify this we note that δ(3) (x− x(t)) can also be written as an integral along
the path of the particle parametrized with the help of the proper time τ . This is
done with the help of the identity

 ∞

−∞
dτ δ(4)(x− x(τ)) =

 ∞

−∞
dτ δ(x0 − x0(τ))δ(3) (x− x(τ))

=
dτ

dx0
δ(3) (x− x(t)) =

1

cγ
δ(3) (x− x(t)) . (1.210)

This allows us to rewrite (1.207) and (1.208) as

cρ (x, t) = c


n

 ∞

−∞
dτnenγnc δ

(4) (x− xn(τ)) , (1.211)

j (x, t) = c


n

 ∞

−∞
dτnenγnvnδ

(4) (x− xn(τ)) . (1.212)

These equations can be combined in a single four-vector equation

ja(x) = c


n

 ∞

−∞
dτnenẋ

a
n(τ)δ

(4) (x− xn(τ)) , (1.213)

which makes the transformation behavior (1.209) an obvious consequence of the
vector nature of ẋa

n(τ).
In terms of the four-dimensional current density, the inhomogeneous Maxwell

equation (1.196) becomes the Maxwell-Lorentz equation

∂bF
ab = −1

c
ja = −



n

 ∞

−∞
dτnenẋ

a
n(τ)δ

(4) (x− xn(τ)) . (1.214)
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It is instructive to verify the conservation law (1.202) for the current density
(1.213). Applying the derivative ∂a to the δ-function gives ∂aδ

(4) (x−xn(τ)) =
−∂xa

n
δ(4) (x− xn(τ)), and therefore

∂aj
a(x) =−c



n

 ∞

−∞
dτnen

dxa
n(τ)

dτ

∂

∂xa
n

δ(4) (x− xn(τ))

=−c


n

 ∞

−∞
dτnen∂τδ

(4) (x− xn(τ)) . (1.215)

If the particle orbits xn(τ) are stable, they are either closed in spacetime, or they
come from negative innite xn and run to positive innite xn. Then the right-hand
side vanishes in any nite volume so that the current density is indeed conserved.

We end this section by remarking that the vector transformation law (1.209) can
also be written by analogy with the tensor law (1.175) as

ja(x)
Λ−→ j ′a(x) = [e−i 1

2
ωcdĴ

cd

j]a(Λ−1x), (1.216)

where
Ĵ cd ≡ Lcd × 1̂ + 1× L̂cd (1.217)

are the generators of the total four-dimensional angular momentum of the vector
eld. As in (1.177), the factors in the direct products apply separately to the repre-
sentation spaces associated with the Lorentz index and the spacetime coordinates,
and the generators Ĵab obey the same commutation rules (1.71) and (1.72) as Lab

and L̂ab.

1.11 Dirac Particles and Fields

The observable matter of the universe consists mainly of electrons and nucleons,
the latter being predominantly bound states of three quarks. Electrons and quarks
are spin-1/2 particles which may be described by four-component Dirac elds ψ(x).
These obey the Dirac equation

(iγa∂a −m)ψ(x) = 0, (1.218)

where γa are the 4× 4 -Dirac matrices

γa =



0 σa

σ̃a 0



, (1.219)

in which the 2 × 2 -submatrices σa and σ̃a with a = 0, . . . , 3 form the four-vectors
of Pauli matrices

σa ≡ (σ0, σi), σ̃a ≡ (σ0,−σi). (1.220)

The spatial components σi are the ordinary Pauli matrices

σ1 =



0 1
1 0



, σ2 =



0 −i
i 0



, σ3 =



1 0
0 −1



, (1.221)
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while the zeroth component σ0 is dened as the 2× 2 -unit matrix:

σ0 ≡


1 0
0 1



. (1.222)

From the algebraic properties of these matrices

(σa)2 = σ0 = 1, σiσj = δij + iǫijkσk, σaσ̃b + σbσ̃a = 2gab, (1.223)

we deduce that the Dirac matrices γa satisfy the anticommutation rules


γa, γb


= 2gab. (1.224)

Under Lorentz transformations, the Dirac eld transforms according to the spinor
representation of the Lorentz group

ψA(x)
Λ−→ψ′

A(x) = DA
B(Λ)ψB(Λ

−1x), (1.225)

by analogy with the transformation law (1.209) of a vector eld. The 4×4 -matrices
Λ of the dening representation of the Lorentz group in (1.209) are replaced by the
4× 4 -matrices D(Λ) representing the Lorentz group in spinor space.

It is easy to nd these matrices. If we denote the spinor representation of the Lie
algebra (1.72) by 4× 4 -matrices Σab, these have to satisfy the commutation rules

[Σab,Σac] = −igaaΣbc, no sum over a. (1.226)

These can be solved by the matrices

Σ
ab ≡ 1

2
σab, (1.227)

where σab is the antisymmetric tensor of matrices

σab ≡ i

2
[γa, γb]. (1.228)

The representation matrices of nite Lorentz transformations may now be expressed
as exponentials of the form (1.54):

D(Λ) = e−i 1
2
ωabΣ

ab

, (1.229)

where ωab is the same antisymmetric matrix as in (1.54), containing the rotation and
boost parameters as specied in (1.55) and (1.56). Comparison with (1.57) shows
that pure rotations and pure Lorentz transformations are generated by the spinor
representations of Lab in (1.57):

Σ
ij = ǫijk

1

2



σk 0
0 σk



, Σ
0i =

i

2



−σi 0
0 σi



. (1.230)
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The generators of the rotation group Σi = 1
2
ǫijkΣ

jk corresponding to Li in (1.53)
consist of a direct sum of two Pauli matrices, the 4× 4 -spin matrix:

≡ 1

2



0
0



. (1.231)

The generators Σ0i of the pure Lorentz transformations corresponding to Mi in
(1.53) can also be expressed as Σ0i = iαi/2 with the vector of 4× 4 -matrices

=



− 0
0



. (1.232)

In terms of and , the representation matrices (1.229) for pure rotations and pure
Lorentz transformations are seen to have the explicit form

D(R)=e−i · =



e−i · /2 0
0 e−i · /2



, D(B)=e · =



e− · /2 0
0 e · /2



. (1.233)

The commutation relations (1.226) are a direct consequence of the commutation
relations of the generators Σab with the gamma matrices:

[Σab, γc] = −(Lab)cd γ
d = −i(gacγb − gbcγa). (1.234)

Comparison with (1.114) and (1.115) shows that the matrices γa transform like xa,
i.e., they form a vector operator. The commutation rules (1.226) follow directly
from (1.234) upon using the Leibnitz chain rule (1.117).

For global transformations, the vector property (1.234) implies that γa behaves
like the vector xa in Eq. (1.133):

D(Λ)γcD−1(Λ) = e−i 1
2
ωabΣ

ab

γcei
1
2
ωabΣ

ab

= (ei
1
2
ωabL

ab

)cc′ γ
c′ = (Λ−1)cc′ γ

c′. (1.235)

In terms of the generators Σab, we can write the eld transformation law (1.225)
more explicitly as

ψ(x)
Λ−→ ψ′

Λ
(x) = D(Λ)ψ(Λ−1x) = e−i 1

2
ωabΣ

ab

ψ(Λ−1x), (1.236)

in perfect analogy with the transformation laws of scalar, tensor, and vector elds
in Eqs. (1.168), (1.175), and (1.209).

It is useful to re-express the transformation of the spacetime argument on the
right-hand side in terms of the dierential operator of four-dimensional angular
momentum and rewrite (1.236) as in (1.177) and (1.217) as

ψ(x)
Λ−→ ψ′

Λ
(x) = D̂(Λ)×D(Λ)ψ(x) = e−i 1

2
ωabĴ

ab

ψ(x), (1.237)

where
Ĵ cd ≡ Σ

cd × 1̂ + 1× L̂cd (1.238)

are the generators of the total four-dimensional angular momentum of the Dirac
eld.
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1.12 Energy-Momentum Tensor

The four-dimensional current density ja(x) contains all information on the electric
properties of relativistic particle orbits. It is possible to collect also the mechanical
properties in a tensor, the energy-momentum tensor .

1.12.1 Point Particles

The energy density of the particles can be written as

part

E (x, t) =


n

mnγc
2δ(3) (x− xn(t)) . (1.239)

We have previously seen that the energy transforms like a zeroth component of a
four-vector [recall (1.152)]. The energy density measures the energy per spatial vol-
ume element. An innitesimal four-volume d4x is invariant under Lorentz transfor-
mations, due to the unit determinant |Λa

b| = 1 implied by the pseudo-orthogonality
relation (1.28), so that indeed

d4x′ =











∂x′a

∂xb











d4x = |Λa
b|d

4x = d4x. (1.240)

This shows that δ(3)(x) which transforms like an inverse spatial volume

1

d3x
=

dx0

d4x
(1.241)

behaves like the zeroth component of a four-vector. The energy density (1.239) can
therefore be viewed as a 00-component of a Lorentz tensor called the symmetric
energy-momentum tensor. By convention, this is chosen to have the dimension of

momentum density, so that we must identify the energy density with c
part

T ab. In
fact, using the identity (1.210), we may rewrite (1.239) as

part

E (x, t) = c


n

 ∞

−∞
dτn

1

mn

p0n(τ)p
0
n(τ)δ

(4)(x− x(τ)), (1.242)

which is equal to c times the 00-component of the energy-momentum tensor

part

T
ab(x, t) =



n

 ∞

−∞
dτn

1

mn

pan(τ)p
b
n(τ)δ

(4)(x− x(τ)). (1.243)

The spatial momenta of the particles

part

P i(x, t) =


n

mnγnẋ
i
n(τ)δ

(3) (x− x(τ)) (1.244)

are three-vectors. Their densities transform therefore like 0i-components of a
Lorentz tensor. Indeed, using once more the identity (1.210), we may rewrite (1.244)
as

part

P i(x, t) =
part

T
0i(x, t) =



n

 ∞

−∞
dτn

1

mn

p0n(τ)p
i
n(τ)δ

(4)(x− x(τ)), (1.245)
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which shows precisely the tensor character. The four-vector of the total energy-
momentum of the many-particle system is given by the integrals over the 0a-
components

part

P
a(t) ≡



d3x
part

T
0a(x, t). (1.246)

Inserting here (1.242) and (1.245), we obtain the sum over all four-momenta

part

P
a(t) =



n

pan(τ). (1.247)

By analogy with the four-dimensional current density ja(x), let us calculate the

four-divergence ∂b
part

T ab. A partial integration yields



n

 ∞

−∞
dτn p

a
n(τ)ẋ

b
n(τ)∂bδ

(4)(x− xn(τ)) = −


n

 ∞

−∞
dτn p

a
n(τ)∂τδ

(4)(x− xn(τ))

= −


n

 ∞

−∞
dτn∂τ



pan(τ)δ
(4)(x− xn(τ))



+


n

 ∞

−∞
dτnṗ

a
n(τ)δ

(4) (x− xn(τ)) . (1.248)

The rst term on the right-hand side disappears if the particles are stable, i.e., if
the orbits are closed or come from negative innite x0 and disappear into positive
innite x0. The derivative ṗan(τ) in the second term can be made more explicit if
only electromagnetic forces act on the particles. Then it is equal to the Lorentz
force, i.e., the four-vector fa(τ) of Eq. (1.184), and we obtain

∂b
part

T
ab =



n

 ∞

−∞
dτnfn(τ)δ

(4) (x− xn(τ)) (1.249)

=
1

c



n

 ∞

−∞
dτnenF

a
b (xn(τ)) ẋn

b(τ)δ(4) (x− xn(τ)) .

Expressed in terms of the current four-vector (1.213), this reads

∂b
part

T
ab(x) =

1

c2
F a

b(x)j
b(x). (1.250)

In the absence of electromagnetic elds, the energy-momentum tensor of the particles
is conserved.

Integrating (1.250) over the spatial coordinates gives the time change of the total
four-momentum

∂t
part

P
a(t) = c ∂0



d3x
part

T
a0


= c


d3x ∂b
part

T
ab − c



d3x ∂i
part

T
ai

=
e

c



n

F a
b (xn(τ)) ẋ

b
n(τ)γn(τ). (1.251)

This agrees, of course, with the Lorentz equations (1.170) since by (1.247)

∂t
part

P
a(t) = ∂t



n

pan(τ) =


n

ṗan(τ) γn. (1.252)

If there are no electromagnetic forces, then
part

P a is time-independent.
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1.12.2 Perfect Fluid

A perfect uid is dened as an idealized uniform material medium moving with
velocity v(x, t). The uniformity is an acceptable approximation as long as the
microscopic mean free paths are short with respect to the length scale recognizable
by the observer. Consider such a uid at rest. Then the energy-momentum tensor
has no momentum density:

uid

T
0i = 0. (1.253)

The energy density is given by

c
uid

T
00 = c2ρ, (1.254)

where ρ is the mass density.
Due to the isotropy, the purely spatial part of the energy-momentum tensor must

be diagonal:

uid

T
ij =

p

c
δij , (1.255)

where p is the pressure of the uid. We can now calculate the energy-momentum
tensor of a moving perfect uid by performing a Lorentz transformation on the
energy-momentum tensor at rest:

uid

T
ab → Λ

a
cΛ

b
d

uid

T
cd. (1.256)

Applying to this the Lorentz boosts from rest to momentum p of Eq. (1.34), and
expressing the hyperbolic functions in terms of energy and momentum according to
Eq. (1.153), we obtain

uid

T ab =
1

c



p

c2
+ ρ



uaub − pgab


, (1.257)

where ua is the four-velocity (1.150) of the uid with uaua = c2.

1.12.3 Electromagnetic Field

The energy density of an electromagnetic eld is well-known:

E(x) =
1

2



E2(x) +B2(x)


. (1.258)

The associated energy current density is given by the Poynting vector :

S(x) = cE(x)×B(x). (1.259)

From these we nd four components of the energy-momentum tensor:

em

T
00(x) ≡ 1

c
E(x),

em

T
0i =

em

T
i0 ≡ 1

c2
Si(x). (1.260)
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The remaining components are determined by the tensor

em

T
ab(x) =

1

c



−F a
cF

bc +
1

4
gabF cdFcd



. (1.261)

The four-divergence of this is

∂b
em

T
ab =

1

c



−F a
c∂bF

ab − (∂bF
a
c)F

bc +
1

4
∂a



F cdFcd





. (1.262)

The second and third terms cancel each other, due to the homogeneous Maxwell
equations (1.189) and (1.190). In order to see this, take the trivial identity
∂bǫ

abcdFcd = 2ǫabcd∂b∂cAd = 0, and multiply this by ǫaefgFfg. Using the identity
(1A.23):

ǫabcdǫaefg = −


δbeδ
c
fδ

d
g + δceδ

d
fδ

b
g + δdeδ

b
fδ

c
g − δbeδ

d
fδ

c
g − δdeδ

c
fδ

b
g − δceδ

b
fδ

d
g



, (1.263)

we nd

−F cd∂eFcd − F db∂bFed − F bc∂bFce + F dc∂eFcd + F cb∂bFce + F bd∂bFed = 0. (1.264)

Due to the antisymmetry of Fab, this gives

−∂e


F cdFcd



+ 4F bd∂bFbd = 0, (1.265)

so that we obtain the conservation law

∂b
em

T
ab(x) = −1

c



F a
c(x)∂bF

bc(x)


= 0. (1.266)

In the last step we have used Maxwell’s equation Eq. (1.196) with zero currents.
The timelike component of the conservation law (1.266) reads

∂t
em

T
00(x) + c ∂i

em

T
0i(x) = 0, (1.267)

which can be rewritten with (1.258) and (1.260) as the well-known Poynting law of
energy ow:

∂t E(x) +∇ · S(x) = 0. (1.268)

If currents are present, the Maxwell equation (1.196) changes the conservation
law (1.266) to

c ∂b
em

T
ab(x) = −1

c
F a

c(x)j
c(x) = 0, (1.269)

which modies (1.268) to

∂t E(x) +∇ · S(x) = −j(x) ·E(x). (1.270)
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A current parallel to the electric eld reduces the eld energy.
In a medium, the energy density and Poynting vector become

E(x) ≡ 1

2
[E(x) ·D(x) +B(x) ·H(x)] , S(x) ≡ cE(x)×H(x), (1.271)

and the conservation law can easily be veried using the Maxwell equations (1.193)
and (1.195):

∇ · S(x) = c∇ · [E(x)×H(x)] = c[∇×E(x)] ·H(x)− cE(x) · [∇×B(x)]

= {∂tB(x) ·H(x) + E(x) · [∂tD(x) + j(x)]} = ∂tE(x) + j(x) ·E(x). (1.272)

We now observe that the force on the right-hand side of (1.269) is precisely the
opposite of the right-hand side of (1.250), as required by Newton’s third axiom of
actio = reactio. Thus, the total energy-momentum tensor of the combined system
of particles and electromagnetic elds

T ab(x) =
part

T
ab(x)+

em

T
ab(x) (1.273)

has a vanishing four-divergence,

∂bT
ab(x) = 0 (1.274)

implying that the total four-momentum P a ≡ 

d3xT 0a is a conserved quantity

∂tP
a(t) = 0. (1.275)

1.13 Angular Momentum and Spin

Similar considerations apply to the total angular momentum of particles and elds.
Since T i0(x) is a momentum density, we may calculate the spatial tensor of total
angular momentum from the integral

J ij(t) =


d3x


xiT j0(x)− xjT i0(x)


. (1.276)

In three space dimensions one describes the angular momentum by a vector J i =
1
2
ǫijkJ jk. The angular momentum (1.276) may be viewed as the integral

J ij(t) =


d3x J ij,0(x) (1.277)

over the i, j, 0-component of the Lorentz tensor

Jab,c(x) = xaT bc(x)− xbT ac(x). (1.278)

It is easy to see that due to (1.274) and the symmetry of the energy-momentum
tensor, the Lorentz tensor Jab,c(x) is divergenceless in the index c

∂cJ
ab,c(x) = 0. (1.279)
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As a consequence, the spatial integral

Jab(t) =


d3x Jab,0(x) (1.280)

is a conserved quantity. This is the four-dimensional extension of the conserved total
angular momentum. The conservation of the components J0i is the center-of-mass
theorem.

A set of point particles with the energy-momentum tensor (1.243) possesses a
four-dimensional angular momentum

part

J
ab(τ) =



n



xa
n(τ)p

b
n(τ) − xb

n(τ)p
a
n(τ)



. (1.281)

In the absence of electromagnetic elds, this is conserved, otherwise the τ -
dependence is important.

The spin of a particle is dened by its total angular momentum in its rest frame.
It is the intrinsic angular momentum of the particle. Electrons, protons, neutrons,
and neutrinos have spin 1/2. For nuclei and atoms, the spin can take much larger
values.

There exists a four-vector Sa(τ) along the orbit of a particle whose spatial part
reduces to the angular momentum in the rest frame. It is dened by a combination
of the angular momentum (1.281) and the four-velocity ud(τ) [recall (1.150)]

Sa(τ) ≡ 1

2c
ǫabcd

part

J bc (τ)ud(τ). (1.282)

In the rest frame where

ua
R = (c, 0, 0, 0), (1.283)

this reduces indeed to the three-vector of total angular momentum

Sa
R(τ) = (0,

part

J 23 (τ),
part

J 31 (τ),
part

J 12 (τ)) = (0,
part

J (τ)). (1.284)

For a free particle we nd, due to conservation of momentum and total angular
momentum

d

dτ
ud(τ) = 0,

d

dτ

part

J bc (τ) = 0, (1.285)

that also the spin vector Sa(τ) is conserved:

d

dτ
Sa(τ) = 0. (1.286)

The spin four-vector is useful to understand an important phenomenon in atomic
physics called the Thomas precession of the electron spin in an atom. It explains
why the observed ne structure of atomic physics determines the gyromagnetic ratio
ge of the electron to be close to 2.
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The relation between spin (1.284) and its four-vector is exhibited clearly by
applying the pure Lorentz transformation matrix (1.27) to (1.284) yielding

Si = Si
R +

γ2

γ + 1

vivj

c2
SR

j, S0 = γ
vi

c
Si
R . (1.287)

Note that S0 and Si satisfy S0 = viSi/c, which can be rewritten covariantly as

uaSa = 0. (1.288)

The inverse of the transformation (1.287) is found with the help of the identity
v2/c2 = (γ2 − 1)/γ2 as follows:

Si
R = Si − γ

γ + 1

vivj

c2
Sj = Si − γ − 1

γ

vivj

v2
Sj. (1.289)

If external forces act on the system, the spin vector starts moving. This move-
ment is called precession. If the point particle moves in an orbit under the inuence
of a central force (for example, an electron around a nucleus in an atom), there is no
torque on the particle so that the total angular momentum in its rest frame is con-
served. Hence dSi

R(τ)/dτ = 0, which is expressed covariantly as dSa(τ)/dτ ∝ ua(τ).
In the rest frame of the atom, however, the spin shows precession. Let us calculate
its rate. From the denition (1.282) we have

dSa

dτ
=

1

2
ǫabcd

part

J
bcdu

d

dτ
. (1.290)

There is no contribution from

d

dτ

part

J
bc = xa(τ)ṗb(τ)− xb(τ)ṗa(τ), (1.291)

since ṗ = mu̇, and the ǫ-tensor is antisymmetric.
The right-hand side of (1.290) can be simplied by multiplying it with the trivial

expression

gstu
sut = c2, (1.292)

and using the identity for the ǫ-tensor

ǫabcdgst = ǫabcsgdt + ǫabsdgct + ǫascdgbt + ǫsbcdgat. (1.293)

This can easily be proved by taking advantage of the antisymmetry of ǫabcd and
choosing a, b, c, d to be equal to 0, 1, 2, 3, respectively. After this, the right-hand
side of (1.290) becomes a sum of the four terms

1

2



ǫabcs
part

J
bcusudu̇d + ǫabsd

part

J
bcucu

su̇d + ǫascd
part

J
bcubu

au̇d + ǫsbcd
part

J
bcusuau̇d



.
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The rst term vanishes, since udu̇d = (1/2)du2/dτ = (1/2)dc2/dτ = 0. The last
term is equal to −Sd u̇

dua/c
2. Inserting the identity (1.293) into the second and

third terms, we obtain twice the left-hand side of (1.290). Taking this to the left-
hand side, we nd the equation of motion

dSa

dτ
=

1

c2
Sc

duc

dτ
ua. (1.294)

Note that on account of this equation, the time derivative dSa/dτ points in the
direction of ua, in accordance with the initial assumption of a torque-free force.

We are now prepared to calculate the rate of the Thomas precession. Denoting
in the nal part of this section the derivatives with respect to the physical time
t = γτ by a dot, we can rewrite (1.294) as

Ṡ ≡ dS

dt
=

1

γ

dS

dτ
= − 1

c2



S0u̇0 + S · u̇


u =
γ2

c2
(S · v̇)v, (1.295)

Ṡ0 ≡ dS0

dt
=

1

c

d

dt
(S · v) =

γ2

c2
(S · v̇) . (1.296)

We now dierentiate Eq. (1.289) with respect to the time using the relation γ̇ =
γ3v̇v/c2, and nd

ṠR = Ṡ− γ

γ + 1

1

c2
Ṡ0v − γ

γ + 1

1

c2
S0v̇− γ3

(γ + 1)2
1

c4
(v · v̇)S0 v. (1.297)

Inserting here Eqs. (1.295) and (1.296), we obtain

ṠR =
γ2

γ + 1

1

c2
(S · v̇)v − γ

γ + 1

1

c2
S0 v̇ − γ3

(γ + 1)2
(v · v̇)S0v. (1.298)

On the right-hand side we return to the spin vector SR using Eqs. (1.287), and nd

ṠR =
γ2

γ + 1

1

c2
[(SR · v̇)v − (SR · v)v̇] = T × SR, (1.299)

with the Thomas precession frequency

T = − γ2

(γ + 1)

1

c2
v × v̇. (1.300)

This is a purely kinematic eect. If an electromagnetic eld is present, there will
be an additional dynamic precession. For slow particles, it is given by

Ṡ ≡ −S× em ≈ ×


B− v

c
× E



, (1.301)

where is the magnetic moment

= gµB
S

h̄
=

eg

2Mc
S, (1.302)
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and g the dimensionless gyromagnetic ratio, also called Landé factor . Recall the
value of the Bohr magneton

µB ≡ eh̄

2Mc
≈ 3.094× 10−30 Ccm ≈ 0.927× 10−20 erg

gauss
≈ 5.788× 10−8 eV

gauss
.

(1.303)
If the electron moves fast, we transform the electromagnetic eld to the electron

rest frame by a Lorentz transformation (1.178), (1.179), and obtain an equation of
motion for the spin

ṠR= ×B′ = ×



γ



B− v

c
× E



− γ2

γ + 1

v

c



v

c
·B





. (1.304)

Expressing via Eq. (1.302), this becomes

ṠR ≡ −SR × em =
eg

2mc
SR ×





B− v

c
× E



− γ

γ + 1

v

c



v

c
·B





, (1.305)

which is the relativistic generalization of Eq. (1.301). It is easy to see that the
associated fully covariant equation is

Sa′ =
g

2mc



eF abSb +
1

mc
paSc

d

dτ
pc


=
eg

2mc



F abSb +
1

m2c2
paScF

cκpκ



. (1.306)

On the right-hand side we have inserted the relativistic equation of motion (1.170)
of a point particle in an external electromagnetic eld.

If we add to this the torque-free Thomas precession rate (1.294), we obtain the
covariant Bargmann-Michel-Telegdi equation [9]

Sa′=
1

2mc



egF abSb +
g − 2

mc
paSc

d

dτ
pc


=
e

2mc



gF abSb +
g − 2

m2c2
paScF

cκpκ



. (1.307)

For the spin vector SR in the electron rest frame this implies a change in the
electromagnetic precession rate in Eq. (1.305) to [10]

dS

dt
= emT × S ≡ ( em + T)× S (1.308)

with a frequency given by the Thomas equation

emT = − e

mc



g

2
−1 +

1

γ



B−


g

2
−1



γ

γ+1



v

c
·B



v

c
−



g

2
− γ

γ+1



v

c
× E



.

(1.309)
The contribution of the Thomas precession is the part of the right-hand side without
the gyromagnetic factor g:

T = − e

mc



−


1− 1

γ



B+
γ

γ+1

1

c2
(v ·B)v +

γ

γ+1

1

c
v × E



. (1.310)
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This agrees with the Thomas frequency in Eq. (1.300) if we insert the acceleration

v̇(t) = c
d

dt

p

p0
=

e

γm



E +
v

c
×B− v

c



v

c
·E



, (1.311)

which follows directly from (1.182) and (1.183).
The Thomas equation (1.309) can be used to calculate the time dependence of

the helicity h ≡ SR · v̂ of an electron, i.e., its component of the spin in the direction
of motion. Using the chain rule of dierentiation,

d

dt
(SR · v̂) = ṠR · v̂ +

1

v
[SR − (v̂ · SR)v̂]

d

dt
v (1.312)

and inserting (1.308) as well as the equation for the acceleration (1.311), we obtain

dh

dt
= − e

mc
SR⊥ ·



g

2
− 1



v̂ ×B+


gv

2c
− c

v



E



, (1.313)

where SR⊥ is the component of the spin vector orthogonal to v. This equation
shows that for a Dirac electron which has g = 2 the helicity remains constant in a
purely magnetic eld. Moreover, if the electron moves ultra-relativistically (v ≈ c),
the value g = 2 makes the last term extremely small, ≈ (e/mc)γ−2SR⊥ · E, so
that the helicity is almost unaected by an electric eld. The anomalous magnetic
moment of the electron a ≡ (g − 2)/2, however, changes this to a nite value ≈
−(e/mc)aSR⊥ · E. This drastic eect was used to measure the experimental values
of a for electrons, positrons, and muons:

a(e−) = (115 965.77± 0.35)× 10−8, (1.314)

a(e+) = (116 030± 120)× 10−8, (1.315)

a(µ±) = (116 616± 31)× 10−8. (1.316)

1.14 Spacetime-Dependent Lorentz Transformations

The theory of gravitation to be developed in this book will not only be Lorentz-
invariant, but also invariant under local Lorentz transformations

x′a = Λ
a
b(x)x

b. (1.317)

As a preparation for dealing with such theories let us derive a group-theoretic for-
mula which is useful for many purposes.

1.14.1 Angular Velocities

Consider a time-dependent 3 × 3 -rotation matrix R( (t)) = e−i (t)·L with the ge-
nerators (Li)jk = −iǫijk [compare (1.43)]. As time proceeds, the rotation angles
change with an angular velocity (t) dened by the relation

R−1( (t)) Ṙ( (t)) = −i (t) · L. (1.318)
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The components of (t) can be specied more explicitly by parametrizing the rota-
tions in terms of Euler angles α, β, γ:

R(α, β, γ) = R3(α)R2(β)R3(γ), (1.319)

where R3(α), R3(γ) are rotations around the z-axis by angles α, γ, respectively, and
R2(β) is a rotation around the y-axis by β, i.e.,

R(α, β, γ) ≡ e−iαL̂3e−iβL̂2e−iγL̂3 . (1.320)

The relations between the vector of rotation angles in (1.57) and the Euler angles
α, β, γ can be found by purely geometric considerations. Most easily, we equate the
2× 2 -representation of the rotations R( ),

R( ) = cos
ϕ

2
− i · ˆ sin

ϕ

2
, (1.321)

with the 2× 2 -representation of the Euler decomposition (1.320):

R(α, β, γ) =


cos
α

2
− iσ3 sin

α

2





cos
β

2
− iσ2 sin

β

2





cos
γ

2
− iσ3 sin

γ

2



. (1.322)

The desired relations follow directly from the multiplication rules for the Pauli ma-
trices (1.223).

In the Euler decomposition, we may calculate the derivatives:

ih̄∂αR = R [cos β L3 − sin β(cos γ L1 − sin γ L2)] , (1.323)

ih̄∂βR = R (cos γ L2 + sin γ L1), (1.324)

ih̄∂γR = RL3. (1.325)

The third equation is trivial, the second follows from the rotation of the generator

eiγL3/h̄L2e
−iγL3/h̄ = cos γ L2 + sin γ L1, (1.326)

which is a consequence of Lie’s expansion formula

eiABe−iA = 1 + i[A,B] +
i2

2!
[A, [A,B]] + . . . , (1.327)

and the commutation rules (1.61) of the 3 × 3 -matrices Li. The derivation of the
rst equation (1.323) requires, in addition, the rotation

eiβL2/h̄L3e
−iβL2/h̄ = cos βL3 − sin βL1. (1.328)

We may now calculate the time derivative of R(α, β, γ) using Eqs. (1.323)–(1.325)
and the chain rule of dierentiation, and nd the right-hand side of (1.318) with the
angular velocities

ω1 = β̇ sin γ − α̇ sin β cos γ, (1.329)

ω2 = β̇ cos γ + α̇ sin β sin γ, (1.330)

ω3 = α̇ cos β + γ̇. (1.331)

Only commutation relations have been used to derive (1.323)–(1.325), so that the
formulas (1.329)–(1.331) hold for all representations of the rotation group.
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1.14.2 Angular Gradients

The concept of angular velocities can be generalized to spacetime-dependent Euler
angles α(x), β(x), γ(x), replacing (1.318) by angular gradients

R−1( (x)) ∂aR( (x)) = −i a(x) · L, (1.332)

with the generalization of the vector of angular velocity

ωa;1 = ∂aβ sin γ − ∂aα sin β cos γ, (1.333)

ωa;2 = ∂aβ cos γ + ∂aα sin β sin γ, (1.334)

ωa;3 = ∂aα cos β + ∂aγ. (1.335)

The derivatives ∂a act only upon the functions right after it. These equations are
again valid if R( (x)) and L in (1.332) are replaced by any representation of the
rotation group and its generators.

A relation of type (1.332) exists also for the Lorentz group where Λ(ωab(x)) =

e−i 12ωab(x)L
ab

[recall (1.57)], and the generalized angular velocities are dened by

Λ
−1(ωab(x)) ∂cΛ(ωab(x)) = −i

1

2
ωc;ab(x)L

ab. (1.336)

Inserting the explicit 4× 4 -generators (1.51) on the right-hand side, we nd for the
matrix elements the relation

[Λ−1(ωab(x)) ∂cΛ(ωab(x))]ef = ωc;ef(x). (1.337)

As before, the matrices Λ(ωab(x)) and Lab in (1.336) can be replaced by any rep-
resentations of the Lorentz group and its generators, in particular in the spinor
representation (1.229) where

D−1(Λ(ωab(x))) ∂cD(Λ(ωab(x)) = −i
1

2
ωc;ab(x)Σ

ab. (1.338)

Appendix 1A Tensor Identities

In the tensor calculus of Euclidean as well as Minkowski space in d spacetime di-
mensions, a special role is played by the contravariant Levi-Civita tensor

ǫa1a2... ad , ai = 0, 1, . . . , d− 1. (1A.1)

This is a totally antisymmetric unit tensor with the normalization

ǫ012... (d−1) = 1. (1A.2)

It vanishes if any two indices coincide, and is equal to ±1 if they dier from the
natural ordering 0, 1, . . . , (d − 1) by an even or odd permutation. The Levi-Civita
tensor serves to calculate a determinant of a tensor tab as follows

det(tab) =
1

d!
ǫa1,a2... adǫb1b2... bd ta1b1 · · · tadbd . (1A.3)
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In order to see this it is useful to introduce also the covariant version of ǫa1... ad

dened by

ǫa1a2... ad ≡ ga1b1ga2b2 . . . gadbd ǫ
b1b2... bd . (1A.4)

This is again a totally antisymmetric unit tensor with

ǫ012... (d−1) = (−1)d−1. (1A.5)

The contraction of the two is easily seen to be

ǫa1... adǫ
a1... ad = −d!. (1A.6)

Now, by denition, a determinant is a totally antisymmetric sum

det(tab) = ǫa1... adta10 · · · tad(d−1). (1A.7)

We may also write

det(tab) ǫb1... bd = −ǫa1... adta1b1 · · · tadbd . (1A.8)

By contracting with ǫb1...bd and using (1A.6) we nd

det(tab) = − 1

d!
ǫa1...adǫb1...bdta1b1 · · · tad bd , (1A.9)

which agrees with (1A.7).
In the same way we can derive the formula

det


ta
b


= − 1

d!
ǫa1...adǫb1...bdta1

b1 · · · tad
bd . (1A.10)

Under mirror reection, the Levi-Civita tensor behaves like a pseudotensor.
Indeed, if we subject it to a Lorentz transformation Λa

b, we obtain

ǫ′ a1... ad = Λ
a1

b1 · · ·Λ
ad

bd ǫ
b1... bd = det(Λ) ǫa1... ad . (1A.11)

As long as detΛ = 1, the tensor ǫa1... ad is covariant under Lorentz transformations.
If space or time inversion are included, then detΛ = −1, and (1A.11) exhibits the
pseudotensor nature of ǫa1... ad .

We now collect a set of useful identities of the Levi-Civita tensor which will be
needed in this text.

1A.1 Product Formulas

a) d = 2 Euclidean space with gij = δij .

The antisymmetric Levi-Civita tensor ǫij with the normalization ǫ12 = 1 satises
the identities
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ǫijǫkl = δikδil − δilδjk, (1A.12)

ǫijǫik = δjk, (1A.13)

ǫijǫij = 2, (1A.14)

ǫijδkl = ǫikδjl + ǫkjδil. (1A.15)

b) d = 3 Euclidean space with gij = δij .

The antisymmetric Levi-Civita tensor ǫijk with the normalization ǫ123 = 1 satises
the identities

ǫijkǫlmn = δilδjmδkn + δimδjnδkl + δinδjlδkm,

− δilδjnδkm − δinδjmδkl − δimδjlδkn, (1A.16)

ǫijkǫimn = δjmδkn − δinδkm, (1A.17)

ǫijkǫijn = 2δkn, (1A.18)

ǫijkǫijk = 6, (1A.19)

ǫijkδlm = ǫijlδkm + ǫilkδjm + ǫljkδim, (1A.20)

c) d = 4 Minkowski space with metric

gab =











1
−1

−1
−1











. (1A.21)

The antisymmetric Levi-Civita tensor with the normalization ǫ0123 = −ǫ0123 = 1

satises the product identities

ǫabcdǫ
efgh = −



δeaδ
f
b δ

g
c δ

h
d + δfaδ

g
b δ

h
c δ

c
d + δgaδ

k
b δ

e
cδ

f
d + δhaδ

e
bδ

f
c δ

g
d

+ δfaδ
e
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h
c δ

g
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h
b δ

g
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f
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d
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f
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d
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e
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e
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g
d

− δgaδ
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e
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g
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h
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h
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f
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, (1A.22)

ǫabcdǫ
afgh = −



δ
f
b δ

g
c δ

h
d + δ

g
b δ

h
c δ

f
d + δhb δ

f
c δ

g
d − δ

f
b δ

h
c δ

g
d − δhb δ

g
c δ

f
d − δ

g
b δ

f
c δ

h
d



, (1A.23)

ǫabcdǫ
abgh = −2



δgc δ
h
d − δhc δ

g
d



, (1A.24)

ǫabcdǫ
abch = −6δhd , (1A.25)

ǫabcdǫ
abcd = −24, (1A.26)

ǫabcdgef = ǫabcegdt + ǫabcdgcf + ǫaecdgbf + ǫebcdgaf . (1A.27)
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1A.2 Determinants

a) d = 2 Euclidean:

g = det(gij) =
1

2!
ǫikǫilgijgkl ≡

1

2
gijC

ij , (1A.28)

C ij = ǫikǫjlgkl = cofactor,

gij =
1

g
Cij = inverse of gij.

b) d = 3 Euclidean:

g = det(gij) =
1

3!
ǫiklǫjmngijgkmgln = gijC

ij, (1A.29)

C ij =
1

2!
ǫiklǫjmngkmgln = cofactor,

gij =
1

g
C ij = inverse of gij.

c) d = 4 Minkowski:

g = det(gab) = − 1

4!
ǫabcdǫefghgaegbfgcggdh =

1

4
gaeCae, (1A.30)

Cae = − 1

3!
ǫabcdǫefghgbfgcggdh = cofactor,

gab =
1

g
Cab = inverse of gab.

1A.3 Expansion of Determinants

From Formulas (1A.28)–(1A.30) together with (1A.12), (1A.16), (1A.22), we nd

d=2 : det(gij)=
1

2!
[(trg)2 − tr(g2)],

d=3 : det(gij)=
1

3!
[(trg)3 + 2 tr(g3)− 3 trg tr(g2)], (1A.31)

d=4 : det(gab)=
1

24
[(trg)4 − 6(trg)2 tr(g2)+3[tr(g2)]2+8 tr(g) tr(g3)−6 tr(g4)].
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F. Hausdor, Berichte Verhandl. Sächs. Akad. Wiss. Leipzig, Math. Naturw.
Kl. 58, 19 (1906);
J.A. Oteo, J. Math. Phys. 32, 419 (1991),
or Chapter 2 in the textbook
H. Kleinert, Path Integrals in Quantum Mechanics, Statistics, Polymer
Physics, and Financial Markets, World Scientic Publishing Co., Singapore
2004, 3rd extended edition, pp. 1–1460 (kl/b5), where kl is short for the URL:
www.physik.fu-berlin.de/~kleinert.

[9] V. Bargmann, L. Michel, and V.L. Telegdi, Phys. Rev. Lett. 2, 435 (1959).

[10] L.T. Thomas, Phil. Mag. 3, 1 (1927).



Never confuse movement with action.

Ernest Hemingway (1899–1961)

2

Action Approach

The most ecient way of describing the physical properties of a system is based on
its action A. The extrema of A yield the equations of motion, and the sum over all
histories of the phase factors eiA/h̄ renders the quantum-mechanical time evolution
amplitude [1, 2]. The sum over all histories is performed with the help of a path
integral . Historically, the action approach was introduced in classical mechanics to
economize Newton’s procedure of setting up equations of motion, and to extend its
applicability to a larger variety of mechanical problems with generalized coordinates.
In quantum mechanics, the sum over all paths with phase factors involving the
action eiA/h̄ replaces and generalizes the Schrödinger theory. The path integral
runs over all position and momentum variables at each time and species what are
called quantum uctuations . Their size is controlled by Planck’s quantum h̄, and
there is great similarity with thermal uctuations whose size is controlled by the
temperature T . In the limit h̄ → 0, paths with highest amplitude run along the
extrema of the action, thus explaining the emergence of classical mechanics from
quantum mechanics.

The pleasant property of the action approach is that it can be generalized directly
to eld theory. Classical elds were discovered by Maxwell as a useful concept to
describe the phenomena of electromagnetism. In particular, his equations allow us to
study the propagation of free electromagnetic waves without considering the sources.
In the last century, Einstein constructed his theory of gravity by assuming the metric
of spacetime to become a spacetime-dependent eld, which can propagate in the
form of gravitational waves. In condensed matter physics, elds were introduced
to describe excitations in many systems, and Landau made them a universal tool
for understanding phase transitions [3]. Such elds are called order elds . A more
recently discovered domain of applications of elds is in the statistical mechanics of
grand-canonical ensembles of line-like excitations, such as vortex lines in superuids
and superconductors [4], or defect lines in crystals [5]. Such excitations disturb the
order of the system, and the associated elds are known as disorder elds [4].

48
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2.1 General Particle Dynamics

Given an arbitrary classical system with generalized coordinates qn(t) and velocities
q̇n(t), the typical action has the form

A[qk] =
 tb

ta
dt L (qk(t), q̇k(t), t) , (2.1)

where L (qk(t), q̇k(t), t) is called the Lagrangian of the system, which is usually at
most quadratic in the velocities q̇k(t). A Lagrangian with this property is called
local in time. If a theory is governed by a local Lagrangian, the action and the
entire theory are also called local. The quadratic dependence on q̇(t) may emerge
only after an integration by parts in the action. For example, − 

dt q(t)q̈(t) is a
local term in the Lagrangian since it turns into



dt q̇2(t) after a partial integration
in the action (2.1).

The physical trajectories of the system are found from the extremal principle.
One compares the action for one orbit qk(t) connecting the endpoints

qk(ta) = qk,a, qk(tb) = qk,b, (2.2)

with that of an innitesimally dierent orbit q′k(t) ≡ qk(t) + δqk(t) connecting the
same endpoints, where δqk(t) is called the variation of the orbit. Since the endpoints
of qk(t) + δqk(t) are the same as those of qk(t), the variations of the orbit vanish at
the endpoints:

δq(ta) = 0, δq(tb) = 0. (2.3)

The associated variation of the action is

δA ≡ A[qk + δqk]−A[qk] =
 tb

ta
dt



k



∂L

∂qk(t)
δqk(t) +

∂L

∂q̇k(t)
δq̇k(t)



. (2.4)

After an integration by parts, this becomes

δA =
 tb

ta
dt



k



∂L

∂qk
− d

dt

∂L

∂q̇k



δqn(t) +


k

∂L

∂q̇k
δqk(t)











tb

ta

. (2.5)

In going from (2.4) to (2.5) one uses the fact that by denition of δqk(t) the variation
of the time derivative is equal to the time derivative of the variation:

δq̇k(t) = q̇′k(t)− q̇k(t) =
d

dt
[qk(t) + δqk(t)]−

d

dt
qk(t) =

d

dt
δqk(t). (2.6)

Expressed more formally, the time derivative commutes with the variations of the
orbit:

δ
d

dt
qk(t) ≡

d

dt
δqk(t). (2.7)
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Using the property (2.3), the boundary term on the right-hand side of (2.5) vanishes.
Since the action is extremal for a classical orbit, δA must vanish for all variations
δqk(t), implying that qk(t) satises the Euler-Lagrange equation

∂L

∂qk(t)
− d

dt

∂L

∂q̇k(t)
= 0, (2.8)

which is the equation of motion of the system. For a local Lagrangian L(qk(t), q̇k(t)),
which contains q̇k at most quadratically, in L(qk(t), q̇k(t)), the Euler-Lagrange equa-
tion is a second-order dierential equation for the orbit qk(t).

The local Lagrangian of a set of gravitating mass points is

L(x(t), ẋ(t)) =


k

mk

2
ẋ2
k(t) +GN



k =k′

mkmk′

|xk(t)− xk′(t)|
. (2.9)

If we identify the 3N coordinates xi
n (n = 1, . . . , N) with the 3N generalized coor-

dinates qk (k = 1, . . . , 3N), the Euler-Lagrange equations (2.8) reduce precisely to
Newton’s equations (1.2).

The energy of a general Lagrangian system is found from the Lagrangian by
forming the so-called Hamiltonian. It is dened by the Legendre transform

H =


k

pkq̇k − L, (2.10)

where

pk ≡
∂L

∂q̇k
(2.11)

are called canonical momenta. The energy (2.10) forms the basis of the Hamiltonian
formalism. If expressed in terms of pk, qk, the equations of motion are

q̇k =
∂H

∂pk
, ṗk = −∂H

∂qk
. (2.12)

For the Lagrangian (2.9), the generalized momenta are equal to the physical mo-
menta pn = mnẋn, and the Hamiltonian is given by Newton’s expression

H = T + V ≡


k

mk

2
ẋ2
k −GN



k =k′

mkmk′

|xk − xk′|
. (2.13)

The rst term is the kinetic energy, the second the potential energy of the system.

2.2 Single Relativistic Particle

For a single relativistic massive point particle, the mechanical action reads

m

A=
 tb

ta
dt

m

L = −mc2
 tb

ta
dt



1− ẋ2(t)

c2
. (2.14)
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The canonical momenta (2.11) yield directly the spatial momenta of the particle:

p(t) =
∂

m

L

∂ ẋ(t)
. (2.15)

In a relativistic notation, the derivative with respect to the contravariant vectors

∂
m

L/∂ ẋi is a covariant vector with a lower index i. To ensure the nonrelativistic
identication (2.15) and maintain the relativistic notation we must therefore identify

pi ≡ − ∂
m

L

∂ ẋi
= mγ ẋi. (2.16)

The energy is obtained from the Legendre transform

m

H = pẋ−
m

L= −piẋ
i−

m

L= mγ v2 +mc2


1− v2

c2
= mγ v2 +mc2

1

γ

= mγc2, (2.17)

in agreement with the energy in Eq. (1.157) [recalling (1.152)].
The action (2.14) can be written in a more covariant form by observing that

 tb

ta
dt



1− ẋ2

c2
=

1

c

 tb

ta
dt











dx0

dt

2

−


dx

dt

2

. (2.18)

In this expression, the innitesimal time element dt can be replaced by an arbitrary
time-like parameter t → σ = f(t), so that the action takes the more general form

m

A =
 σb

σa

dσ
m

L = −mc
 σb

σa

dσ


gabẋq(σ)ẋb(σ). (2.19)

For this action we may dene generalized four-momentum with respect to the pa-
rameter σ by forming the derivatives

pa(σ) ≡ − ∂
m

L

∂ ẋa(σ)
=

mc


gabẋa(σ)ẋb(σ)
gabẋ

b(σ), (2.20)

where the dots denote the derivatives with respect to the argument. Note the minus
sign in the denition of the canonical momentum with respect to the nonrelativistic
case. This is introduced to make the canonical formalism compatible with the neg-
ative signs in the spatial part of the Minkowski metric (1.29). The derivatives with
respect to ẋa transform like the covariant components of a vector with a subscript
a, whereas the physical momenta are given by the contravariant components pa.

If σ is chosen to be the proper time τ , then the square root in (2.5) becomes
τ -independent



gabẋa(τ)ẋb(τ) = c, (2.21)
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so that

pa(τ) = mgabẋ
b(τ) = m ẋa(τ) = mua(τ), (2.22)

in agreement with the previously dened four-momenta in Eq. (1.152).
In terms of the proper time, the Euler-Lagrange equation reads

d

dτ
pa(τ) = m

d

dτ
gabẋ

b(τ) = m ẍ a(τ) = 0, (2.23)

implying that free particles run along straight lines in Minkowski space.
Note that the Legendre transform with respect to the momentum pσ,0 has nothing

to do with the physical energy. In fact, it vanishes identically:

m

Hσ = −pa(σ) ẋ
a(σ)−

m

L= − mc


ẋa(σ)ẋa(σ)
ẋa(σ)ẋ

a(σ) +mc


ẋa(σ)ẋa(σ) ≡ 0.(2.24)

The reason for this is the invariance of the action (2.19) under arbitrary reparame-
trizations of the time σ → σ′ = f(σ). We shall understand this better in Chapter 3
when discussing generators of continuous symmetry transformations in general (see
in particular Subsection 3.5.3).

The role of the physical energy is played by c times the zeroth component p0(τ) =
mcγ in Eq. (2.22), which is equal to the energy H in (2.17).

2.3 Scalar Fields

The free classical point particles of the last section are quanta of a relativistic local
scalar free-eld theory.

2.3.1 Locality

Generalizing the concept of temporal locality described in the paragraph after
Eq. (2.1), locality in eld theory implies that the action is a spacetime integral
over the Lagrangian density :

A =
 tb

ta
dt



d3xL(x) =
1

c



d4xL(x). (2.25)

According to the concept of temporal locality in Section 2.1, there should only be
a quadratic dependence on the time derivatives of the elds. Due to the equal
footing of space and time in relativistic theories, the same restriction applies to
the space derivatives. A local Lagrangian density is at most quadratic in the rst
spacetime derivatives of the elds at the same point. Physically this implies that
a eld at a point x interacts at most with the eld at the innitesimally close
neighbor point x + dx, just like the mass points on a linear chain with nearest-
neighbor spring interactions. If the derivative terms are not of this form, they must
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at least be equivalent to it by a partial integration in the action integral (2.25). If
the Lagrangian density is local we also call the action and the entire theory local.

A local free-eld Lagrangian density is quadratic in both the elds and their
derivatives at the same point, so that it reads for a scalar eld,

L(x) =
1

2



h̄2∂aφ(x)∂
aφ(x)−m2c2φ(x)φ(x)



. (2.26)

If the particles are charged, the elds are complex, and the Lagrangian density
becomes

L(x) = h̄2∂aϕ
∗(x)∂aϕ(x)−m2c2ϕ∗(x)ϕ(x). (2.27)

2.3.2 Lorenz Invariance

In addition to being local, any relativistic Lagrangian density L(x) must be a scalar,
i.e., transform under Lorentz transformations in the same way as the scalar eld φ(x)
in Eq. (1.168):

L(x)
Λ−→ L′(x) = L(Λ−1x). (2.28)

We verify this for the Lagrangian density (2.26) by showing that L′(x′) = L(x). By
denition, L′(x′) is equal to

L′(x′) = h̄2∂′
aφ

′(x′)∂′aφ′(x′)−m2c2φ′(x′)φ′(x′). (2.29)

Using the transformation behavior (1.168) of the scalar eld, we obtain

L′(x′) = h̄2∂′
aφ(x)∂

′aφ(x)−m2c2φ(x)φ(x). (2.30)

Inserting here

∂′
a = Λa

b∂b, ∂′a = Λ
a
b∂

b (2.31)

with
Λa

b ≡ gacg
bd
Λ

c
d, (2.32)

we see that ∂2 is Lorentz-invariant,

∂′2 = ∂2, (2.33)

so that the transformed Lagrangian density (2.29) coincides indeed with the original
one in (2.27).

As a spacetime integral over a scalar Lagrangian density, the action (2.25) is
Lorentz invariant. This follows directly from the Lorentz invariance of the spacetime
volume element

dx′0d3x′ = d4x′ = d4x, (2.34)

proved in Eq. (1.240). This is veried by direct calculation:

A′ =


d4xL′(x) =


d4x′ L′(x′) =


d4x′ L(x) =


d4xL(x) = A. (2.35)
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2.3.3 Field Equations

The equation of motion for the scalar eld is derived by varying the action (2.25)
with respect to the elds. Consider the case of complex elds ϕ(x),ϕ∗(x) which
must be varied independently. The independence of the eld variables is expressed
by the functional dierentiation rules

δϕ(x)

δϕ(x′)
= δ(4)(x− x′),

δϕ∗(x)

δϕ∗(x′)
= δ(4)(x− x′),

δϕ(x)

δϕ∗(x′)
= 0,

δϕ∗(x)

δϕ(x′)
= 0. (2.36)

With the help of these rules and the Leibnitz chain rule (1.118), we calculate the
functional derivatives of the action (2.25) as follows:

δA

δϕ∗(x)
=



d4x′


h̄2∂′
aδ

(4)(x′ − x)∂′aϕ(x′) −m2c2δ(4)(x′ − x)ϕ(x′)


= (−h̄2∂2 −m2c2)ϕ(x) = 0. (2.37)

δA

δϕ(x)
=



d4x′


h̄2∂′
aϕ

∗(x′)∂′aδ(4)(x′ − x)−m2c2ϕ∗(x′)δ(4)(x′ − x)


= ϕ∗(x)(−h̄2←
∂

2 +m2c2) = 0, (2.38)

where the arrow pointing to the left on top of the last derivative indicates that it
acts on the eld to the left. The second equation is just the complex conjugate of
the previous one.

The eld equations can also be derived directly from the Lagrangian density
(2.27) by forming ordinary partial derivatives of L with respect to all elds and
their derivatives. Indeed, a functional derivative of a local action can be expanded
in terms of derivatives of the Lagrangian density according to the general rule

δA

δϕ(x)
=

∂L(x)

∂ϕ(x)
− ∂a

∂L(x)

∂ [∂aϕ(x)]
+ ∂a∂b

∂L(x)

∂ [∂a∂bϕ(x)]
+ . . . , (2.39)

and a complex-conjugate expansion for ϕ∗(x). These expansions follow directly from
the dening relations (2.36). At the extremum of the action, the eld satises the
Euler-Lagrange equation

∂L(x)

∂ϕ(x)
− ∂a

∂L(x)

∂∂aϕ(x)
+ ∂a∂b

∂L(x)

∂∂a∂bϕ(x)
+ . . . = 0. (2.40)

Inserting the Lagrangian density (2.27), we obtain the eld equation for ϕ(x):

δA

δϕ∗(x)
=

∂L(x)

∂ϕ∗(x)
− ∂a

∂L(x)

∂ [∂aϕ∗(x)]
= (−h̄2∂2 +m2c2)ϕ(x) = 0, (2.41)

and its complex conjugate for ϕ∗(x).



2.3 Scalar Fields 55

The Euler-Lagrange equations are invariant under partial integrations in the
action integral (2.25). Take for example a Lagrangian density which is equivalent
to (2.27) by a partial integration:

L = −h̄2ϕ∗(x)∂2ϕ(x)−m2c2ϕ∗(x)ϕ(x). (2.42)

Inserted into (2.40), the eld equation for ϕ(x) becomes particularly simple:

δA

δϕ∗(x)
=

∂L(x)

∂ϕ∗(x)
= (−h̄2∂2 +m2c2)ϕ(x) = 0. (2.43)

The derivation of the equation for ϕ∗(x), on the other hand, becomes now more
complicated. Evaluating all nonzero derivatives in Eq. (2.39), we simply nd the
complex-conjugate of Eq. (2.43):

δA

δϕ(x)
=

∂L(x)

∂ϕ(x)
− ∂a

∂L(x)

∂ [∂aϕ(x)]
+ ∂a∂b

∂L(x)

∂ [∂a∂bϕ(x)]
= (−h̄2∂2 +m2c2)ϕ∗(x) = 0.

(2.44)

2.3.4 Plane Waves

The eld equations (2.43) and (2.44) are solved by the quantum mechanical plane
waves

fp(x) = Np0 e
−ipx/h̄, f ∗

p(x) = Np0 e
ipx/h̄, (2.45)

where Np0 is some normalization factor which may depend on the energy, and the
four-momenta satisfy the so-called mass shell condition

papa −m2c2 = 0. (2.46)

It is important to realize that the two sets of solutions (2.45) are independent of
each other. Physically, the main dierence between them is the sign of energy

i∂0fp(x) = p0fp(x), i∂0f
∗
p(x) = −p0f ∗

p(x). (2.47)

For this reason they will be referred to as positive- and negative-energy wave func-
tions, respectively. The physical signicance of the latter can only be understood
after quantizing the eld. Then they turn out to be associated with antiparticles.
Field quantization, however, lies outside the scope of this text. Only at the end, in
Subsection 22.3, will its eects on gravity be discussed.

2.3.5 Schrödinger Quantum Mechanics as Nonrelativistic Limit

The nonrelativistic limit of the action (2.25) for a scalar eld with Lagrangian density
(2.26) is obtained by removing from the positive frequency part of the eld φ(x) a
rapidly oscillating factor corresponding to the rest energy mc2, replacing

φ(x) → e−imc2 t/h̄ 1√
2M

ψ(x, t). (2.48)
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For a plane wave fp(x) in (2.45), the eld ψ(x) becomes N
√
2Me−i(p0c−mc2)t/h̄eipx/h̄.

In the limit of large c, the rst exponential becomes e−ip2t/2M [recall (1.159)]. The
result is a plane-wave solution to the Schrödinger equation



ih̄∂t +
h̄2

2M
∂x

2



ψ(x, t) = 0. (2.49)

This is the Euler-Lagrange equation extremizing the nonrelativistic action

A =


dtd3xψ∗(x, t)



ih̄∂t +
h̄2

2M
∂x

2



ψ(x, t). (2.50)

Note that the plane wave f ∗
p (x) in (2.45) with negative frequency does not pos-

sess a nonrelativistic limit since it turns into N
√
2Mei(p

0c+mc2)t/h̄eipx/h̄ which has a
temporal prefactor e2imc2t/h̄. This oscillates innitely fast for c → ∞, and is there-
fore equivalent to zero by the Riemann-Lebesgue Lemma. This statement holds in
the sense of distribution theory where a zero distribution means that all integrals
over its products with arbitrary smooth test functions vanishes. According to the
Riemann-Lebesgue lemma, this is indeed the case for all integral containing e2imc2t/h̄

for large c multiplied by a smooth function.

2.3.6 Natural Units

The appearance of the constants h̄ and c in all future formulas can be avoided by
working with fundamental units l0, m0, t0, E0 dierent from the ordinary physical
SMI or cgs units. They are chosen to give h̄ and c the value 1. Expressed in terms
of the conventional length, time, mass, and energy, these natural units are

l0 =
h̄

m0c
, t0 =

h̄

m0c2
, m0 = M, E0 = m0c

2, (2.51)

where M is some special mass. If we are dealing, for example, with a proton, we
choose M = mp, and the fundamental units are

l0 = 2.103138× 10−11cm (2.52)
= Compton wavelength of proton,

t0 = l0/c = 7.0153141× 10−22sec (2.53)
= time it takes light to cross the Compton wavelength,

m0 = mp = 1.6726141× 10−24g, (2.54)

E0 = 938.2592MeV. (2.55)

For any other mass, they can easily be rescaled.
With these natural units we can drop c and h̄ in all formulas and write the action

simply as

A =


d4xϕ∗(x)(−∂2 −m2)ϕ(x). (2.56)
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Actually, since we are dealing with relativistic particles, there is no fundamental
reason to assume ϕ(x) to be a complex eld. In nonrelativistic eld theory, this was
necessary in order to nd the time derivative term



dtd3xψ∗(x, t)ih̄∂tψ(x, t) (2.57)

in the action (2.50). For a real eld, this would be a pure surface term and thus have
no inuence upon the dynamics of the system. The second-order time derivatives of
a relativistic eld in (2.56), however, does have an inuence and leads to the correct
eld equation for a real eld. As we shall understand better in the next chapter,
the complex scalar eld describes charged spinless particles, the real eld neutral
particles.

Thus we may also consider a real scalar eld with an action

A =
1

2



d4xφ(x)(−∂2 −m2)φ(x). (2.58)

In this case it is customary to use a prefactor 1/2 to normalize the eld.

For either Lagrangian (2.56) or (2.58), the Euler-Lagrange equation (2.40) ren-
ders Klein-Gordon equations

(−∂2 −m2)φ(x) = 0, (−∂2 −m2)ϕ(x) = 0, (−∂2 −m2)ϕ∗(x) = 0. (2.59)

2.3.7 Hamiltonian Formalism

It is possible to set up a Hamiltonian formalism for the scalar elds. For this we
introduce an appropriate generalization of the canonical momentum (2.11). The
labels k in that equation are now replaced by the continuous spatial labels x, and
we dene a density of eld momentum:

π(x) ≡ ∂L

∂∂0φ(x)
= ∂0φ

∗(x), π∗(x) ≡ ∂L

∂∂0φ∗(x)
= ∂0φ(x), (2.60)

and a Hamiltonian density :

H(x) = π(x) ∂0φ(x) + ∂0φ(x) π∗(x) − L(x)

= π∗(x) π(x) +∇φ∗(x)∇φ(x) +m2φ∗(x) φ(x). (2.61)

For a real eld, we simply drop the complex conjugation symbols. The spatial
integral over H(x) is the eld Hamiltonian

H =


d3xH(x). (2.62)
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2.3.8 Conserved Current

For the solutions ψ(x, t) of the Schrödinger equation (2.49), the probability density
is

ρ(x, t) ≡ ψ∗(x, t)ψ(x, t) (2.63)

and there exists an associated particle current density

j(x, t) ≡ h̄

2mi
ψ∗(x, t)(

→
∇ −

←
∇)ψ(x, t) ≡ h̄

2mi
ψ∗(x, t)

↔
∇ψ(x, t), (2.64)

which satises the conservation law

∇ · j(x, t) = −∂tρ(x, t). (2.65)

This can be veried with the help of the Schrödinger equation (2.49). It is this
property which permits normalizing the Schrödinger eld ψ(x, t) to unity at all
times, since

∂t



d3xψ∗(x, t)ψ(x, t) =


d3x ∂tρ(x, t) = −


d3x∇ · j(x, t) = 0. (2.66)

For a complex relativistic eld ϕ(x), there exists a similar local conservation law.
We dene the four-vector of probability current density (now in natural units with
h̄ = c = 1)

ja(x) = −iϕ∗ ↔
∂a ϕ, (2.67)

which describes the probability ow of the charged scalar particle. The double arrow

on top of the derivative is dened as in (2.64) by
↔
∂a ≡

→
∂a −

←
∂a , i.e.,

ϕ∗ ↔
∂aϕ ≡ ϕ∗∂aϕ− (∂aϕ

∗)ϕ. (2.68)

It is easy to verify that, on account of the Klein-Gordon equations in (2.59), the
current density has no four-divergence:

∂aj
a(x) = 0. (2.69)

This four-dimensional current conservation law permits us to couple electromag-
netism to the eld and identify eja(x) as the electromagnetic current of the charged
scalar particles.

The deeper reason for the existence of a conserved current will be understood in
Chapter 3, where we shall see that it is intimately connected with an invariance of
the action (2.56) under arbitrary changes of the phase of the eld

φ(x) → e−iαφ(x). (2.70)

The zeroth component of ja(x),

ρ(x) = j0(x), (2.71)
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describes the charge density. The spatial integral over ρ(x) measures the total
probability. It measures the total charge in natural units:

Q(t) =


d3x j0(x). (2.72)

Due to the local conservation law (2.69), the total charge does not depend on time.
This is seen by rewriting

Q̇(t) =


d3x ∂0j
0(x) =



d3x ∂aj
a(x)−



d3x ∂ij
i(x) = −



d3x ∂ij
i(x). (2.73)

The right-hand side vanishes because of the Gauss divergence theorem, assuming
the currents to vanish at spatial innity [compare (1.204)].

2.4 Maxwell’s Equation from Extremum of Field Action

The above action approach is easily generalized, and applied to electromagnetic
elds. By setting up an appropriate action, Maxwell’s eld equations can be derived
by extremization. The relevant elds are the Coulomb potential φ (x, t) and the
vector potential A (x, t). Recall that electric and magnetic elds E(x) and B(x) can
be written as derivatives of the Coulomb potential A0(x, t) and the vector potential
A(x, t) as

E(x) = −∇φ(x)− 1

c
Ȧ(x), (2.74)

B(x) = ∇×A(x), (2.75)

with the components

Ei(x) = −∂iφ(x)−
1

c
∂tA

i(x), (2.76)

Bi(x) = ǫijk∂jA
k(x). (2.77)

Recalling the identications (1.172) of electric and magnetic elds with the compo-
nents F i0 and −F jk of the covariant eld tensor F ab, we can also write

F i0(x) = ∂iφ(x)− 1

c
∂tA

i(x), (2.78)

F jk(x) = ∂jAk(x) − ∂kAj(x), (2.79)

where ∂i = −∂i. This suggests combining the Coulomb potential and the vector
potential into a four-component vector potential

Aa(x) =



φ (x, t)
Ai (x, t)



, (2.80)

in terms of which the eld tensor is simply the four-dimensional curl:

F ab(x) = ∂aAb(x) − ∂bAa(x). (2.81)

The eld Aa(x) transforms in the same way as the vector eld ja(x) in Eq. (1.209):

Aa(x)
Λ−→ A′a(x) = Λ

a
b A

b(Λ−1x). (2.82)
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2.4.1 Electromagnetic Field Action

Maxwell’s equations can be derived from the electromagnetic eld action

em

A =
1

c



d4x
em

L (x), (2.83)

where the temporal integral runs from ta to tb, as in (2.1) and (2.25), and the
Lagrangian density reads

em

L (x) ≡
em

L


Aa(x), ∂bAa(x)


= −1

4
F ab(x)Fab(x) −

1

c
ja(x)Aa(x). (2.84)

It depends quadratically on the elds Aa(x) and its derivatives, thus dening a local
eld theory [recall Subsection 2.3.1]. All Lorentz indices are fully contracted.

If (2.84) is decomposed into electric and magnetic parts using Eqs. (2.74) and
(2.75), it reads

em

L (x) =
1

2



E2(x)−B2(x)


− ρ(x)A0(x) +
1

c
j(x)A(x). (2.85)

From the transformation laws (1.175), (1.209), and (2.82) it follows that (2.84)
behaves under Lorentz transformations like a scalar eld, as in (2.28). Together
with (2.34) this implies that the action is Lorentz-invariant.

The eld equations are obtained from the Euler-Lagrange equation (2.40) with
the eld A0(x) replaced by the four-vector potential Aa(x), so that it reads

∂L

∂Aa
− ∂b

∂L

∂∂bAa
+ ∂b∂c

∂L(x)

∂ [∂b∂cAa(x)]
= 0. (2.86)

Inserting the Lagrangian density (2.84), we obtain

∂bF
ab = −1

c
ja, (2.87)

which is precisely the inhomogeneous Maxwell equation (1.196). Note that the
homogeneous Maxwell equation (1.200),

∂bF̃
ab = 0, (2.88)

is automatically fullled by the antisymmetric combination of derivatives in the four-
curl (2.81). This is true as long as the four-component vector potential is smooth
and single-valued, so that it satises the integrability condition

(∂a∂b − ∂b∂a)A
c(x) = 0. (2.89)

In this book we shall call any identity which follows from the single-valuedness of
a eld and the associated Schwarz integrability condition a Bianchi identity . The
name emphasizes the close analogy with the identity discovered by Bianchi in Rie-
mannian geometry as a consequence of the single-valuedness of the Christoel sym-
bols. For the derivation see Section 12.5, where the Schwarz integrability condition
(12.107) leads to Bianchi’s identity (12.116).

In this sense, the homogeneous Maxwell equation (2.88) is a Bianchi identity,
since it follows directly from the commuting derivatives of Ac in Eq. (2.89).
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2.4.2 Alternative Action for Electromagnetic Field

There exists an alternative form of the electromagnetic Lagrangian density (2.84)
due to Schwinger which contains directly the eld tensor as independent variables
and uses the vector potential only as Lagrange multipliers to enforce the inhomoge-
neous Maxwell equations (2.87):

em

L (x) =
em

L (Aa(x), Fab(x)) = −1

4
F ab(x)Fab(x)−

1

c



ja(x) + ∂bF
ab(x)



Aa(x). (2.90)

Extremizing this with respect to Fab show that Fab is a four-curl of the vector
potential, as in Eq. (2.81). As a consequence, Fab satises the Bianchi identity
(1.201).

If (2.90) is decomposed into electric and magnetic parts, it reads

em

L (x) =
em

L


A0(x),A(x),E(x),B(x)


=
1

4



E2(x)−B2(x)


+ [∇ · E(x)− ρ(x)]A0(x)−


∇×B(x)− 1

c
∂tE(x)−

1

c
j(x)



·A(x), (2.91)

where the Lagrange multipliers A0(x) and A(x) enforce directly the Coulomb law
(1.187) and the Ampère law (1.188).

The above equations hold only in the vacuum. In homogeneous materials with
nonzero dielectric constant ε and magnetic permeability µ determining the displace-
ment elds D = εE and the magnetic elds H = B/µ, the Lagrangian density (2.90)
reads

em

L (x) =
1

4
[E(x)·D(x)−B(x)·H(x)]

+ [∇ ·D(x)− ρ(x)]A0(x) −


∇×H(x)− 1

c
∂tD(x) − 1

c
j(x)



·A(x). (2.92)

Now variation with respect to the Lagrange multipliers A0(x) and A(x) yields the
Coulomb and Ampère laws in a medium Eqs. (1.192) and (1.193):

∇ ·D(x) = ρ(x), ∇×H(x)− 1

c
∂tD(x) =

1

c
j(x). (2.93)

Variation with respect to D(x) and H(x) yields the same curl equations (2.74) and
(2.75) as in the vacuum, so that the homogeneous Maxwell equations (1.189) and
(1.190), i.e., the Bianchi identities (1.201), are unaected by the medium.

2.4.3 Hamiltonian of Electromagnetic Fields

As in Eqs. (2.60)–(2.62), we can nd a Hamiltonian for the electromagnetic elds,
by dening a density of eld momentum:

πa(x) =
∂

em

L
∂∂0Aa(x)

= −F0a(x), (2.94)
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and a Hamiltonian density
em

H (x) = πa(x) ∂
0Aa(x)−

em

L (x). (2.95)

It is important to realize that ∂
em

L /∂Ȧ0 vanishes, so that A0 possesses no conjugate
eld momentum. Hence A0 is not a proper dynamical variable. Indeed, by inserting
(2.84) and (2.94) into (2.95) we nd

em

H = −F0a∂
0Aa−

em

L= −1

c
F0aF

0a−
em

L −F0a∂
aA0

=
1

2



E2 +B2


+ E ·∇A0 +
1

c
jaAa. (2.96)

Integrating this over all space gives

em

H = c


d3x
em

H =


d3x


1

2



E2 +B2


− 1

c
j ·A



. (2.97)

The result is the well-known energy of the electromagnetic eld in the presence of
external currents [6]. To obtain this expression from (2.96), an integration by part
is necessary, in which the surface terms at spatial innity is neglected, where the
charge density ρ(x) is always assumed to be zero. After this, Coulomb’s law (1.187)
leads directly to (2.97).

At rst sight, one may wonder why the electrostatic energy does not show up
explicitly in (2.97). The answer is that it is contained in the E2-term which, by
Coulomb’s law (1.187), satises

∇ · E = −∇
2A0 − 1

c
∂t∇ ·A = ρ . (2.98)

Splitting E into transverse and longitudinal parts

E = Et + El, (2.99)

which satisfy ∇ · Et = 0 and ∇× El = 0, respectively, we see that (2.98) implies

∇ · El = ρ . (2.100)

The longitudinal part can be written as a derivative of some scalar potential φ′,

El = ∇φ′, (2.101)

which can be calculated due to (2.100) from the equation

φ′(x) =
1

∇
2ρ(x) = −



d3x′ 1

4π|x− x′|
ρ(x′, t). (2.102)

Using this we see that

1

2



d3xE2 =
1

2



d3x


Et
2 + El

2


=
1

2



d3x


E2
t +



∂i
1

∇
2ρ



∂i
1

∇
2ρ



=
1

2



d3xEt
2 +

1

2



d3xd3x′ρ(x, t)
1

4π|x− x′|
ρ(x′, t). (2.103)

The last term is the Coulomb energy associated with the charge density ρ(x, t).
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2.4.4 Gauge Invariance of Maxwell’s Theory

The four-dimensional curl (2.81) is manifestly invariant under the gauge transfor-
mations

Aa(x) −→ A′
a(x) = Aa(x) + ∂aΛ(x), (2.104)

where Λ(x) is any smooth eld which satises the integrability condition

(∂a∂b − ∂b∂a)Λ(x) = 0. (2.105)

Gauge invariance implies that a scalar eld degree of freedom contained in Aa(x)
does not contribute to the physically observable electromagnetic elds E(x) and
B(x). This degree of freedom can be removed by xing a gauge. One way of doing
this is to require the vector potential to satisfy the Lorentz gauge condition

∂aA
a(x) = 0. (2.106)

For such a vector eld, the eld equations (2.87) decouple and each of the four com-
ponents of the vector potential Aa(x) satises the massless Klein-Gordon equation:

−∂2Ab(x) = 0. (2.107)

If a vector potential Aa(x) does not satisfy the Lorentz gauge condition (2.106),
one may always perform a gauge transformation (2.104) to a new eld A′a(x) that
has no four-divergence. We merely have to choose a gauge function Λ(x) in (2.104)
which solves the inhomogeneous dierential equation

−∂2
Λ(x) = ∂aA

a(x). (2.108)

Then A′a(x) will satisfy ∂aA
′a(x) = 0.

There are innitely many solutions to equation (2.108). Given one solution Λ(x)
which leads to the Lorentz gauge, one can add any solution of the homogenous Klein-
Gordon equation without changing the four-divergence of Aa(x). The associated
gauge transformations

Aa(x) −→ Aa(x) + ∂aΛ
′(x), ∂2

Λ
′(x) = 0, (2.109)

are called restricted gauge transformations or gauge transformation of the second
kind. If a vector potential Aa(x) in the Lorentz gauge solves the eld equations
(2.87), the gauge transformations of the second kind can be used to remove its
spatial divergence ∇ ·A(x, t). Under (2.109), the components A0(x, t) and A(x, t)
go over into

A0(x) → A′0(x, t) = A0(x, t) + ∂0Λ
′(x, t),

A(x) → A′(x, t) = A(x, t)−∇Λ
′(x, t). (2.110)

Thus, if we choose the gauge function

Λ
′(x, t) = −



d3x′ 1

4π|x− x′|
∇ ·A(x′, t), (2.111)
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then

∇
2
Λ

′(x, t) = ∇ ·A(x, t) (2.112)

makes the gauge-transformed eld A′(x, t) divergence-free:

∇ ·A′(x, t) = ∇ · [A(x, t)−∇Λ(x, t)] = 0. (2.113)

The condition

∇ ·A′(x, t) = 0 (2.114)

is known as the Coulomb gauge, transverse gauge, or radiation gauge.
The solution (2.111) to the dierential equation (2.112) is still undetermined up

to an arbitrary solution Λ′′(x) of the homogeneous Poisson equation

∇
2
Λ

′′(x, t) = 0. (2.115)

Together with the property ∂2Λ′′(x, t) = 0 implied by (2.109), one also has

∂2
tΛ

′′(x, t) = 0. (2.116)

This leaves only trivial linear functions Λ′′(x, t) of x and t which contribute constants
to (2.110). These, in turn, are zero since the elds Aa(x) are always assumed to
vanish at innity before and after the gauge transformation.

Another possible gauge is obtained by removing, in the eld equation (2.87), the
zeroth component of the vector potential Aa(x). This is achieved by performing the
gauge transformation (2.104) with a gauge function

Λ(x, t) = −
 t

dt′ A0(x, t
′), (2.117)

instead of (2.111). The new eld A′a(x) has no zeroth component:

A′0(x) = 0. (2.118)

It is said to be in the axial gauge. The solutions of Eqs. (2.117) are determined up
to a trivial constant, and no further gauge freedom is left.

For free elds, the Coulomb gauge and the axial gauge coincide. This is a conse-
quence of the charge-free Coulomb law ∇ · E = 0 in Eq. (2.98). By expressing E(x)
explicitly in terms of the space- and time-like components of the vector potential as

E(x) = −∂0A(x)−∇A0(x), (2.119)

Coulomb’s law reads

∇
2A0(x, t) = −∇ · Ȧ(x, t). (2.120)
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This shows that if ∇ ·A(x) = 0, also A0(x) = 0 (assuming zero boundary values at
innity), and vice versa.

The dierential equation (2.120) can be integrated to

A0(x, t) =
1

4π



d3x′ 1

|x′ − x|
∇ · Ȧ(x′, t). (2.121)

In an innite volume with asymptotically vanishing elds there is no freedom of
adding to the left-hand side a nontrivial solution of the homogenous Poisson equation

∇
2A0(x, t) = 0. (2.122)

In the presence of charges, Coulomb’s law has a source term [see Eq. (2.98)]:

∇ · E(x, t) = ρ(x, t), (2.123)

where ρ(x, t) is the electric charge density. In this case the vanishing of ∇ ·A(x, t)
no longer implies A0(x, t) ≡ 0. Then one has the possibility of choosing Λ(x, t)
either to satisfy the Coulomb gauge

∇ ·A(x, t) ≡ 0, (2.124)

or the axial gauge
A0(x, t) ≡ 0. (2.125)

Only for free elds the two gauges coincide.
In a xed gauge, the vector potential Aa(x) does not, in general, transform as

a four-vector eld under Lorentz transformations, which according to (1.209) and
(1.216) would imply

Aa(x)
Λ−→ A′

Λ

a(x) = Λ
a
bA

b(Λ−1x) = [e−i 1
2
ωabĴ

ab

A]a(Λ−1x). (2.126)

This is only true if the gauge is xed in a Lorentz-invariant way, for instance by
the Lorentz gauge condition (2.106). In the Coulomb gauge, the right-hand side
of (2.126) will be modied by an additional gauge transformation depending on Λ

which ensures the Coulomb gauge for the transformed vector potential.

2.5 Maxwell-Lorentz Action for Charged Point Particles

Consider now charged relativistic massive particles interacting with electromagnetic
elds and derive the Maxwell-Lorentz equations of Section 1.10 from the action
approach. A single particle of charge e carries a current

ja(x) = ec
 ∞

−∞
dτ q̇a(τ)δ(4)(x− q(τ)), (2.127)

and the total action in an external eld is given by the sum of (2.83) and (2.19):

A=
em

A +
m

A =−1

4



d4xF ab(x)Fab(x) −mc2
 τb

τa

dτ − 1

c



d4x ja(x)Aa(x). (2.128)
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In terms of the physical time t, the last two terms can be separated into spatial and
time-like components as follows:

−mc2
 tb

ta
dt



1− q̇2

c2
− e

 tb

ta
dtA0(q(t), t) +

e

c

 tb

ta
dtv ·A(q(t), t). (2.129)

The equations of motion are obtained by writing the free-particle action in the
form (2.19), and extremizing (2.128) with respect to variations δqa(τ). This yields
the Maxwell-Lorentz equations (1.170):

m
d2qa

dτ 2
=

e

c



− ∂

∂τ
Aa +

dqb

dτ
∂aAb



=
e

c



−dqb

dτ
∂bA

a +
dqb

dτ
∂aAb



=
e

c
Fab

dqb

dτ
. (2.130)

On the right-hand side we recognize the Lorentz force (1.184).
Note that in the presence of electromagnetic elds, the canonical momenta (2.11)

are no longer equal to the physical momenta as in (2.15), but receive a contribution
from the vector potential:

Pi = −∂L

∂q̇i
= −



mγq̇i +
e

c
Ai



= pi +
e

c
Ai. (2.131)

Including the zeroth component, the canonical four-momentum is

Pa = pa +
e

c
Aa. (2.132)

The zeroth component of Pa coincides with 1/c times the energy dened by the
Legendre transform [recall (2.97)]:

P0 =
1

c
(H + eA0) = −1

c
(Piq̇

i − L). (2.133)

2.6 Scalar Field with Electromagnetic Interaction

The spacetime derivatives of a plane wave such as (1.160) yields the energy-
momentum of the particle whose probability amplitude is described by the wave:

ih̄∂aφp(x) = paφp(x). (2.134)

In the presence of electromagnetism, the role of the momentum four-vector is taken
over by the momenta (2.132). In the Lagrangian density (2.27) of the scalar eld, this
is accounted for by the so-called minimal replacement , in which ordinary derivatives
are replaced by the covariant derivatives :

∂aφ(x) → Daφ(x) ≡


∂a + i
e

ch̄
Aa(x)



φ(x). (2.135)



2.7 Dirac Fields 67

The Lagrangian density of a scalar eld with electromagnetic interactions is therefore

L(x) = h̄2[Daφ(x)]
∗Daφ(x) −m2c2φ∗(x)φ(x) − 1

4
F ab(x)Fab(x). (2.136)

It governs systems of charged spinless particles with the laws of scalar electrodynam-
ics .

This expression is invariant under local gauge transformations (2.104) of the elec-
tromagnetic eld, if we simultaneously multiply the scalar eld by an x-dependent
phase factor:

ϕ(x) → eieΛ(x)/cϕ(x). (2.137)

By extremization of the action in natural units A =


d4xL(x) we nd the
Euler-Lagrange equation and its conjugate

δA

δϕ∗(x)
= (−D2 −m2)ϕ(x),

δA

δϕ(x)
= (−D∗2 −m2)ϕ∗(x). (2.138)

In the presence of the electromagnetic eld, the particle current density (2.67) turns
into the charge current density

ja(x) = e
i

2
φ∗Daφ+ c.c. = e

i

2
φ∗ ↔

∂a φ− e2

c
Aa(x)φ

∗φ. (2.139)

This satises the same conservation law (2.69) as the current density of the free
scalar eld, as we can verify by a short calculation:

∂aj
a= ∂a



i

2
φ∗Daφ



+ c.c.=
i

2
∂aφ

∗Daφ+
i

2
φ∗∂aD

aφ+ c.c. (2.140)

=
i

2
∂aφ

∗Daφ+
i

2
φ∗D2φ− i

2

e

c
Aaφ∗Daφ+ c.c.=

i

2
D∗

aφ
∗Daφ−m2 i

2
φ∗φ+ c.c.=0.

2.7 Dirac Fields

An action whose extremum yields the Dirac equation (1.218) is, in natural units,

D

A=


d4x
D

L (x) ≡


d4x ψ̄(x) (iγa∂a −m)ψ(x) (2.141)

where

ψ̄(x) ≡ ψ†(x)γ0, (2.142)

and the matrices γa satisfy the anticommutation rules (1.224). The Dirac equation
and its conjugate are obtained from the extremal principle

δ
D

A

δψ̄(x)
= (iγa∂a −m)ψ(x) = 0,

δ
D

A
δψ(x)

= ψ̄(x)(− iγa
←
∂a −m)ψ(x) = 0. (2.143)
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The action (2.141) is invariant under the Lorentz transformations of spinors
(1.236). The invariance of the mass term follows from the fact that

D†(Λ)γ0D(Λ) = γ0. (2.144)

This equation is easily veried by inserting the explicit matrices (1.219) and (1.233).
If we dene

D̄ ≡ γ0D†γ0, (2.145)

this implies
D̄(Λ)D(Λ) = 1, (2.146)

so that the mass term in the Lagrangian density transforms like a scalar eld in
(1.168):

ψ̄(x)ψ(x)
Λ−→ ψ̄′

Λ
(x)ψ′

Λ
(x) = ψ̄(Λ−1x)ψ(Λ−1x). (2.147)

Consider now the gradient term in the action (2.141). Its invariance is a con-
sequence of the vector property of the Dirac matrices with respect to the spinor
representation of the Lorentz group derived in Eq. (1.235). From (2.146) we deduce
that D−1(Λ) = D̄(Λ), which allows us to write the vector transformation law (2.146)
as

D(Λ)γaD̄(Λ) = (Λ−1)abγ
b, D̄(Λ)γaD(Λ) = D−1(Λ)γaD(Λ) = Λ

a
bγ

b. (2.148)

From this we derive at once that

ψ̄(x)γaψ(x)
Λ−→ ψ̄′(x)γaψ′(x) = Λ

a
bψ̄(Λ

−1x)γbψ(Λ−1x), (2.149)

and
ψ̄(x)γa∂aψ(x)

Λ−→ ψ̄′(x)γa∂aψ
′(x) = [ψ̄γa∂aψ](Λ

−1x). (2.150)

Thus also the gradient term in the Dirac Lagrangian density transforms like a scalar
eld, and so does the full Lagrangian density as in (2.28), which makes the action
(2.141) invariant under Lorentz transformations, due to (2.34).

From the discussion in Section 2.6 we know how to couple the Dirac eld to
electromagnetism. We simply have to replace the derivative in the Lagrangian den-
sity by the covariant derivative (2.135), and obtain the gauge-invariant Lagrangian
density of the electrodynamics

L(x) = ψ̄(x) (iγaDa −m)ψ(x)− 1

4



d4xF ab(x)Fab(x). (2.151)

This equation is invariant under local gauge transformations (2.104), if we simulta-
neously multiply the Dirac eld by an x-dependent phase factor

ψ(x) → eieΛ(x)/cψ(x). (2.152)

The interaction term in this Lagrangian density comes entirely from the covariant
derivative and reads, more explicity,

Lint(x) = −1

c



d4xAa(x)j
a(x), (2.153)
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where
ja(x) ≡ e ψ̄(x)γaψ(x) (2.154)

is the current density of the electrons.

By extremizing the action
D

A=


d4x
D

L (x) we now nd the Euler-Lagrange
equation and its conjugate

δ
D

A

δψ̄(x)
= (iγaDa −m)ψ(x) = 0,

δ
D

A
δψ(x)

= ψ̄(x)(− iγa
←
D∗

a −m)ψ(x) = 0. (2.155)

For classical elds obeying these equations, the current density (2.154) satises the
same local conservation law as the scalar eld in Eq. (2.140):

∂aj
a(x) = 0. (2.156)

This can be veried by a much simpler calculation than that in Eq. (2.140):

∂aj
a = e∂a(ψ̄γ

aψ) = eψ̄γa←
∂aψ + eψ̄γa∂aψ = eψ̄γa←

D
∗
aψ + eψ̄γaDaψ = 0. (2.157)

2.8 Quantization

Given the action of a eld, there exist two ways of quantizing the theory. One is
based on the good-old operator approach. This will not be followed here. We shall
proceed on the basis of Feynman’s theory of path integrals. Feynman observed that
the physical amplitude for an event to happen is found by a sum over all classical
histories leading to this event. Each history carries a probability amplitude eiA/h̄,
where A is the action of the system.

For a eld theory the sum over histories runs over all possible time-dependent
eld congurations

Amplitude =


eld congurations

eiA/h̄. (2.158)

An important advantage of this formulation of quantum theory is that the time
t may be continued analytically to an imaginary time τ = −it leading to a corre-
sponding statistical theory. This is obvious from the similarity of the time evolution
operator of quantum mechanics eitĤ/h̄ and the Boltzmann factor e−βĤ of statistical
physics, where β is related to the inverse temperature by the Boltzmann constants:

β ≡ 1/kBT. (2.159)

The analytic continuation can be performed directly on the action A in which case
one obtains

A =


dt


d3xL(x, t) = i


dτ


d3xL(x,−iτ) ≡ i


dτ


d3xLE(x, τ) ≡ iAE.

(2.160)
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The resulting AE is called the Euclidean action, and LE the associated Euclidean
Lagrangian density . The name alludes to the fact that under the continuation to
t = −iτ , the Minkowski scalar products xx′ = c2tt′ −xx′ go over into the Euclidean
ones xx′ = −(ττ ′ + xx′) = −xEx′E . Here we have introduced the Euclidean vector
xE ≡ (cτ,x). Denoting the volume element Euclidean spacetime dτd3x by d4xE , we
may write the Euclidean action as

AE =


d4xE LE(τ,x). (2.161)

The quantum mechanical amplitude goes over into

Z =


eld congurations

e−AE/h̄. (2.162)

This is the quantum statistical partition function of the same system. A nite
temperature T can be imposed by letting all elds be periodic in the interval (0, h̄β).
Fermi elds have to be antiperiodic to account for the anticommuting statistics.
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As far as the laws of mathematics refer to reality, they are not certain;

and as far as they are certain, they do not refer to reality.

Albert Einstein (1879–1955)

3

Continuous Symmetries and Conservation Laws.

Noether’s Theorem

In many physical systems, the action is invariant under some continuous set of
transformations. If this is the case, there exist local and global conservation laws
analogous to current and charge conservation in electrodynamics. With the help of
Poisson brackets, the analogs of the charges can be used to generate the symmetry
transformation from which they were derived. After eld quantization, the Poisson
brackets become commutators of operators associated with these charges.

3.1 Continuous Symmetries and Conservation Laws

Consider rst a simple mechanical system with a generic action

A =
 tb

ta
dt L(q(t), q̇(t)), (3.1)

and subject it to a continuous set of local transformations of the dynamical variables:

q(t) → q′(t) = f(q(t), q̇(t)), (3.2)

where f(q(t), q̇(t)) is some function of q(t) and q̇(t). In general, q(t) will carry various
labels as in (2.1) which are suppressed, for brevity. If the transformed action

A′ ≡
 tb

ta
dt L(q′(t), q̇′(t)) (3.3)

is the same as A, up to boundary terms, then (3.2) is called a symmetry transfor-
mation.

3.1.1 Group Structure of Symmetry Transformations

For any two symmetry transformations , we may dene a product by performing
the transformations successively. The result is certainly again a symmetry transfor-
mation. All such transformations can, of course, be undone, i.e., they possess an
inverse. Thus, symmetry transformations form a group called the symmetry group
of the system. When testing the equality of the actions A′ and A, up to boundary
terms, it is important not to use the equations of motion.

71
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3.1.2 Substantial Variations

For innitesimal symmetry transformations (3.2), the dierence

δsq(t) ≡ q′(t)− q(t) (3.4)

is called a symmetry variation. It has the general form

δsq(t) = ǫ∆(q(t), q̇(t)), (3.5)

where ǫ is a small parameter. Symmetry variations must not be confused with
the variations δq(t) which were used in Section 2.1 to derive the Euler-Lagrange
equations (2.8). Those variations always vanish at the ends, δq(tb) = δq(ta) = 0
[recall (1.4)]. For symmetry variation δsq(t), this is in general not true.

Another name for the symmetry variation (3.5) is substantial variation. It is
dened for any function of spacetime f(x) as the dierence between a transformed
function f ′(x) and the original f(x):

δsf(x) ≡ f ′(x) − f(x). (3.6)

Note that the functions f ′(x) and f(x) are evaluated at the same values of the
coordinates x which may correspond to two dierent points in space.

3.1.3 Conservation Laws

Let us calculate the change of the action under a substantial variation (3.5). Using
the chain rule of dierentiation and a partial integration we obtain

δsA =
 tb

ta
dt



∂L

∂q(t)
− ∂t

∂L

∂q̇(t)



δsq(t) +
∂L

∂q̇(t)
δsq(t)











tb

ta

. (3.7)

For solutions of the Euler-Lagrange equations (2.8), the rst term vanishes, and only
the second term survives. We shall denote such solutions by qcl(t) and call them
classical orbits . For a classical orbit, the action changes by

δsA =
∂L

∂q̇(t)
δsq(t)











tb

ta

= ǫ
∂L

∂q̇
∆(q, q̇)











ta

tb

, for q(t) = qcl(t). (3.8)

By assumption, δsq(t) is a symmetry transformation of A implying that δsA vanishes
or is equal to a boundary term for all paths q(t). In the rst case, the quantity

Q(t) ≡ ∂L

∂q̇
∆(q, q̇), for q(t) = qcl(t) (3.9)

is the same at times t = ta and t = tb. Since tb is arbitrary, Q(t) is independent of
the time t:

Q(t) ≡ Q. (3.10)
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Thus Q(t) is a constant of motion along the orbit, it is a conserved quantity , called
Noether charge.

In the second case where δsA is equal to a boundary term,

δsA = ǫΛ(q, q̇)






tb

ta
, (3.11)

the conserved Noether charge becomes

Q(t) =
∂L

∂q̇
∆(q, q̇)− Λ(q, q̇), for q(t) = qcl(t). (3.12)

It is possible to derive the constant of motion (3.12) without invoking the action,
starting from the Lagrangian L(q, q̇). We expand its substantial variation of L(q, q̇)
as follows:

δsL≡L (q+δsq, q̇+δsq̇)− L(q, q̇) =



∂L

∂q(t)
− ∂t

∂L

∂q̇(t)



δsq(t) +
d

dt



∂L

∂q̇(t)
δsq(t)



.

(3.13)
On account of the Euler-Lagrange equations (2.8), the rst term on the right-hand
side vanishes as before, and only the last term survives. The assumption of invariance
of the action up to a possible surface term in Eq. (3.11) is equivalent to assuming
that the substantial variation of the Lagrangian is at most a total time derivative of
some function Λ(q, q̇):

δsL(q, q̇, t) = ǫ
d

dt
Λ(q, q̇). (3.14)

Inserting this into the left-hand side of (3.13), we nd the equation

ǫ
d

dt



∂L

∂q̇
∆(q, q̇)− Λ(q, q̇)



= 0, for q(t) = qcl(t), (3.15)

thus recovering again the conserved Noether charge (3.12).

3.1.4 Alternative Derivation of Conservation Laws

Let us subject the action (3.1) to an arbitrary variation δq(t), which may be nonzero
at the boundaries. Along a classical orbit qcl(t), the rst term in (3.7) vanishes, and
the action changes at most by the boundary term:

δA =
∂L

∂q̇
δq











tb

ta

, for q(t) = qcl(t). (3.16)

This observation leads to another derivation of Noether’s theorem. Suppose we
subject q(t) to a so-called local symmetry transformations , which generalizes the
previous substantial variations (3.5) to a time-dependent parameter ǫ(t):

δtsq(t) = ǫ(t)∆(q(t), q̇(t)). (3.17)
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The superscript t on δts emphasized the extra time dependence in ǫ(t). If the vari-
ations (3.17) are performed on a classical orbit qcl(t), the action changes by the
boundary term (3.16).

This will now be expressed in a more convenient way. For this purpose we
introduce the innitesimally transformed orbit

qǫ(t)(t) ≡ q(t) + δtsq(t) = q(t) + ǫ(t)∆(q(t), q̇(t)), (3.18)

and the transformed Lagrangian

Lǫ(t) ≡ L(qǫ(t)(t), q̇ǫ(t)(t)). (3.19)

Then the local substantial variation of the action with respect to the time-dependent
parameter ǫ(t) is

δtsA =
 tb

ta
dt



∂Lǫ(t)

∂ǫ(t)
− d

dt

∂Lǫ(t)

∂ǫ̇(t)



ǫ(t) +
d

dt



∂Lǫ(t)

∂ǫ̇



ǫ(t)











tb

ta

. (3.20)

Along a classical orbit, the action is extremal. Hence the innitesimally transformed
action

Aǫ ≡
 tb

ta
dt L(qǫ(t)(t), q̇ǫ(t)(t)) (3.21)

must satisfy the equation
δAǫ

δǫ(t)
= 0. (3.22)

This holds for an arbitrary time dependence of ǫ(t), in particular for ǫ(t) which
vanishes at the ends. In this case, (3.22) leads to an Euler-Lagrange type of equation

∂Lǫ(t)

∂ǫ(t)
− d

dt

∂Lǫ(t)

∂ǫ̇(t)
= 0, for q(t) = qcl(t). (3.23)

This can also be checked explicitly by dierentiating (3.19) according to the chain
rule of dierentiation:

∂Lǫ(t)

∂ǫ(t)
=

∂L

∂q(t)
∆(q, q̇) +

∂L

∂q̇(t)
∆̇(q, q̇), (3.24)

∂Lǫ(t)

∂ǫ̇(t)
=

∂L

∂q̇(t)
∆(q, q̇), (3.25)

and inserting on the right-hand side the ordinary Euler-Lagrange equations (1.5).
Note that (3.25) can also be written as

∂Lǫ(t)

∂ǫ̇(t)
=

∂L

∂q̇(t)

δsq(t)

ǫ(t)
. (3.26)
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We now invoke the symmetry assumption that the action is a pure surface term
under the time-independent transformations (3.17). This implies that

∂Lǫ

∂ǫ
=

∂Lǫ(t)

∂ǫ(t)
=

d

dt
Λ. (3.27)

Combining this with (3.23), we derive a conservation law for the charge:

Q =
∂Lǫ(t)

∂ǫ̇(t)
− Λ, for q(t) = qcl(t). (3.28)

Inserting here Eq. (3.25) we nd that this is the same charge as in the previous
Eq. (3.12).

3.2 Time Translation Invariance and Energy Conservation

As a simple but physically important example consider the case where the La-
grangian does not depend explicitly on time, i.e., L(q(t), q̇(t), t) ≡ L(q(t), q̇(t)). Let
us perform a time translation on the system, shifting events at time t to the new
time

t′ = t− ǫ. (3.29)

The time-translated orbit has the time dependence

q′(t′) = q(t), (3.30)

i.e., the translated orbit q′(t) has at the time t′ the same value as the orbit q(t) at
the original time t. For the Lagrangian, this implies that

L′(t′) ≡ L(q′(t′), q̇′(t′)) = L(q(t), q̇(t)) ≡ L(t). (3.31)

This makes the action (3.3) equal to (3.1), up to boundary terms. Thus time-
independent Lagrangians possess time translation symmetry.

The associated substantial variations of the form (3.5) are

δsq(t) = q′(t)− q(t) = q′(t′ + ǫ) − q(t)

= q′(t′) + ǫq̇′(t′)− q(t) = ǫq̇′(t) = ǫq̇(t). (3.32)

Under these, the Lagrangian changes by

δsL = L(q′(t), q̇′(t))− L(q(t), q̇(t)) =
∂L

∂q
δsq(t) +

∂L

∂q̇
δsq̇(t). (3.33)

Inserting δsq(t) from (3.32) we nd, without using the Euler-Lagrange equation,

δsL = ǫ



∂L

∂q
q̇ +

∂L

∂q̇
q̈



= ǫ
d

dt
L. (3.34)
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This has precisely the derivative form (3.14) with Λ = L, thus conrming that time
translations are symmetry transformations.

According to Eq. (3.12), we nd the Noether charge

Q = H ≡ ∂L

∂q̇
q̇ − L(q, q̇), for q(t) = qcl(t) (3.35)

to be a constant of motion. This is recognized as the Legendre transform of the
Lagrangian, which is the Hamiltonian (2.10) of the system.

Let us briey check how this Noether charge is obtained from the alternative
formula (3.12). The time-dependent substantial variation (3.17) is here

δtsq(t) = ǫ(t)q̇(t) (3.36)

under which the Lagrangian is changed by

δtsL =
∂L

∂q
ǫq̇ +

∂L

∂q̇
(ǫ̇q̇ + ǫq̈) =

∂Lǫ

∂ǫ
ǫ +

∂Lǫ

∂ǫ̇
ǫ̇, (3.37)

with
∂Lǫ

∂ǫ̇
=

∂L

∂q̇
q̇ (3.38)

and
∂Lǫ

∂ǫ
=

∂L

∂q
q̇ +

∂L

∂q̇
q̈ =

d

dt
L. (3.39)

The last equation conrms that time translations fulll the symmetry condition
(3.27), and from (3.38) we see that the Noether charge (3.28) coincides with the
Hamiltonian found in Eq. (3.12).

3.3 Momentum and Angular Momentum

While the conservation law of energy follows from the symmetry of the action under
time translations, conservation laws of momentum and angular momentum are found
if the action is invariant under translations and rotations, respectively.

Consider a Lagrangian of a point particle in a Euclidean space

L = L(xi(t), ẋi(t)). (3.40)

In contrast to the previous discussion of time translation invariance, which was
applicable to systems with arbitrary Lagrange coordinates qi(t), we denote the co-
ordinates here by xi, with the superscripts i emphasizing the fact that we are dealing
here with Cartesian coordinates. If the Lagrangian depends only on the velocities
ẋi and not on the coordinates xi themselves, the system is translationally invariant .
If it depends, in addition, only on ẋ2 = ẋiẋi, it is also rotationally invariant.

The simplest example is the Lagrangian of a point particle of massm in Euclidean
space:

L =
m

2
ẋ2. (3.41)

It exhibits both invariances, leading to conserved Noether charges of momentum
and angular momentum, as we shall now demonstrate.
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3.3.1 Translational Invariance in Space

Under a spatial translation, the coordinates xi of the particle change to

x′i = xi + ǫi, (3.42)

where ǫi are small numbers. The innitesimal translations of a particle path are
[compare (3.5)]

δsx
i(t) = ǫi. (3.43)

Under these, the Lagrangian changes by

δsL = L(x′i(t), ẋ′i(t))− L(xi(t), ẋi(t))

=
∂L

∂xi
δsx

i =
∂L

∂xi
ǫi = 0. (3.44)

By assumption, the Lagrangian is independent of xi, so that the right-hand side
vanishes for any path q(t). This zero is to be equated with the substantial variation
of the Lagrangian around a classical orbit calculated with the help of the Euler-
Lagrange equation:

δsL =



∂L

∂xi
− d

dt

∂L

∂ẋi



δsx
i +

d

dt



∂L

∂ẋi
δsx

i



=
d

dt



∂L

∂ẋi



ǫi . (3.45)

The result has the form (3.8), from which we extract a conserved Noether charge
(3.9) for each coordinate xi, to be called pi:

pi =
∂L

∂ẋi
. (3.46)

Thus the Noether charges associated with translational invariance are simply the
canonical momenta of the point particle.

3.3.2 Rotational Invariance

Under rotations, the coordinates xi of the particle change to

x′i = Ri
jx

j , (3.47)

where Ri
j are the orthogonal 3 × 3 -matrices (1.8). Innitesimally, these can be

written as

Ri
j = δij − ϕkǫkij , (3.48)

where is the innitesimal rotation vector in Eq. (1.57). The corresponding rotation
of a particle path is

δsx
i(t) = x′i(t)− xi(t) = −ϕkǫkijx

j(τ). (3.49)
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In the antisymmetric tensor notation (1.55) with ωij ≡ ϕkǫkij , we write

δsx
i = −ωijx

j . (3.50)

Under this, the substantial variation of the Lagrangian (3.41)

δsL = L(x′i(t), ẋ′i(t))− L(xi(t), ẋi(t))

=
∂L

∂xi
δsx

i +
∂L

∂ẋi
δsẋ

i (3.51)

becomes

δsL = −


∂L

∂xi
xj +

∂L

∂ẋi
ẋj



ωij = 0. (3.52)

For any Lagrangian depending only on the rotational invariants x2, ẋ2,x · ẋ, and
powers thereof, the right-hand side vanishes on account of the antisymmetry of ωij.
This ensures the rotational symmetry for the Lagrangian (3.41).

We now calculate the substantial variation of the Lagrangian once more using
the Euler-Lagrange equations:

δsL =



∂L

∂xi
− d

dt

∂L

∂ẋi



δsx
i +

d

dt



∂L

∂ẋi
δsx

i



= − d

dt



∂L

∂ẋi
xj



ωij =
1

2

d

dt



xi

∂L

∂ẋj
− (i ↔ j)



ωij. (3.53)

The right-hand side yields the conserved Noether charges of the type (3.9), one for
each antisymmetric pair i, j:

Lij = xi ∂L

∂ẋj
− xj ∂L

∂ẋi
≡ xipj − xjpi. (3.54)

These are the conserved components of angular momentum for a Cartesian system
in any dimension.

In three dimensions, we may prefer working with the original rotation angles ϕk,
in which case we nd the angular momentum in the standard form

Lk =
1

2
ǫkijL

ij = (x× p)k. (3.55)

3.3.3 Center-of-Mass Theorem

Let us now study symmetry transformations corresponding to a uniform motion of
the coordinate system described by Galilei transformations (1.11), (1.12). Consider
a set of free massive point particles in Euclidean space described by the Lagrangian

L(ẋi
n) =



n

mn

2
ẋi
n
2. (3.56)
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The innitesimal substantial variation associated with the Galilei transformations
are

δsx
i
n(t) = x′i

n(t)− xi
n(t) = −vit, (3.57)

where vi is a small relative velocity along the ith axis. This changes the Lagrangian
by

δsL = L(xi
n − vit, ẋi

n − vi)− L(xi
n, ẋ

i
n). (3.58)

Inserting here (3.56), we nd

δsL =


n

mn

2



(ẋi
n − vi)2 − (ẋn

i)2


, (3.59)

which can be written as a total time derivative

δsL =
d

dt
Λ =

d

dt



n

mn



−xi
nv

i +
v2

2
t



, (3.60)

proving that Galilei transformations are symmetry transformations in the Noether
sense. Note that terms quadratic in vi are omitted in the last expression since the
velocities vi in (3.57) are innitesimal, by assumption.

By calculating δsL once more via the chain rule, inserting the Euler-Lagrange
equations, we nd

δsL =


n

∂L

∂ẋi
n

δsx
i
n











tb

ta

. (3.61)

Equating this with (3.60) we nd, as in the derivation of (3.12), the conserved
Noether charge

Q =


n

∂L

∂ẋi
n

δsx
i
n − Λ

=



−


n

mnẋ
i
n t +



n

mnx
i
n



vi. (3.62)

Since the direction of the velocities vi is arbitrary, each component is a separate
constant of motion:

N i = −


n

mnẋ
i
n t+



n

mnxn
i = const. (3.63)

This is the well-known center-of-mass theorem [1]. Indeed, introducing the center-
of-mass coordinates

xi
CM ≡



nmnxn
i



nmn

, (3.64)
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and the velocities

viCM =



nmnẋn
i



n mn

, (3.65)

the conserved charge (3.63) can be written as

N i =


n

mn(−viCM t+ xi
CM). (3.66)

The time-independence of N i implies that the center-of-mass moves with uniform
velocity according to the law

xi
CM(t) = xi

CM,0 + viCMt, (3.67)

where

xi
CM,0 =

N i



n mn

(3.68)

is the position of the center of mass at t = 0.
Note that in nonrelativistic physics, the center of mass theorem is a consequence

of momentum conservation, since momentum ≡ mass × velocity. In relativistic
physics, this is no longer true.

3.3.4 Conservation Laws from Lorentz Invariance

In relativistic physics, particle orbits are described by functions in Minkowski space-
time xa(σ), where σ is a Lorentz-invariant length parameter. The action is an inte-
gral over some Lagrangian:

m

A=
 σb

σa

dσ
m

L (xa(σ), ẋa(σ)) , (3.69)

where the dot denotes the derivative with respect to the parameter σ. If the La-
grangian depends only on invariant scalar products xaxa, x

aẋa, ẋ
aẋa, then it is in-

variant under Lorentz transformations

xa → x′a = Λ
a
b x

b, (3.70)

where Λa
b are the pseudo-orthogonal 4× 4 -matrices (1.28).

A free massive point particle in spacetime has the Lagrangian [see (2.19)]

m

L (ẋ(σ)) = −mc


gabẋaẋb, (3.71)

so that the action (3.69) is invariant under arbitrary reparametrizations σ → f(σ).
Since the Lagrangian depends only on ẋ(σ), it is invariant under arbitrary transla-
tions of the coordinates:

δsx
a(σ) = x′a(σ)− xa(σ) = −ǫa(σ), (3.72)
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for which δs
m

A = 0. Calculating this variation once more with the help of the Euler-
Lagrange equations, we nd

δs
m

A=
 σb

σa

dσ





∂
m

L

∂xa
δsx

a +
∂

m

L

∂ẋa
δsẋ

a



 = −ǫa
 σb

σa

dσ
d

dσ





∂
m

L

∂ẋa



 . (3.73)

From this we obtain the conserved Noether charges

pa ≡ −∂
m

L

∂ẋa
= m

ẋa


gabẋaẋb/c2
= mua, (3.74)

which satisfy the conservation law

d

dσ
pa(σ) = 0. (3.75)

The Noether charges pa(σ) are the conserved four-momenta (1.149) of the free rela-
tivistic particle, derived in Eq. (2.20) from the canonical formalism. The four-vector

ua ≡ ẋa



gabẋaẋb/c2
(3.76)

is the relativistic four-velocity of the particle. It is the reparametrization-invariant
expression for the four-velocity q̇a(τ) = ua(τ) in Eqs. (2.22) and (1.149). A sign
change is made in Eq. (3.74) to agree with the canonical denition of the covariant
momentum components in (2.20). By choosing for σ the physical time t = x0/c, we
can express ua in terms of the physical velocities vi = dxi/dt, as in (1.150):

ua = γ(1, vi/c), with γ ≡


1− v2/c2. (3.77)

For small Lorentz transformations near the identity we write

Λ
a
b = δab + ωa

b (3.78)

where
ωa

b = gacωcb (3.79)

is an arbitrary innitesimal antisymmetric matrix. An innitesimal Lorentz trans-
formation of the particle path is

δsx
a(σ) = x′a(σ)− xa(σ)

= ωa
bx

b(σ). (3.80)

Under it, the substantial variation of any Lorentz-invariant Lagrangian vanishes, by
the four-dimensional analog of the vanishing of (3.52):

δs
m

L=





∂
m

L

∂xa
xb +

∂
m

L

∂ẋa
ẋb



ωa
b = 0. (3.81)
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This is to be compared with the substantial variation of the Lagrangian calculated
via the chain rule with the help of the Euler-Lagrange equation

δs
m

L =





∂
m

L

∂xa
− d

dσ

∂
m

L

∂ẋa



 δsx
a +

d

dσ





∂
m

L

∂ẋa
δsx

a





=
d

dσ



∂L

∂ẋa
xb



ωa
b

= −1

2
ωa

b d

dσ



xa∂
m

L

∂ẋb

− xb ∂
m

L

∂ẋa



 . (3.82)

By equating this with (3.81) we obtain the conserved rotational Noether charges

Lab = −xa ∂L

∂ẋb

+ xb ∂L

∂ẋa

= xapb − xbpa. (3.83)

They are the four-dimensional generalizations of the angular momenta (3.54).
The Noether charges Lij coincide with the components (3.54) of angular momen-

tum. The conserved components

L0i = x0pi − xip0 ≡ Mi (3.84)

yield the relativistic generalization of the center-of-mass theorem (3.63):

Mi = const. (3.85)

3.4 Generating the Symmetries

As mentioned in the introduction to this chapter, there is a second important relation
between invariances and conservation laws. The charges associated with continuous
symmetry transformations can be used to generate the symmetry transformation
from which it was derived. In the classical theory, this is done with the help of
Poisson brackets:

δsx̂ = ǫ{Q̂, x̂(t)}. (3.86)

After canonical quantization, the Poisson brackets turn into −i times commutators,
and the charges become operators, generating the symmetry transformation by the
operation

δsx̂ = −iǫ[Q̂, x̂(t)]. (3.87)

The most important example for this quantum-mechanical generation of symme-
try transformations is the eect of the Noether charge (3.35) derived in Section 3.2
from the invariance of the system under time displacement. That Noether charge
Q was the Hamiltonian H , whose operator version generates the innitesimal time
displacements (3.32) by the Heisenberg equation of motion

δsx̂(t) = ǫ ˙̂x(t) = −iǫ[Ĥ, x̂(t)], (3.88)
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which is thus a special case of the general Noether relation (3.87).
The canonical quantization is straightforward if the Lagrangian has the standard

form
L(x, ẋ) =

m

2
ẋ2 − V (x). (3.89)

Then the operator version of the canonical momentum p ≡ ẋ satises the equal-time
commutation rules

[p̂(t), x̂(t)] = −i, [p̂(t), p̂(t)] = 0, [x̂(t), x̂(t)] = −i. (3.90)

The Hamiltonian

H =
p2

2m
+ V (x̂) (3.91)

turns directly into the Hamiltonian operator

Ĥ =
p̂2

2m
+ V (x̂). (3.92)

If the Lagrangian does not have the standard form (3.89), quantization is a nontrivial
problem [3].

Another important example is provided by the charges (3.46) derived in Sec-
tion 3.3.1 from translational symmetry. After quantization, the commutator (3.87)
generating the transformation (3.43) becomes

ǫj = iǫi[p̂i(t), x̂j(t)]. (3.93)

This coincides with one of the canonical commutation relations (3.90) in three di-
mensions.

The relativistic charges (3.74) of spacetime generate translations via

δsx̂
a = ǫa = −iǫb[p̂b(t), x̂

a(τ)], (3.94)

implying the relativistic commutation rules

[p̂b(t), x̂
a(τ)] = iδb

a, (3.95)

in agreement with the relativistic canonical commutation rules (1.162) (in natural
units with h̄ = 1).

Note that all commutation rules derived from the Noether charge according
to the rule (3.87) hold for the operators in the Heisenberg picture, where they
are time-dependent. The commutation rules in the purely algebraic discussion in
Chapter 3, on the other hand, apply to the time-independent Schrödinger picture
of the operators.

Similarly we nd that the quantized versions of the conserved charges Li in
Eq. (3.55) generate innitesimal rotations:

δsx̂
j = −ωiǫijkx̂

k(t) = iωi[L̂i, x̂
j(t)], (3.96)
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whereas the quantized conserved charges N i of Eq. (3.63) generate innitesimal
Galilei transformations. The charges Mi of Eq. (3.84) generate pure Lorentz trans-
formations [compare (1.129)]:

δsx̂
j = ǫj x̂

0 = iǫi[Mi, x̂
j ], δsx̂

0 = ǫix̂
i = iǫi[Mi, x̂

0]. (3.97)

Since the quantized charges generate the symmetry transformations, they form
a representation of the generators of the Lorentz group. As such they must have
the same commutation rules between each other as the generators of the symmetry
group in Eq. (1.71) or their short version (1.72). This is indeed true, since the
operator versions of the Noether charges (3.83) correspond to the operators (1.163)
(in natural units).

3.5 Field Theory

A similar relation between continuous symmetries and constants of motion holds
in eld theories, where the role of the Lagrange coordinates is played by elds
qx(t) = ϕ(x, t).

3.5.1 Continuous Symmetry and Conserved Currents

Let A be the local action of an arbitrary eld ϕ(x) → ϕ(x, t),

A =


d4xL(ϕ, ∂ϕ, x), (3.98)

and suppose that a transformation of the eld

δsϕ(x) = ǫ∆(ϕ, ∂ϕ, x) (3.99)

changes the Lagrangian density L merely by a total derivative

δsL = ǫ∂aΛ
a, (3.100)

which makes the change of the action A a surface integral, by Gauss’s divergence
theorem:

δsA = ǫ



d4x ∂aΛ
a = ǫ



S
dsaΛ

a, (3.101)

where S is the surface of the total spacetime volume. Then δsϕ is called a symmetry
transformation.

Under the assumption of symmetry we derive a local conservation law in the
same way as for the mechanical action (3.1). We calculate the variation of L under
innitesimal symmetry transformations (3.99) in a similar way as in Eq. (3.13), and
nd

δsL =



∂L

∂ϕ
− ∂a

∂L

∂∂aϕ



δsϕ+ ∂a



∂L

∂∂aϕ
δsϕ



= ǫ



∂L

∂ϕ
− ∂a

∂L

∂∂aϕ



∆ + ǫ ∂a



∂L

∂∂aϕ
∆



. (3.102)
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The Euler-Lagrange equation removes the rst term, and equating the second term
with (3.100) we see that the four-dimensional current density

ja =
∂L

∂∂aϕ
∆− Λ

a (3.103)

has no divergence

∂aj
a(x) = 0. (3.104)

This is Noether’s theorem for eld theory [4]. The expression (3.103) is called a
Noether current density and (3.104) is a local conservation law , just as in the elec-
tromagnetic equation (1.202).

We have seen in Eq. (1.204) that a local conservation law (3.104) always implies
a global conservation law of the type (3.9) for the charge, which is now the Noether
charge Q(t) dened as in (1.205) by the spatial integral over the zeroth component
(here in natural units with c = 1)

Q(t) =


d3x j0(x, t). (3.105)

3.5.2 Alternative Derivation

There is again an alternative derivation of the conserved current analogous to
Eqs. (3.17)–(3.28). It is based on a variation of the elds under symmetry trans-
formations whose parameter ǫ is made articially spacetime-dependent ǫ(x), thus
extending (3.17) to

δxs ϕ(x) = ǫ(x)∆(ϕ(x), ∂aϕ(x)). (3.106)

As before in Eq. (3.19), let us calculate the Lagrangian density for a slightly
transformed eld

ϕǫ(x)(x) ≡ ϕ(x) + δxs ϕ(x), (3.107)

calling it

Lǫ(x) ≡ L(ϕǫ(x), ∂ϕǫ(x)). (3.108)

The associated action diers from the original one by

δxsA =


dx



∂Lǫ(x)

∂ǫ(x)
− ∂a

∂Lǫ(x)

∂∂aǫ(x)



δǫ(x) + ∂a



∂Lǫ(x)

∂∂aǫ(x)
δǫ(x)



. (3.109)

For classical elds ϕ(x) = ϕcl(x) satisfying the Euler-Lagrange equation (2.40), the
extremality of the action implies the vanishing of the rst term, and thus the Euler-
Lagrange-like equation

∂Lǫ(x)

∂ǫ(x)
− ∂a

∂Lǫ(x)

∂∂aǫ(x)
= 0. (3.110)
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By assumption, the action changes by a pure surface term under the x-independent
transformation (3.106), implying that

∂Lǫ

∂ǫ
= ∂aΛ

a. (3.111)

Inserting this into (3.110) we nd that

ja =
∂Lǫ(x)

∂∂aǫ(x)
− Λ

a (3.112)

has no four-divergence. This coincides with the previous Noether current density
(3.103), as can be seen by dierentiating (3.108) with respect to ∂aǫ(x):

∂Lǫ(x)

∂∂aǫ(x)
=

∂L

∂∂aϕ
∆(ϕ, ∂ϕ). (3.113)

3.5.3 Local Symmetries

In Chapter 2 we observed that charged particles and elds coupled to electromag-
netism possess a more general symmetry. They are invariant under local gauge
transformations (2.104). The scalar Lagrangian (2.136), for example, is invariant
under the gauge transformations (2.104) and (2.137), and the Dirac Lagrange den-
sity (2.151) under (2.104) and (2.152). These are all of the generic form (3.99), but
with a parameter ǫ depending now on spacetime. Thus the action is invariant under
local substantial variations of the type (3.106), which were introduced in the last
section only as an auxiliary tool for an alternative derivation of the Noether current
density (2.136).

For a locally gauge-invariant Lagrangian density, the Noether expression (3.112)
reads

ja =
δL

∂∂aΛ
, (3.114)

and vanishes identically. This does not mean, however, that the system has no
conserved current, as we have seen in Eqs. (2.140) and (2.156). Only Noether’s
derivation breaks down. Let us study this phenomenon in more detail for the La-
grangian density (2.151).

If we restrict the gauge transformations (2.152) to spacetime-independent gauge
transformations

ψ(x) → eieΛ/cψ(x), (3.115)

we can easily derive a conserved Noether current density of the type (3.103) for
the Dirac eld. The result is the Dirac current density (2.154). It is the source of
the electromagnetic eld coupled in a minimal way. The minimal coupling makes
the globally gauge-invariant theory locally invariant. Nature has used this gauge
principle in many other circumstances. Many global internal symmetries are really
local due to the existence of minimally coupled gauge elds, some of which being
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nonabelian versions of electromagnetism. The most important examples are the
nonabelian gauge symmetries associated with strong and weak interactions.

Let us see what happens to Noether’s derivation of conservation laws in such
theories. Since the expression (3.112) for the current density vanishes identically,
due to local gauge invariance, but renders a conserved current density (2.154) for
the Dirac eld in the absence of a gauge eld, we may calculate ja(x) from the
functional derivative

ja ≡
∂L

∂∂aΛ











Aa

(3.116)

at xed gauge elds.
Alternatively, we can use the fact that the complete change under local gauge

transformations δxsL vanishes identically, and vary only the gauge elds keeping the
particle orbit xed. This yields the same current density from the derivative

ja = − ∂L

∂∂aΛ











ψ

. (3.117)

Yet another way of calculating this expression is by forming the functional derivative

with respect to the gauge eld Aa thereby omitting the contribution of
em

L , i.e., by

applying it only to the Lagrangian of the charge particles
e

L ≡ L−
em

L :

ja = − ∂
e

L
∂∂aΛ

= − ∂
e

L
∂Aa

. (3.118)

As a check we use the rule (3.118) to calculate the conserved current densities of
Dirac and complex Klein-Gordon elds with the Lagrangian densities in Eqs. (2.141)
and (2.27), and re-obtain the expressions (2.154) and (2.139) (the extra factor c
is a convention). For the Schrödinger Lagrangian density in (2.50) we derive the
conserved current density of electric charge

j(x, t) ≡ e
i

2m
ψ∗(x, t)

↔
∇ψ(x, t)− e2

c
Aψ∗(x, t)ψ(x, t), (3.119)

diering from the particle current density (2.64) by a factor e. The current conser-
vation law (2.65) holds now with the charge density ρ(x, t) ≡ eψ∗(x, t)ψ(x, t) on the
right-hand side.

An important consequence of local gauge invariance can be found for the gauge
eld itself. If we form the variation of the pure gauge eld action

δs
em

A =


d4x tr



δxsAa
δ
em

A
δAa



 , (3.120)

and insert for δxsA an innitesimal pure gauge eld conguration

δxsAa = −∂aΛ(x), (3.121)
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the right-hand side must vanish for all Λ(x). After a partial integration this implies
the local conservation law ∂aj

a(x) = 0 for the Noether current

em
j a(x) = − δ

em

A
δAa

. (3.122)

Recalling the explicit form of the action in Eqs. (2.83) and (2.84), we nd

em
j a(x) = −∂bF

ab. (3.123)

The Maxwell equation (2.87) can therefore be written as

em
j a(x) = −

e
j a(x). (3.124)

The superscript e emphasizes the fact that the current density ja(x) contains only
the elds of the charged particles. In the form (3.124), the Maxwell equation implies
the vanishing of the total current density consisting of the sum of the conserved
current (3.117) of the charges and the Noether current (3.122) of the electromagnetic
eld:

tot
j a(x) =

e
j a(x) +

em
j a(x) = 0. (3.125)

This unconventional way of phrasing the Maxwell equation (2.87) will be useful for
understanding later the Einstein eld equation (17.158) by analogy.

At this place we make an important observation. In contrast to the conservation
laws derived for matter elds, which are valid only if the matter elds obey the Euler-
Lagrange equations, the current conservation law for the Noether current (3.123) of
the gauge elds

∂a
em
j a(x) = −∂a∂bF

ab = 0 (3.126)

is valid for all eld congurations. The right-hand side vanishes identically since
the vector potential Aa is an observable eld in any xed gauge and thus satises
the Schwarz integrability condition (2.89).

3.6 Canonical Energy-Momentum Tensor

As an important example for the eld-theoretic version of the Noether theorem
consider a Lagrangian density that does not depend explicitly on the spacetime
coordinates x:

L(x) = L(ϕ(x), ∂ϕ(x)). (3.127)

We then perform a translation of the coordinates along an arbitrary direction b =
0, 1, 2, 3 of spacetime

x′a = xa − ǫa, (3.128)
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under which eld ϕ(x) transforms as

ϕ′(x′) = ϕ(x), (3.129)

so that

L′(x′) = L(x). (3.130)

If ǫa is innitesimally small, the eld changes by

δsϕ(x) = ϕ′(x) − ϕ(x) = ǫb∂bϕ(x), (3.131)

and the Lagrangian density by

δsL ≡ L(ϕ′(x), ∂ϕ′(x)) − L(ϕ(x), ∂ϕ(x))

=
∂L

∂ϕ(x)
δsϕ(x) +

∂L

∂∂aϕ
∂aδsϕ(x), (3.132)

which is a pure divergence term

δsL(x) = ǫb∂bL(x). (3.133)

Hence the requirement (3.100) is satised and δsϕ(x) is a symmetry transformation,
with a function Λ which happens to coincide with the Lagrangian density

Λ = L. (3.134)

We can now dene four four-vectors of current densities jb
a, one for each component

of ǫb. For the spacetime translation symmetry, they are denoted by Θb
a:

Θb
a =

∂L

∂∂aϕ
∂bϕ− δb

aL. (3.135)

Since ǫb is a vector, this 4×4 -object is a tensor eld, the so-called energy-momentum
tensor of the scalar eld ϕ(x). According to Noether’s theorem, this has no diver-
gence in the index a [compare (3.104)]:

∂aΘb
a(x) = 0. (3.136)

The four conserved charges Qb associated with these current densities [see the de-
nition (3.105)]

Pb =


d3xΘb
0(x), (3.137)

are the components of the total four-momentum of the system.
The alternative derivation of this conservation law follows Subsection 3.1.4 by

introducing the local variations

δxs ϕ(x) = ǫb(x)∂bϕ(x) (3.138)
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under which the Lagrangian density changes by

δxsL(x) = ǫb(x)∂bL(x). (3.139)

Applying the chain rule of dierentiation we obtain, on the other hand,

δxsL =
∂L

∂ϕ(x)
ǫb(x)∂bϕ(x) +

∂L

∂∂aϕ(x)



[∂aǫ
b(x)]∂bϕ + ǫb∂a∂bϕ(x)



, (3.140)

which shows that
∂δxs L

∂∂aǫb(x)
=

∂ δxsL

∂∂aϕ
∂bϕ. (3.141)

By forming, for each b, the combination (3.103), we obtain again the conserved
energy-momentum tensor (3.135).

Note that, by analogy with (3.26), we can write (3.141) as

∂δxsL

∂∂aǫb(x)
=

∂L

∂∂aϕ

∂δxs ϕ

∂ǫb(x)
. (3.142)

Note further that the component Θ0
0 of the canonical energy momentum tensor

Θ0
0 =

∂L

∂∂0ϕ
∂0ϕ− L (3.143)

coincides with the Hamiltonian density (2.61) derived in the canonical formalism by
a Legendre transformation of the Lagrangian density.

3.6.1 Electromagnetism

As an important physical application of the eld-theoretic Noether theorem, consider
the free electromagnetic eld with the action

L = −1

4
FcdF

cd, (3.144)

where Fcd are the eld strengths Fcd ≡ ∂cAd − ∂dAc. Under a translation of the
spacetime coordinates from xa to xa − ǫa, the vector potential undergoes a similar
change as the scalar eld in (3.129):

A′a(x′) = Aa(x). (3.145)

For innitesimal translations, this can be written as

δsA
c(x) ≡ A′c(x)− Ac(x)

= A′c(x′ + ǫ)− Ac(x)

= ǫb∂bA
c(x), (3.146)
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and the eld tensor changes by

δsF
cd = ǫb∂bF

cd. (3.147)

Inserting this into (3.144) we see the Lagrangian density changes by a total four
divergence:

δsL = −ǫb
1

2



∂bFcdF
cd + Fcd∂bF

cd


= ǫb∂bL. (3.148)

Hence the spacetime translations (3.146) are symmetry transformations, and
Eq. (3.103) yields the four Noether current densities, one for each ǫb:

Θb
a =

1

c



∂L

∂∂aAc
∂bA

c − δb
aL



. (3.149)

These form the canonical energy-momentum tensor of the electromagnetic eld,
which satises the local conservation laws

∂aΘb
a(x) = 0. (3.150)

The factor 1/c is introduced to give the Noether current densities the dimension
of the previously introduced energy-momentum tensors in Eq. (1.261), which are
momentum densities. Inserting the derivatives ∂L/∂∂aA

c = −F a
c into (3.149), we

obtain

Θb
a =

1

c



−F a
c∂bA

c +
1

4
δb

aF cdFcd



. (3.151)

3.6.2 Dirac Field

We now turn to the Dirac eld whose transformation law under spacetime transla-
tions

x′a = xa − ǫa (3.152)

is

ψ′(x′) = ψ(x). (3.153)

Since the Lagrangian density in (2.141) does not depend explicitly on x we calculate,
as in (3.130):

D

L ′(x′) =
D

L (x). (3.154)

The innitesimal variations
δsψ(x) = ǫa∂aψ(x) (3.155)
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produce the pure derivative term

δs
D

L (x) = ǫa∂a
D

L (x), (3.156)

and the combination (3.103) yields the Noether current densities

Θb
a =

∂
D

L
∂∂aψ

∂bψ + c.c.− δb
a

D

L, (3.157)

which satisfy the local conservation laws

∂aΘb
a(x) = 0. (3.158)

From (2.141) we see that

∂
D

L
∂∂aψ

=
1

2
ψ̄γa, (3.159)

and obtain the canonical energy-momentum tensor of the Dirac eld:

Θb
a =

1

2
ψ̄γa∂bψ + c.c.− δb

a
D

L . (3.160)

3.7 Angular Momentum

Let us now turn to angular momentum in eld theory. Consider rst the case of a
scalar eld ϕ(x). Under a rotation of the coordinates

x′i = Ri
jx

j , (3.161)

the eld does not change if considered at the same point in space with dierent
coordinates xi and x′i:

ϕ′(x′i) = ϕ(xi). (3.162)

The innitesimal substantial variation is:

δsϕ(x) = ϕ′(x)− ϕ(x). (3.163)

For innitesimal rotations (3.48),

δsx
i = −ϕkǫkijx

j = −ωijx
j , (3.164)

we see that

δsϕ(x) = ϕ′(x0, x′i − δxi)− ϕ(x)

= ∂iϕ(x)x
jωij. (3.165)
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For a rotationally Lorentz-invariant Lagrangian density which has no explicit x-
dependence:

L(x) = L(ϕ(x), ∂ϕ(x)), (3.166)

the substantial variation is

δsL(x) = L(ϕ′(x), ∂ϕ′(x))− ϕ(ϕ(x), ∂ϕ(x))

=
∂L

∂ϕ(x)
δsϕ(x) +

∂L

∂∂aϕ(x)
∂aδsϕ(x). (3.167)

Inserting (3.165), this becomes

δsL =



∂L

∂ϕ
∂iϕx

j +
∂L

∂aϕ
∂a(∂iϕx

j)



ωij

=



(∂iL)x
j +

∂L

∂∂jϕ
∂iϕ



ωij. (3.168)

Since we are dealing with a rotation-invariant local Lagrangian density L(x), by
assumption, the derivative ∂L/∂∂aϕ is a vector proportional to ∂aϕ. Hence the
second term in the brackets is symmetric and vanishes upon contraction with the
antisymmetric ωij. This allows us to express δsL as a pure derivative term

δsL = ∂i


L xjωij



. (3.169)

Calculating δsL once more using the chain rule and inserting the Euler-Lagrange
equations yields

δsL =
∂L

∂L
δsϕ+

∂L

∂∂aϕ
∂aδsϕ (3.170)

=



∂L

∂ϕ
− ∂a

∂L

∂∂aϕ



δsϕ+ ∂a



∂L

∂∂aϕ
δsϕ



= ∂a



∂L

∂∂aϕ
∂iϕ xj



ωij.

Thus we nd the Noether current densities (3.103):

Lij,a =



∂L

∂∂aϕ
∂iϕ xj − δi

aL xj



− (i ↔ j), (3.171)

which have no four-divergence

∂aL
ij,a = 0. (3.172)

The current densities can be expressed in terms of the canonical energy-momentum
tensor (3.135) as

Lij,a = xi
Θ

ja − xj
Θ

ia. (3.173)
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The associated Noether charges

Lij =


d3xLij,0 (3.174)

are the time-independent components of the total angular momentum of the eld
system.

3.8 Four-Dimensional Angular Momentum

Consider now pure Lorentz transformations (1.27). An innitesimal boost to a
rapidity ζ i is described by a coordinate change [recall (1.34)]

x′a = Λ
a
bx

b = xa − δa0ζ
ixi − δaiζ

ix0. (3.175)

This can be written as

δxa = ωa
bx

b, (3.176)

where for passive boosts

ω00 = 0, ωij = 0, ω0i = −ωi0 = ζ i. (3.177)

With the help of the tensor ωa
b, the boosts can be treated on the same footing as

the passive rotations (1.36), for which (3.176) holds with

ωij = ωij = ǫijkϕ
k, ω0i = ωi0 = 0. (3.178)

For both types of transformations, the substantial variations of the eld are

δsϕ(x) = ϕ′(x′a − δxa)− ϕ(x)

= −∂aϕ(x)x
bωa

b. (3.179)

For a Lorentz-invariant Lagrangian density, the substantial variation can be shown,
as in (3.169), to be a total derivative:

δsϕ = −∂a(Lx
b)ωa

b, (3.180)

and we obtain the Noether current densities

Lab,c = −


∂L

∂∂cϕ
∂cϕ xb − δacL xb



− (a ↔ b). (3.181)

The right-hand side can be expressed in terms of the canonical energy-momentum
tensor (3.135), yielding

Lab,c = xa
Θ

bc − xb
Θ

ac. (3.182)
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According to Noether’s theorem (3.104), these current densities have no four-
divergence:

∂cL
ab,c = 0. (3.183)

The charges associated with these current densities

Lab ≡


d3xLab,0 (3.184)

are independent of time. For the particular form (3.177) of ωab, we recover the time
independent components Lij of angular momentum.

The time-independence of Li0 is the relativistic version of the center-of-mass
theorem (3.67). Indeed, since

Li0 =


d3x (xi
Θ

00 − x0
Θ

i0), (3.185)

we can dene the relativistic center of mass

xi
CM =



d3xΘ00xi



d3xΘ00
(3.186)

and the average velocity

viCM = c
d3xΘi0



d3xΘ00
= c

P i

P 0
. (3.187)

Since


d3xΘi0 = P i is the constant momentum of the system, also viCM is a constant.
Thus, the constancy of L0i implies the center of mass to move with the constant
velocity viCM,0:

xi
CM(t) = xi

CM,0 + viCM,0t, (3.188)

with xi
CM,0 = L0i/P 0.

The Noether charges Lab are the four-dimensional angular momenta of the sys-
tem.

It is important to point out that the vanishing divergence of Lab,c makes Θba

symmetric:

∂cL
ab,c = ∂c(x

a
Θ

bc − xb
Θ

ac)

= Θ
ba −Θ

ba = 0. (3.189)

Thus, eld theories which are invariant under spacetime translations and Lorentz
transformations must have a symmetric canonical energy-momentum tensor

Θ
ab = Θ

ba. (3.190)
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3.9 Spin Current

If the eld ϕ(x) is no longer a scalar but has several spatial components, then
the derivation of the four-dimensional angular momentum becomes slightly more
involved.

3.9.1 Electromagnetic Fields

Consider rst the case of electromagnetism where the relevant eld is the four-vector
potential Aa(x). When going to a new coordinate frame

x′a = Λ
a
bx

b (3.191)

the vector eld at the same point remains unchanged in absolute spacetime. But
since the components Aa refer to two dierent basic vectors in the dierent frames,
they must be transformed simultaneously with xa. Since Aa(x) is a vector, it trans-
forms as follows:

A′a(x′) = Λ
a
bA

b(x). (3.192)

For an innitesimal transformation

δsx
a = ωa

bx
b (3.193)

this implies the substantial variation

δsA
a(x) = A′a(x)− Aa(x) = A′a(x′ − δsx)− Aa(x)

= ωa
bA

b(x)− ωc
bx

b∂cA
a. (3.194)

The rst term is a spin transformation, the other an orbital transformation. The
orbital transformation can also be written in terms of the generators L̂ab of the
Lorentz group dened in (3.83) as

δsA
a(x) = −iωbcL̂bcA

a(x). (3.195)

The spin transformation of the vector eld is conveniently rewritten with the help
of the 4 × 4 -generators Lab in Eq. (1.51). Adding the two together, we form the
operator of total four-dimensional angular momentum

Ĵab ≡ 1× L̂ab + Lab × 1, (3.196)

and can write the transformation (3.194) as

δsA
a(x) = −iωabĴabA(x). (3.197)

If the Lagrangian density involves only scalar combinations of four-vectors Aa

and if it has no explicit x-dependence, it changes under Lorentz transformations like
a scalar eld:

L′(x′) ≡ L′(A′(x′), ∂′A′(x′)) = L(A(x), ∂A(x)) ≡ L(x). (3.198)
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Innitesimally, this amounts to

δsL = −(∂aL xb)ωa
b. (3.199)

With the Lorentz transformations being symmetry transformations, we calculate
as in (3.171) the current density of total four-dimensional angular momentum:

Jab,c =
1

c



∂L

∂∂cAa

Ab −


∂L

∂∂cAd
∂aAdxb − δacL xb



− (a ↔ b)



. (3.200)

The prefactor 1/c is chosen to give these Noether currents of the electromagnetic
eld the conventional physical dimension. In fact, the last two terms have the same
form as the current density Lab,c of the four-dimensional angular momentum of the
scalar eld. Here they are the corresponding quantities for the vector potential
Aa(x):

Lab,c = −1

c



∂L

∂∂cAd
∂aAdxb − δacL xb



+ (a ↔ b). (3.201)

This can also be written as

Lab,c =
1

c



−i
∂L

∂∂cAd
L̂abAd +



δacLxb − (a ↔ b)




, (3.202)

where L̂ab are the dierential operators of four-dimensional angular momentum
(1.107) satisfying the commutation rules (1.71) and (1.72).

The current densities (3.201) can be expressed in terms of the canonical energy-
momentum tensor as

Lab,c = xa
Θ

bc − xb
Θ

ac, (3.203)

just as the scalar case (3.182). The rst term in (3.200),

Σ
ab,c =

1

c



∂L

∂∂cAb

Ab − (a ↔ b)



, (3.204)

is referred to as the spin current density . It can be written in terms of the 4 × 4
-generators (1.51) of the Lorentz group as

Σ
ab,c = − i

c

∂L

∂∂cAd
(Lab)dσA

σ. (3.205)

The two current densities together

Jab,c(x) ≡ Lab,c(x) + Σ
ab,c(x) (3.206)

have zero divergence:
∂cJ

ab,c(x) = 0. (3.207)
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Hence the total angular momentum given by the charge

Jab =


d3x Jab,0(x) (3.208)

is a constant of motion.
Individually, angular momentum and spin are not conserved. Using the con-

servation law of the energy-momentum tensor we nd, just as in (3.189), that the
current density of orbital angular momentum satises

∂cL
ab,c(x) = −



Θ
ab(x) −Θ

ba(x)


. (3.209)

From this we nd the divergence of the spin current

∂cΣ
ab,c(x) =



Θ
ab(x) −Θ

ba(x)


. (3.210)

For the charges associated with orbital and spin currents

Lab(t) ≡


d3xLab,0(x), Σ
ab(t) ≡



d3xΣab,0(x), (3.211)

this implies the following time dependence:

L̇ab(t) = −


d3x


Θ
ab(x) −Θ

ba(x)


,

Σ̇
ab(t) =



d3x


Θ
ab(x) −Θ

ba(x)


. (3.212)

Fields with nonzero spin always have a nonsymmetric energy momentum tensor.
Let us derive the angular momentum also with the alternative method using local

variations as in Eqs. (3.138)–(3.141). Then the current Jab,c becomes by analogy
with (22.49) (now back in natural units),

Jab,c =



∂δxs L

∂∂cωab(x)
− δacLxb



− (a ↔ b). (3.213)

By the chain rule of dierentiation, the derivative with respect to ∂ωab(x) can come
only from eld derivatives. For a scalar eld we obtain

∂δxsL

∂∂cωab(x)
=

∂L

∂∂cϕ

∂δxs ϕ

∂ωab(x)
, (3.214)

and for a vector eld
∂δxs L

∂∂cωab(x)
=

∂L

∂∂cAd

∂δxs A
d

∂ωab

. (3.215)

The alternative rule of calculating angular momenta is to introduce spacetime-
dependent transformations

δxx = ωa
b(x)x

b (3.216)
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under which the scalar elds transform as

δxs ϕ = −∂cϕω
c
b(x)x

b (3.217)

and the Lagrangian density as

δxsL = −∂cLωc
b(x)x

b = −∂c(x
bL)ωc

b(x). (3.218)

By separating spin and orbital transformations of δxsA
d we nd the two contributions

σab,c and Lab,c to the current Jab,c of the total angular momentum, the latter receiving
a contribution from the second term in (3.213).

3.9.2 Dirac Field

We now turn to the Dirac eld. Under a Lorentz transformation (3.191), this trans-
forms according to the law [compare (3.192)]

ψ(x)
Λ−→ ψ′(x′) =D(Λ)ψx), (3.219)

where D(Λ) are the 4×4 -spinor representation matrices of the Lorentz group. Their
matrix elements can most easily be specied for innitesimal transformations. For
an innitesimal Lorentz transformation

Λa
b = δa

b + ωa
b, (3.220)

under which the coordinates are changed by

δsx
a = ωa

bx
b (3.221)

the spin transforms under the representation matrix

D(δa
b + ωa

b)ψ(x) =


1− i
1

2
ωabσ

ab


ψ(x), (3.222)

where σab are the 4× 4 -matrices acting on the spinor space dened in Eq. (1.228).
We have shown in (1.226) that the spin matrices Σab ≡ σab/2 satisfy the same
commutation rules (1.71) and (1.72) as the previous orbital and spin-1 -generators
L̂aba and Lab of Lorentz transformations.

The eld has the substantial variation [compare (3.194)]:

δsψ(x) = ψ′(x)− ψ(x) = D(δa
b + ωa

b)ψ(x− δx)− ψ(x)

= −i
1

2
ωabσ

abψ(x)− ωc
bx

b∂cψ(x)

= −i
1

2
ωab



Sab + L̂ab


ψ(x) ≡ −i
1

2
ωabĴ

abψ(x), (3.223)

the last line showing the separation into spin and orbital transformation for a Dirac
particle.
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Since the Dirac Lagrangian is Lorentz-invariant, it changes under Lorentz trans-
formations like a scalar eld:

L′(x′) = L(x). (3.224)

Innitesimally, this amounts to

δsL = −(∂aLx
b)ωa

b. (3.225)

With the Lorentz transformations being symmetry transformations in the
Noether sense, we calculate the current density of total four-dimensional angular
momentum, extending the formulas (3.181) and (3.206) for scalar and vector elds.
The result is

Jab,c =



−i
∂L

∂∂cψ
Σ

abψ − i
∂L

∂∂cψ
L̂abψ + c.c.



+


δacLxb − (a ↔ b)


. (3.226)

As in (3.182) and (3.203), the orbital part of (3.226) can be expressed in terms of
the canonical energy-momentum tensor as

Lab,c = xa
Θ

bc − xb
Θ

ac. (3.227)

The rst term in (3.226) is the spin current density

Σ
ab,c = −i

∂L

∂∂cψ
Σ

abψ + c.c. . (3.228)

Inserting (3.159), this becomes explicitly

Σ
ab,c = −iψ̄γc

Σ
abψ = − i

2
ǫabcdψ̄γdγ5ψ, (3.229)

with γ5 ≡ iγ0γ1γ2γ3. The spin current density is completely antisymmetric in its
three indices, an important property for the construction of a consistent quantum
mechanics in a space with torsion (see Ref. [3]).

The conservation properties of these current densities are completely identical
to those in Eqs. (3.207), (3.209), and (3.210).

Due to the presence of spin, the energy-momentum tensor is not symmetric.

3.10 Symmetric Energy-Momentum Tensor

In Eq. (3.210) we have seen that the presence of spin is the cause for the asymmetry
of the canonical energy-momentum tensor. It is therefore suggestive to use the spin
current density for the construction of a new symmetric energy-momentum tensor

T ab = Θ
ab +∆Θ

ba. (3.230)
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In order to deserve its name, this should, of course, still possess the fundamental
property of Θab, that the integral

P a =


d3xT a0 (3.231)

yields the total energy-momentum vector of the system. This is certainly the case
if ∆Θa0 is a three-divergence of a spatial vector. The appropriate construction was
found by Belinfante in 1939. He introduced the tensor [5]

T ab = Θ
ab − 1

2
∂c(Σ

ab,c − Σ
bc,a + Σ

ca,b), (3.232)

whose symmetry is manifest, due to (3.210) and the symmetry of the last two terms
in ab. Moreover, the components

T a0 = Θ
a0 − 1

2
∂c(Σ

a0,c − Σ
0c,a + Σ

ca,0) (3.233)

dier from Θa0 by a pure three-divergence, as required for the property (3.231).
Another important property of the symmetric energy-momentum tensor (3.232)

that if we form the current density of total angular momentum

Jab,c ≡ xaT bc − xbT ac, (3.234)

the spatial integral over the zeroth component

Jab =


d3x Jab,0. (3.235)

leads to the same total angular momentum as the canonical expression (3.206).
Indeed, the zeroth component of (3.234) is

xa
Θ

b0 − xb
Θ

a0 − 1

2



∂k(Σ
a0,k − Σ

0k,a + Σ
ka,0)xb − (a ↔ b)



, (3.236)

and if we integrate the term in brackets over d3x , a partial integration yields for
a = 0, b = i:

−1

2



d3x


x0∂k(Σ
i0,k − Σ

0k,i + Σ
ki,0)− xi∂k(Σ

00,k − Σ
0k,0 + Σ

k0,0)


=


d3xΣ0i,0.

(3.237)

For a = i, b = j, it yields

−1

2



d3x


xi∂k(Σ
j0,k − Σ

0k,j + Σ
kj,0)− (i ↔ j)



=


d3xΣij,0. (3.238)

The right-hand sides of (3.237) and (3.238) are the contributions of the spin to the
total angular momentum.
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For the electromagnetic eld, the spin current density (3.204) reads, explicitly

Σ
ab,c = −1

c



F caAb − (a ↔ b)


. (3.239)

From this we calculate the Belinfante correction

∆Θ
ab =

1

2c
[∂c(F

caAb − F cbAa)− ∂c(F
abAc − F acAb) + ∂c(F

bcAa − F baAc)]

=
1

c
∂c(F

bcAa). (3.240)

Adding this to the canonical energy-momentum tensor (3.151)

Θ
ab =

1

c



−F b
c∂

aAc +
1

4
gabF cdFcd



, (3.241)

we nd the symmetric energy-momentum tensor

T ab =
1

c



−F b
cF

ac +
1

4
gabF cdFcd + (∂cF

bc)Aa


. (3.242)

The last term vanishes for a free Maxwell eld which satises ∂bF
ab = 0 [recall

(2.87)], and can be dropped, so that T ab agrees with the previously constructed
symmetric energy-momentum tensor (1.261) of the electromagnetic eld. The sym-
metry of T ab can easily be veried using once more the Maxwell equation ∂cF

ab = 0.
Recall that according to Eq. (1.258) the component cT 00(x) is the known expres-

sion for the energy density of the electromagnetic eld E(x) = (E2 +B2) /2. The
components c2T 0i(x) coincide with the Poynting vector of energy current density
S(x) = cE × B of Eq. (1.259), and the conservation law c2∂aT

0a(0) reproduces
Poynting’s law ∂tE(x) +∇ · S(x) = 0 of Eq. (1.268).

In the presence of an external current, where the Lagrangian density is (2.84),
the canonical energy-momentum tensor becomes

Θ
ab =

1

c



−F b
c∂

aAc +
1

4
gabF cdFcd +

1

c
gabjcAc



, (3.243)

generalizing (3.241).
The spin current is again given by Eq. (3.239), leading to the Belinfante energy-

momentum tensor

T ab = Θ
ab +

1

c
∂c(F

bcAa)

=
1

c



−F b
cF

ac +
1

4
gabF cdFcd +

1

c
gabjcAc −

1

c
jbAa



. (3.244)

The last term prevents T ab from being symmetric, unless the current vanishes. Due
to the external current, the conservation law ∂bT

ab = 0 is modied to

∂bT
ab =

1

c2
Ac(x)∂

ajc(x). (3.245)
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3.11 Internal Symmetries

In quantum eld theory, an important role in classifying various actions is played by
internal symmetries. They do not involve any change in the spacetime coordinate
of the elds. For an N -component real eld φ(x), they have the form

φ′(x) = e−iαrGrφ(x) (3.246)

where Gr are the generators of some Lie group, and αr the associated transformation
parameters. The generators Gr are N ×N -matrices, satisfying commutation rules
with structure constants frst [recall (1.65)]:

[Gr, Gs] = ifrstGt, (r, s, t = 1, . . . , rank), (3.247)

where frst are the structure constants of the Lie algebra.
The innitesimal symmetry transformations are substantial variations of the

form

δsφ = −iαrGrφ. (3.248)

The associated conserved current densities read

jar = −i
∂L

∂∂aφ
Grφ. (3.249)

They can also be written as

jar = −iπGrφ, (3.250)

where π(x) ≡ ∂L(x)/∂∂aφ(x) is the canonical momentum of the eld φ(x) [compare
(2.60)].

The most important example is that of a complex eld φ and a generator G = 1,
where the symmetry transformation (3.246) is simply a multiplication by a constant
phase factor. One also speaks of U(1)-symmetry. Other important examples are
those of a triplet or an octet of elds φ with Gr being the generators of an SU(2)
or SU(3) representation. The U(1)-symmetry leads to charge conservation in elec-
tromagnetic interactions, the other two are responsible for isospin SU(2) and SU(3)
invariance in strong interactions. The latter symmetries are, however, not exact.

3.11.1 U(1)-Symmetry and Charge Conservation

Consider the Lagrangian density of a complex scalar eld

L(x) = L(ϕ(x),ϕ∗, ∂ϕ(x), ∂ϕ∗(x), x). (3.251)

It is invariant under U(1)-transformations

δsϕ(x) = −iαϕ(x), δsφ
∗(x) = iαφ∗(x), (3.252)
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i.e., δsL = 0. By the chain rule of dierentiation we obtain, using the Euler-Lagrange
equation (2.40),

δsL =



∂L

∂ϕ
− ∂a

∂L

∂aϕ



δsϕ+ ∂a



∂L

∂∂aϕ
δsϕ



+ c.c. = ∂a



∂L

∂∂aϕ
δsϕ



+ c.c. . (3.253)

Equating this with zero according to the symmetry assumption, and inserting
(3.252), we nd that

jar = −i
∂L

∂∂aϕ
ϕ+ c.c. (3.254)

is a conserved current.
For the free Lagrangian density (2.27) in natural units

L(x) = ∂µϕ
∗∂µϕ−m2ϕ∗ϕ (3.255)

we obtain the conserved current density of Eq. (2.67):

jµ = −iϕ∗ ↔
∂µϕ, (3.256)

where the symbol ϕ∗
↔
∂µϕ denotes the right-minus-left derivative (2.68).

For a free Dirac eld, the current density (3.254) takes the form

jµ(x) = ψ̄(x)γµψ(x). (3.257)

3.11.2 Broken Internal Symmetries

The physically important symmetries SU(2) of isospin and SU(3) are not exact.
The symmetry variation of the Lagrange density is not strictly zero. In this case we
make use of the alternative derivation of the conservation law based on Eq. (3.110).
We introduce the spacetime-dependent parameters α(x) and conclude from the ex-
tremality property of the action that

∂a
∂Lǫ

∂∂aαr(x)
=

∂Lǫ

∂αr(x)
. (3.258)

This implies the divergence law for the above currents

∂aj
a
r (x) =

∂Lǫ

∂αr

. (3.259)

3.12 Generating the Symmetry Transformations
for Quantum Fields

As in quantum mechanical systems, the charges associated with the conserved cur-
rents obtained in the previous section can be used to generate the transformations
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of the elds from which they were derived. One merely has to invoke the canonical
eld commutation rules.

For the currents (3.249) of an N -component real eld φ(x), the charges are

Qr = −i


d3x
∂L

∂∂aφ
Grφ (3.260)

and can be written as
Qr = −i



d3x πGrφ, (3.261)

where π(x) ≡ ∂L(x)/∂∂aφ(x) is the canonical momentum of the eld φ(x). After
quantization, these elds satisfy the canonical commutation rules:

[π̂(x, t), φ̂(x′, t)] = −iδ(3)(x− x′),

[φ̂(x, t), φ̂(x′, t)] = 0, (3.262)

[π̂(x, t), π̂(x′, t)] = 0.

From this we derive directly the commutation rule between the quantized version of
the charges (3.261) and the eld operator φ̂(x):

[Q̂r, φ̂(x)] = −Grφ(x). (3.263)

We also nd that the commutation rules among the quantized charges Q̂r are the
same as those of the generators Gr in (3.247):

[Q̂r, Q̂s] = frstQ̂t, (r, s, t = 1, . . . , rank). (3.264)

Hence the operators Q̂r form a representation of the generators of symmetry group in
the many-particle Hilbert space generated by the quantized elds φ̂(x) (Fock space).

As an example, we may derive in this way the commutation rules of the conserved
charges associated with the Lorentz generators (3.206):

Jab ≡


d3xJab,0(x). (3.265)

They are obviously the same as those of the 4× 4-matrices (1.51), and those of the
quantum mechanical generators (1.107):

[Ĵab, Ĵac] = −igaaĴ bc. (3.266)

The generators Jab ≡ 

d3xJab,0(x), are sums Jab = Lab(t)+Σab(t) of charges (3.211)
associated with orbital and spin rotations. According to (3.212), these individual
charges are time dependent, only their sum being conserved. Nevertheless, they both
generate Lorentz transformations: Lab(t) on the spacetime argument of the elds,
and Σab(t) on the spin indices. As a consequence, they both satisfy the commutation
relations (3.266):

[L̂ab, L̂ac] = −igaaL̂bc, [Σ̂ab, Σ̂ac] = −igaaΣ̂bc. (3.267)
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It is important to realize that the commutation relations (3.263) and (3.264)
remain also valid in the presence of symmetry-breaking terms as long as these do
not contribute to the canonical momentum of the theory. Such terms are called soft
symmetry-breaking terms. The charges are no longer conserved, so that we must
attach a time argument to the commutation relations (3.263) and (3.264). All times
in these relations must be the same, in order to invoke the equal-time canonical
commutation rules.

The commutators (3.264) have played an important role in developing a theory
of strong interactions, where they rst appeared in the form of a charge algebra of
the broken symmetry SU(3) × SU(3) of weak and electromagnetic charges. This
symmetry will be discussed in more detail in Chapter 10.

3.13 Energy-Momentum Tensor of Relativistic Massive
Point Particle

If we want to study energy and momentum of charged relativistic point particles in
an electromagnetic eld it is useful to consider the action (3.69) with (3.71) as an
integral over a Lagrangian density:

A =


d4xL(x), with L(x) =
 τb

τa

dτ
m

L (ẋa(τ)) δ(4)(x− x(τ)). (3.268)

This allows us to derive local conservation laws for point particles in the same
way as for elds. Instead of doing this, however, we shall take advantage of the
previously derived global conservation laws and convert them into local ones by
inserting appropriate δ-functions with the help of the trivial identity



d4x δ(4)(x− x(τ)) = 1. (3.269)

Consider for example the conservation law (3.73) for the momentum (3.74). With
the help of (3.269) this becomes

0 = −


d4x
 ∞

−∞
dτ



d

dτ
pc(τ)



δ(4)(x− x(τ)). (3.270)

Note that in this expression the boundaries of the four-volume contain the infor-
mation on initial and nal times. We then perform a partial integration in τ , and
rewrite (3.270) as

0 = −


d4x
 ∞

−∞
dτ

d

dτ



pc(τ)δ
(4)(x− x(τ))



+


d4x
 ∞

−∞
dτpc(τ)∂τδ

(4)(x− x(τ)).

(3.271)
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The rst term vanishes if the orbits come from and disappear into innity. The
second term can be rewritten as

0 = −


d4x ∂b

 ∞

−∞
dτpc(τ)ẋ

b(τ)δ(4)(x− x(τ))


. (3.272)

This shows that
m

Θ
cb(x) ≡ m

 ∞

−∞
dτ ẋc(τ)ẋb(τ)δ(4)(x− x(τ)) (3.273)

satises the local conservation law

∂b
m

Θ
cb(x) = 0, (3.274)

which is the conservation law for the energy-momentum tensor of a massive point
particle.

The total momenta are obtained from the spatial integrals over Θc0:

P a(t) ≡


d3xΘc0(x). (3.275)

For point particles, they coincide with the canonical momenta pa(t). If the La-
grangian depends only on the velocity ẋa and not on the position xa(t), the momenta
pa(t) are constants of motion: pa(t) ≡ pa.

The Lorentz invariant quantity

M2 = P 2 = gabP
aP b (3.276)

is called the total mass of the system. For a single particle it coincides with the
mass of the particle.

Subjecting the orbits xa(τ) to Lorentz transformations according to the rules of
the last section we nd the currents of total angular momentum

Lab,c ≡ xa
Θ

bc − xb
Θ

ac (3.277)

to satisfy the conservation law:
∂cL

ab,c = 0. (3.278)

A spatial integral over the zeroth component of the current Lab,c yields the conserved
charges:

Lab(t) ≡


d3xLab,0(x) = xapb(t)− xbpa(t). (3.279)

3.14 Energy-Momentum Tensor of Massive Charged

Particle in Electromagnetic Field

Let us also consider an important combination of a charged point particle and an
electromagnetic eld Lagrangian

A=−mc
 τb

τa

dτ


gabẋa(τ)ẋb(τ) − 1

4



d4xFabF
ab − e

c

 τb

τa

dτ ẋa(τ)Aa(x(τ)). (3.280)
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By varying the action in the particle orbits, we obtain the Lorentz equation of motion

dpa

dτ
=

e

c
F a

bẋ
b(τ). (3.281)

By varying the action in the vector potential, we nd the Maxwell-Lorentz equation

−∂bF
ab =

e

c
ẋb(τ). (3.282)

The action (3.280) is invariant under translations of the particle orbits and the
electromagnetic elds. The rst term is obviously invariant, since it depends only
on the derivatives of the orbital variables xa(τ). The second term changes under
translations by a pure divergence [recall (3.133)]. Also the interaction term changes
by a pure divergence. Indeed, under innitesimal spacetime translations xb(τ) →
xb(τ)− ǫb, the velocities ẋa(τ) are invariant:

ẋa(τ) → ẋa(τ), (3.283)

and Aa(x
b) changes as follows:

Aa(x
b) → A′

a(x
b) = Aa(x

b + ǫb) = Aa(x
b) + ǫb∂bAa(x

b). (3.284)

For the Lagrangian density of the action (3.280), this implies that the substantial
variation is a pure derivative term:

δsL = ǫb∂bL. (3.285)

We now calculate the same variation once more invoking the Euler-Lagrange
equations. This gives

δsA =


dτ
d

dτ

∂
m

L

∂x′a δsx
a +



d4x
∂

em

L
∂∂cAa

δs∂cA
a. (3.286)

The rst term can be treated as in (3.271) and (3.272), after which it acquires the
form

−
 τb

τa

dτ
d

dτ



pa +
e

c
Aa



= −


d4x
 ∞

−∞
dτ

d

dτ



pa +
e

c
Aa



δ(4)(x− x(τ))


(3.287)

+


d4x
 ∞

−∞
dτ



pa +
e

c
Aa



d

dτ
δ(4)(x− x(τ))

and becomes, after dropping boundary terms,

−
 τb

τa

dτ
d

dτ



pa +
e

c
Aa



= ∂c



d4x
 ∞

−∞
dτ



pa +
e

c
Aa



dxc

dτ
δ(4)(x− x(τ)).(3.288)

The electromagnetic part of (3.280) is the same as before in Subsection 3.6.1, since
the interaction contains no derivative of the gauge eld. In this way we nd the
canonical energy-momentum tensor

Θ
ab(x) =



dτ


pa +
e

c
Aa



ẋb(τ)δ(4)(x− x(τ)) − F b
c∂

aAc +
1

4
gabF cdFcd. (3.289)
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Let us check its conservation by calculating the divergence:

∂bΘ
ab(x) =



dτ


p+
e

c
Aa



ẋb(τ)∂bδ
(4)(x− x(τ))

−∂bF
b
c∂

aAc − F b
c∂b∂

aAc +
1

4
∂a(F cdFcd). (3.290)

The rst term is, up to a boundary term, equal to

−


dτ


pa+
e

τ
Aa



d

dτ
δ(4)(x− x(τ))=



dτ



d

dτ



pa+
e

c
Aa





δ(4)(x− x(τ)). (3.291)

Using the Lorentz equation of motion (3.281), this becomes

e

c

 ∞

−∞
dτ



F a
bẋ

b(τ) +
d

dτ
Aa



δ(4)(x− x(τ)). (3.292)

Inserting the Maxwell equation

∂bF
ab = −e

c



dτ(dxa/dτ)δ(4)(x− x(τ)), (3.293)

the second term in Eq. (3.290) can be rewritten as

−e

c

 ∞

−∞
dτ

dxc

dτ
∂aAcδ(4)(x− x(τ)), (3.294)

which is the same as

−e

c



dτ



dxc

dτ
F ac +

dxc

dτ
∂cAa



δ(4)(x− x(τ)), (3.295)

thus canceling (3.292). Finally, the last three terms in (3.290) can be combined to

−F b
c∂

aFb
c +

1

4
∂a(F cdFcd), (3.296)

due to the antisymmetry of F bc. By rewriting the homogeneous Maxwell equation,
the Bianchi identity (2.89), in the form

∂cFab + ∂aFbc + ∂bFca = 0, (3.297)

and contracting it with F ab, we see that the term (3.296) vanishes identically.
It is easy to construct from (3.289) Belinfante’s symmetric energy momentum

tensor. We merely observe that the spin density is entirely due to the vector poten-
tial, and hence the same as before [see (3.239)]

Σ
ab,c = −



F caAb − (a ↔ b)


. (3.298)
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Thus the additional piece to be added to the canonical energy momentum tensor is
again [see (3.240)]

∆Θ
ab = ∂c(F

abAa) =
1

2
(∂cF

bcAa + F bc∂cA
a). (3.299)

The last term in this expression serves to symmetrize the electromagnetic part of
the canonical energy-momentum tensor, bringing it to the Belinfante form (3.242):

em

T
ab = −F b

cF
ac +

1

4
gabF cdFcd. (3.300)

The term containing ∂cF
bc in (3.299), which vanishes in the absence of charges, is

needed to symmetrize the matter part of Θab. Indeed, using once more Maxwell’s
equation, it becomes

−e

c



dτ ẋb(τ)Aaδ(4)(x− x(τ)), (3.301)

thus canceling the corresponding term in (3.289). In this way we nd that the total
energy-momentum tensor of charged particles plus electromagnetic elds is simply
the sum of the two symmetric energy-momentum tensors:

T ab =
m

T
ab+

em

T
ab (3.302)

= m
 ∞

−∞
dτ ẋaẋbδ(4)(x− x(τ)) − F b

cF
ac +

1

4
gabF cdFcd.

For completeness, let us check its conservation. Forming the divergence ∂bT
ab, the

rst term gives

e

c



dτ ẋb(τ)F a
b(x(τ)), (3.303)

in contrast to (3.292), which is canceled by the divergence in the second term

−∂bF
b
cF

ac = −e

c



dτ ẋc(τ)F
ac(x(τ)), (3.304)

in contrast to (3.295).
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There are painters who transform the sun to a yellow spot,

but there are others who transform a yellow spot into the sun.

Pablo Picasso (1881–1973)

4
Multivalued Gauge Transformations

in Magnetostatics

For the development of a theory of gravitation it is crucial to realize that physical
laws in Euclidean space can be transformed directly into spaces with curvature and
torsion. As mentioned in the Introduction, this will be possible by a geometric gen-
eralization of a eld-theoretic technique invented by Dirac to introduce magnetic
monopoles into electrodynamics. So far, no magnetic monopoles have been discov-
ered in nature, but the mathematics used by Dirac will suggest us how to proceed
in the geometric situation.

4.1 Vector Potential of Current Distribution

Let us begin by recalling the standard description of magnetism in terms of vec-
tor potentials. Since there are no magnetic monopoles in nature, a magnetic eld
B(x) satises the identity ∇ · B(x) = 0, implying that only two of the three eld
components of B(x) are independent. To account for this, one usually expresses a
magnetic eld B(x) in terms of a vector potential A(x), setting B(x) = ∇×A(x).
Then Ampère’s law, which relates the magnetic eld to the electric current density
j(x) by ∇ × B = j(x), becomes a second-order dierential equation for the vector
potential A(x) in terms of an electric current

∇× [∇×A](x) = j(x). (4.1)

In this chapter we are using natural units with c = 1 to save recurring factors of c.
The vector potential A(x) is a gauge eld . Given A(x), any locally gauge-

transformed eld
A(x) → A′(x) = A(x) +∇Λ(x) (4.2)

yields the same magnetic eld B(x). This reduces the number of physical degrees
of freedom in the gauge eld A(x) to two, just as those in B(x). In order for
this to hold, the transformation function must be single-valued, i.e., it must have
commuting derivatives

(∂i∂j − ∂j∂i)Λ(x) = 0. (4.3)

112
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The equation expressing the absence of magnetic monopoles ∇ ·B = 0 is ensured if
the vector potential has commuting derivatives

(∂i∂j − ∂j∂i)A(x) = 0. (4.4)

This integrability property makes ∇ · B = 0 a Bianchi identity in this gauge eld
representation of the magnetic eld [recall the generic denition after Eq. (2.88)].

In order to solve (4.1), we remove the gauge ambiguity by choosing a particular
gauge, for instance the transverse gauge ∇ ·A(x) = 0 in which ∇× [∇×A(x)] =
−∇

2A(x), and obtain

A(x) =
1

4π



d3x′ j(x′)

|x− x′|
. (4.5)

The associated magnetic eld is

B(x) =
1

4π



d3x′ j(x
′)×R′

R′3 , R′ ≡ x′ − x. (4.6)

This standard representation of magnetic elds is not the only possible one.
There exists another one in terms of a scalar potential Λ(x), which must, however,
be multivalued to account for the two physical degrees of freedom in the magnetic
eld.

4.2 Multivalued Gradient Representation of Magnetic Field

Consider an innitesimally thin closed wire carrying an electric current I along the
line L. It corresponds to a current density

j(x) = I (x;L), (4.7)

where (x;L) is the δ-function on the closed line L:

(x;L) =


L
dx′ δ(3)(x− x′). (4.8)

For a closed line L, this function has zero divergence:

∇· (x;L) = 0. (4.9)

This follows from the property of the δ-function on an arbitrary open line Lx2
x1

connecting the points x1 and x2 dened by

(x;Lx2

x1
) =

 x2

x1

dx′ δ(3)(x− x′), (4.10)

which satises

∇· (x;Lx2

x1
) = δ(x1)− δ(x2). (4.11)
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Figure 4.1 Innitesimally thin closed current loop L. The magnetic eld B(x) at the

point x is proportional to the solid angle Ω(x) under which the loop is seen from x. In

any single-valued denition of Ω(x), there is some surface S across which Ω(x) jumps by

4π. In the multivalued denition, this surface is absent.

For closed lines L, the right-hand side of (4.11) vanishes:

∇· (x;L) = 0. (4.12)

As an example, take a line Lx2
x1

which runs along the positive z-axis from z1 to
z2, so that

(x;Lx2

x1
) = ẑ

 z2

z1
dz′ δ(x)δ(y)δ(z − z′) = ẑ δ(x)δ(y)[Θ(z − z1)− Θ(z − z2)], (4.13)

and

∇· (x;Lx2
x1
) = δ(x)δ(y) [δ(z − z1)− δ(z − z2)] = δ(x1)− δ(x2). (4.14)

From Eq. (4.5) we obtain the associated vector potential

A(x) =
I

4π



L
dx′ 1

|x− x′|
, (4.15)

yielding the magnetic eld

B(x) =
I

4π



L

dx′ ×R′

R′3 , R′ ≡ x′ − x. (4.16)

The same result will now be derived from a multivalued scalar eld. Let Ω(x;S)
be the solid angle under which the current loop L is seen from the point x (see
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Fig. 4.1). If S denotes an arbitrary smooth surface enclosed by the loop L, and dS′

a surface element, then Ω(x;S) can be calculated from the surface integral

Ω(x;S) =


S

dS′ ·R′

R′3 . (4.17)

The argument S in Ω(x;S) emphasizes that the denition depends on the choice
of the surface S. The range of Ω(x;S) may be chosen ∈ (−2π, 2π), as can be seen
most easily if L lies in the xy-plane and S is chosen to lie in the same plane. Then
we nd for Ω(x;S) the value 2π for x just below S, and −2π just above. We form
the vector eld

B(x;S) =
I

4π
∇Ω(x;S), (4.18)

which is equal to

B(x;S) =
I

4π



S
dS ′

k∇
R′

k

R′3 = − I

4π



S
dS ′

k∇
′R

′
k

R′3 . (4.19)

This can be rearranged to

Bi(x;S) = − I

4π





S



dS ′
k ∂

′
i

R′
k

R′3 − dS ′
i ∂

′
k

R′
k

R′3



+


S
dS ′

i ∂
′
k

R′
k

R′3



. (4.20)

With the help of Stokes’ theorem


S
(dSk∂i − dSi∂k)f(x) = ǫkil



L
dxlf(x), (4.21)

and the relation ∂′
k(R

′
k/R

′3) = 4πδ(3)(x− x′), this becomes

B(x;S) = −I



1

4π



L

dx′ ×R′

R′3 +


S
dS′δ(3)(x− x′)



. (4.22)

The rst term is recognized to be precisely the magnetic eld (4.16) of the current I .
The second term is the singular magnetic eld of an innitely thin magnetic dipole
layer lying on the arbitrarily chosen surface S enclosed by L.

The second term is a consequence of the fact that the solid angle Ω(x;S) was
dened by the surface integral (4.17). If x crosses the surface S, the solid angle
jumps by 4π.

It is useful to re-express Eq. (4.19) in a slightly dierent way. By analogy with
(4.8) we dene a δ-function on a surface as

(x;S) =


S
dS′ δ(3)(x− x′), (4.23)

and observe that Stokes’ theorem (4.21) can be written as an identity for δ-functions:

∇× (x;S) = (x;L), (4.24)
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where L is the boundary of the surface S. This equation proves once more the zero
divergence (4.9).

Using the δ-function on a surface S, we can rewrite (4.17) as

Ω(x;S) =


d3x′ (x′;S) ·
R′

R′3 , (4.25)

and (4.19) as

B(x;S) = − I

4π



d3x′ δk(x
′;S)∇′ R

′
k

R′3 , (4.26)

and (4.20), after an integration by parts, as

Bi(x;S)=
I

4π





d3x′ [∂′
iδk(x

′;S)− ∂′
kδi(x

′;S)]
R′

k

R′3 −


d3x′δi(x
′;S)∇′ ·

R′

R′3



. (4.27)

The divergence at the end yields a δ(3)-function, and we obtain

B(x;S)=−I



1

4π



d3x′[∇× (x;S)] ×
R′

R′3 +


d3x′ (x′;S) δ(3)(x− x′)



. (4.28)

Using (4.24) and (4.23), this is once more equal to (4.22).
Stokes’ theorem written in the form (4.24) displays an important property. If we

move the surface S to S ′ with the same boundary, the δ-function δ(x;S) changes by
the gradient of a scalar function

(x;S) → (x;S ′) = (x;S) +∇δ(x; V ), (4.29)

where

δ(x; V ) ≡


V
d3x′ δ(3)(x− x′), (4.30)

is the δ-function on the volume V over which the surface has swept. Under this
transformation, the curl on the left-hand side of (4.24) is invariant. Comparing
(4.29) with (4.2) we identify (4.29) as a novel type of gauge transformation [1, 2].
Under this, the magnetic eld in the rst term of (4.28) is invariant, the second
is not. It is then obvious how to nd a gauge-invariant magnetic eld: we simply
subtract the singular S-dependent term and form

B(x) =
I

4π
[∇Ω(x;S) + 4π (x;S)] . (4.31)

This eld is independent of the choice of S and coincides with the magnetic eld
(4.16) derived in the usual gauge theory. To verify this explicitly we calculate the
change of the solid angle (4.17) under a change of S. For this we rewrite (4.25) as

Ω(x;S) = −


d3x′
∇

′ 1

R′ · (x′;S) = − 4π

∇
2∇ · (x;S). (4.32)
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Performing the gauge transformation (4.29), the solid angle changes as follows:

Ω(x;S) → Ω(x;S ′) = Ω(x;S)− 4π

∇
2∇ ·∇δ(x; V ) = Ω(x;S) − 4πδ(x; V ), (4.33)

so that the magnetic eld (4.31) is indeed invariant. Hence the description of the
magnetic eld as a gradient of eld Ω(x;S) combined with the gauge eld 4π (x;S)
is completely equivalent to the usual gauge eld description in terms of the vector
potential A(x). Both are gauge theories, but of a completely dierent type.

The gauge freedom (4.29) can be used to move the surface S into a standard
conguration. One possibility is to choose S in a way that the third component
of (x;S) vanishes. This is called the axial gauge. If (x;S) does not have this
property, we can always shift S by a volume V determined by the equation

δ(V ) = −
 z

−∞
dz′ δz(x

′;S), where x = (x, y, z′). (4.34)

Then the transformation (4.29) will produce a (x;S) in the axial gauge δ3(x;S) = 0.
A general dierential relation between δ-functions on volumes and surfaces re-

lated to (4.34) is

∇δ(x; V ) = − (x;S). (4.35)

There exists another possibility of dening a solid angle Ω(x;L) which is inde-
pendent of the shape of the surface S and depends only on the boundary line L of S.
This is done by analytic continuation of Ω(x;S) through the surface S. The contin-
uation removes the jump and produces a multivalued function Ω(x;L) ranging from
−∞ to ∞. At each point in space, there are innitely many Riemann sheets whose
branch line is L. The values of Ω(x;L) on the sheets dier by integer multiples of
4π. From this multivalued function, the magnetic eld (4.16) can be obtained as a
simple gradient:

B(x) =
I

4π
∇Ω(x;L). (4.36)

Ampère’s law (4.1) implies that the multivalued solid angle Ω(x;L) satises the
equation

(∂i∂j − ∂j∂i)Ω(x;L) = 4πǫijkδk(x;L). (4.37)

Thus, as a consequence of its multivaluedness, Ω(x;L) violates the Schwarz inte-
grability condition. This makes it an unusual mathematical object to deal with.
It is, however, perfectly suited to describe the magnetic eld of an electric current
along L.

Let us see explicitly how Eq. (4.37) is fullled by Ω(x;L). For simplicity, we
consider the two-dimensional situation where the loop corresponds to two points (in
which the loop intersects a plane). In addition, we move one point to innity, and
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place the other at the coordinate origin. The role of the solid angle Ω(x;L) is now
played by the azimuthal angle ϕ(x) of the point x with respect to the origin:

ϕ(x) = arctan
x2

x1
. (4.38)

The function arctan(x2/x1) is usually made unique by cutting the x-plane from the
origin along some line C to innity, preferably along a straight line to x = (−∞, 0),
and assuming ϕ(x) to jump from π to −π when crossing the cut, as shown in
Fig. 4.2a. The cut corresponds to the magnetic dipole surface S in the integral (4.17).
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Figure 4.2 Single- and multi-valued denitions of arctanϕ.

In contrast to this, we shall take ϕ(x) to be the multivalued analytic continuation
of this function. Then the derivative ∂i yields

∂iϕ(x) = −ǫij
xj

(x1)2 + (x2)2
. (4.39)

This is in contrast to the derivative ∂iϕ(x) of the single-valued denition of ∂iϕ(x)
which would contain an extra δ-function ǫijδj(x;C) across the cut C, corresponding
to the second term in (4.22). When integrating the curl of the derivative (4.39)
across the surface S of a small circle C around the origin, we obtain by Stokes’
theorem



S
d2x(∂i∂j − ∂j∂i)ϕ(x) =



C
dxi∂iϕ(x), (4.40)

which is equal to 2π for the multivalued denition of ϕ(x) shown in Fig. 4.2b and
the cover of this book. This result implies the violation of the integrability condition

(∂1∂2 − ∂2∂1)ϕ(x) = 2πδ(2)(x), (4.41)

whose three-dimensional generalization is Eq. (4.37). In the single-valued denition
of ϕ(x) with the jump by 2π across the cut C, the right-hand side of (4.40) would
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vanish, since the contribution from the jump would cancel the integral along c. Thus
the single-valued ϕ(x) would satisfy Eq. (4.41) with zero on the right-hand side, thus
being an integrable function.

On the basis of Eq. (4.41) we may construct a Green function for solving the
corresponding dierential equation with an arbitrary source, which is a superposition
of innitesimally thin line-like currents piercing the two-dimensional space at the
points xn:

j(x) =


n

Inδ
(2)(x− xn), (4.42)

where In are currents. We may then easily solve the dierential equation

(∂1∂2 − ∂2∂1)f(x) = j(x), (4.43)

with the help of the Green function

G(x,x′) =
1

2π
ϕ(x− x′) (4.44)

which satises

(∂1∂2 − ∂2∂1)G(x− x′) = δ(2)(x− x′). (4.45)

The solution of (4.43) is obviously

f(x) =


d2x′ G(x,x′)j(x). (4.46)

The gradient of f(x) yields the magnetic eld of an arbitrary set of line-like currents
vertical to the plane under consideration.

It is interesting to realize that the Green function (4.44) is the imaginary part
of the complex function (1/2π) log(z − z′) with z = x1 + ix2, whose real part
(1/2π) log |z − z′| is the Green function G∆(x − x′) of the two dimensional Pois-
son equation:

(∂2
1 + ∂2

2)G∆(x− x′) = δ(2)(x− x′). (4.47)

It is important to point out that the superposition of line-like currents cannot
be smeared out into a continuous distribution. The integral (4.46) yields the super-
position of multivalued functions

f(x) =
1

2π



n

In arctan
x2 − x2

n

x1 − x1
n

, (4.48)

which is properly dened only if one can clearly continue it analytically into all
Riemann sheets branching o from the endpoints of the cuts at xn. If we were to
replace the sum by an integral, this possibility would be lost. Thus it is, strictly
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speaking, impossible to represent arbitrary continuous magnetic elds as gradients
of superpositions of scalar potentials Ω(x;L). This, however, is not a severe dis-
advantage of this representation since arbitrary currents can be approximated by a
superposition of line-like currents with any desired accuracy. The same will be true
for the associated magnetic elds.

The arbitrariness of the shape of the jumping surface is the origin of a further in-
teresting gauge structure which has important physical consequences to be discussed
in Subsection 4.6.

4.3 Generating Magnetic Fields by Multivalued Gauge
Transformations

After this rst exercise in multivalued functions, we turn to another example in mag-
netism which will lead directly to our intended geometric application. We observed
before that the local gauge transformation (4.2) produces the same magnetic eld
B(x) = ∇×A(x) only as long as the function Λ(x) satises the Schwarz integrability
criterion (4.37):

(∂i∂j − ∂j∂i)Λ(x) = 0. (4.49)

Any function Λ(x) violating this condition is is a multivalued gauge function which
changes the magnetic eld by

∆Bk(x) = ǫkij(∂i∂j − ∂j∂i)Λ(x), (4.50)

thus being no proper gauge function. The gradient of Λ(x)

A(x) = ∇Λ(x) (4.51)

would be a nontrivial vector potential.
By analogy with the multivalued constraints in classical mechanics which violate

the integrability conditions of Schwarz as in (4.37), the function Λ(x) may also be
called nonholonomic gauge function.

Having just learned how to deal with multivalued functions we may change our
attitude towards gauge transformations and decide to generate all magnetic elds
approximately in a eld-free space by such improper gauge transformations Λ(x).
By choosing for instance

Λ(x) =
Φ

4π
Ω(x), (4.52)

we see from (4.37) that this generates a eld

Bk(x) = ǫkij(∂i∂j − ∂j∂i)Λ(x) = Φδk(x;L). (4.53)

This is a magnetic eld of total ux Φ inside an innitesimal tube. By a superpo-
sition of such innitesimally thin ux tubes analogous to (4.46) we can obviously
generate a discrete approximation to any desired magnetic eld in a eld-free space.
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4.4 Magnetic Monopoles

Multivalued elds have also been used to describe magnetic monopoles [4, 5, 6]. A
monopole charge density ρm(x) is the source of a magnetic eld B(x) as dened by
the equation

∇·B(x) = ρm(x). (4.54)

If B(x) is expressed in terms of a vector potential A(x) as B(x) = ∇× A(x),
equation (4.54) implies the noncommutativity of derivatives in front of the vector
potential A(x):

1

2
ǫijk(∂i∂j − ∂j∂i)Ak(x) = ρm(x). (4.55)

Thus A(x) must be multivalued.
In his famous theory of monopoles [7, 8, 9], Dirac made the eld single-valued by

attaching to the world line of the particle a jumping world surface, whose intersection
with a coordinate plane at a xed time forms the Dirac string . Inside the string,
the magnetic eld of the monopole is imported from innity. This world surface
can be made physically irrelevant by quantizing it appropriately with respect to the
charge. Its shape in space is just as irrelevant as that of the jumping surface S in
Fig. 4.1. The invariance under shape deformations constitute once more a second
gauge structure of the type mentioned earlier and discussed in Refs. [2, 4, 10, 11, 12].

Once we admit the use of multivalued elds, we may easily go one step further
and express also A(x) as a gradient of a scalar eld as in (4.51). Then the condition
becomes

ǫijk∂i∂j∂kΛ(x) = ρm(x). (4.56)

Let us explicitly construct the eld of a magnetic monopole of charge g at a
point x0, which satises (4.54) with ρm(x) = g δ(3)(x− x0). We set up an innitely
thin solenoid along an arbitrary line Lx0 to import the ux from some point at
innity to the point x0, where the ux emerges. This is the physical version of
Dirac string. The superscript x0 indicates that the line ends at x0. Inside the
solenoid, the magnetic eld is innite, and equal to

Binside(x;L
x0) = g (x;Lx0), (4.57)

where (x;Lx0) is a modication of (4.10) in which the integral runs along the line
Lx0 to x0:

(x;Lx0) =
 x0

dx′δ(3)(x− x′). (4.58)

The divergence of this function is concentrated at the endpoint x0 of the solenoid:

∇· (x;Lx0) = −δ(3)(x− x0). (4.59)
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Similarly we may dene a δ-function along a line Lx0
which starts at x0 and runs

to some point at innity:

(x;Lx0
) =



x0

dx′δ(3)(x− x′), (4.60)

which satises

∇· (x;Lx0
) = δ(3)(x− x0). (4.61)

Here the magnetic ux is exported from x0 to innity, corresponding to an anti-
monopole at x0.

As an example, take a Dirac string L0 which imports the ux along the z-axis
from positive innity to the origin. If ẑ denotes the unit vector along the z-axis,
then

(x;L0) = ẑ

 0

∞
dz′ δ(x)δ(y)δ(z − z′) = −ẑ δ(x)δ(y)Θ(z), (4.62)

so that ∇· (x;L0) = −δ(x)δ(y)δ(z) = −δ(3)(x). This agrees with (4.11) if we move
the initial point x1 to (0, 0,∞). If the ux is imported from negative innity to the
origin, the δ-function is

(x;L0) = ẑ

 0

−∞
dz′ δ(x)δ(y)δ(z − z′) = ẑ δ(x)δ(y)Θ(−z), (4.63)

which has the same divergence ∇· (x;L0) = −δ(3)(x).
By analogy with the curl relation (4.24) we observe a further gauge invariance.

If we deform the line Lx0 with xed endpoint x0, the δ-function (4.58) changes by
what we call a monopole gauge transformation:

(x;Lx0) → (x;L′x0) = (x;Lx0) +∇× (x;S), (4.64)

where S is the surface over which Lx0 has swept on its way to L′x0 . Under this
gauge transformation, the equation (4.59) is obviously invariant. The magnetic
eld (4.57) is therefore a monopole gauge eld , whose divergence gives the magnetic
charge density of a monopole in a gauge-invariant way.

Note that with respect to the previous gauge transformations (4.29) which shifted
the surface S, the gradient is exchanged by a curl, with a corresponding exchange of
the gauge-invariant quantities. In the previous case of the surface S, the invariant
was the boundary line L found from a curl in Eq. (4.24), here the invariant is the
starting point x0 of the boundary line Lx0 , found from the divergence in Eq. (4.59).

It is straightforward to construct the associated ordinary gauge eld A(x) of the
monopole. Consider rst the Lx0-dependent eld

A(x;Lx0) =
g

4π



d3x′ ∇
′× (x′;Lx0)

R′ = − g

4π



d3x′ (x′;Lx0)×
R′

R′3 . (4.65)
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The curl of the rst expression is

∇×A(x;Lx0) =
g

4π



d3x′ ∇
′× [∇′× (x′;Lx0)]

R′ , (4.66)

and consists of two terms

g

4π



d3x′ ∇
′[∇′ · (x′;Lx0)]

R′ − g

4π



d3x′ ∇
′2 (x′;Lx0)

R′ . (4.67)

After an integration by parts, and using (4.59), the rst term is Lx0-independent:

g

4π



d3x′δ(3)(x− x0)∇
′ 1

R′ =
g

4π

x− x0

|x− x0|3
. (4.68)

The second term becomes, after two integration by parts,

g (x;Lx0). (4.69)

The rst term is the desired magnetic eld of the monopole. Its divergence is
δ(3)(x − x0), which we wanted to achieve. The second term is the magnetic eld
inside the solenoid, the monopole gauge eld (4.57). The total divergence of the
eld (4.66) is, of course, equal to zero.

By analogy with (4.31) we now subtract the latter term and nd the Lx0-
independent magnetic eld of the monopole

B(x) = ∇×A(x;Lx0)− g (x;Lx0), (4.70)

which depends only on x0 and satises ∇·B(x) = g δ(3)(x− x0).

Let us calculate the vector potential explicitly for the monopole where the Dirac
string imports the ux along the z-axis from positive innity to the origin along L0.
Inserting (4.62) into the right-hand side of (4.65), we obtain

A(g)(x;L0)=
g

4π

 0

∞
dz′

ẑ× x


x2 + y2 + (z′ − z)2
3/2

=− g

4π

ẑ× x

R(R− z)
=

g

4π

(y,−x, 0)

R(R− z)
. (4.71)

For the alternative string (4.63) we obtain

A(g)(x;L0) =
g

4π

 0

−∞
dz′

ẑ× x


x2 + y2 + (z′ − z)2
3/2

=
g

4π

ẑ× x

R(R + z)
= − g

4π

(y,−x, 0)

R(R + z)
. (4.72)
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The vector potential has only azimuthal components. If we parametrize (x, y, z) in
terms of spherical coordinates as r(sin θ cosϕ, sin θ sinϕ, cos θ), these are

A(g)
ϕ (x;L0) =

g sin θ

4πR(1 + cos θ)
or A(g)

ϕ (x;L0) = − g sin θ

4πR(1− cos θ)
, (4.73)

respectively.
In general, the shape of the line Lx0 (or Lx0

) can be brought to a standard form,
which corresponds to xing a gauge of the gauge eld (x;Lx0) or (x;Lx0

). For
example, we may always choose Lx0 to run along the positive z-axis.

An interesting observation is the following: If the gauge function Λ(x) is con-
sidered as a nonholonomic displacement in some ctitious crystal dimension, then
the magnetic eld arising from a gauge transformation Λ(x) with noncommuting
derivatives along a line as in Eq. (4.53) gives a thin magnetic ux tube along the
line. This will turn out in Section (9.7) to be the analog of a translational de-
fect called dislocation line, corresponding to torsion in the geometry [see (14.3)].
A magnetic monopole, on the other hand, arises from noncommuting derivatives
(∂i∂j − ∂j∂i)∂kΛ(x) = 0 in Eq. (4.56). We shall see that it is the analog of a
rotational defect called disclination and corresponds in the crystal geometry to a
curvature concentrated at the point of the monopole [see Eq. (14.4)].

4.5 Minimal Magnetic Coupling of Particles from
Multivalued Gauge Transformations

Multivalued gauge transformations are the perfect tool to minimally couple electro-
magnetism to any type of matter. Consider for instance a free nonrelativistic point
particle with a Lagrangian

L =
M

2
ẋ2. (4.74)

The equations of motion are invariant under a gauge transformation

L → L′ = L +∇Λ(x) ẋ, (4.75)

since this changes the action A =
 tb
ta
dtL merely by a surface term:

A′ → A = A + Λ(xb)− Λ(xa). (4.76)

The invariance is absent if we take Λ(x) to be a multivalued gauge function. In this
case, a nontrivial vector potential A(x) = ∇Λ(x) (working in natural units with
e = 1) is created in the eld-free space, and the nonholonomically gauge-transformed
Lagrangian corresponding to (4.75),

L′ =
M

2
ẋ2 +A(x) ẋ, (4.77)
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describes correctly the dynamics of a free particle in an external magnetic eld.
The coupling derived by multivalued gauge transformations is automatically in-

variant under additional ordinary single-valued gauge transformations of the vector
potential

A(x) → A′(x) = A(x) +∇Λ(x), (4.78)

since these add to the Lagrangian (4.77) once more the same pure derivative term
which changes the action by an irrelevant surface term as in (4.76).

The same procedure leads in quantum mechanics to the minimal coupling of the
Schrödinger eld ψ(x). The action is A =



dtd3xL with a Lagrangian density (in
natural units with h̄ = 1)

L = ψ∗(x)


i∂t +
1

2M
∇

2


ψ(x). (4.79)

The physics described by a Schrödinger wave function ψ(x) is invariant under arbi-
trary local phase changes

ψ(x, t) → ψ′(x) = eiΛ(x)ψ(x, t), (4.80)

called local U(1) transformations. This implies that the Lagrangian density (4.79)
may equally well be replaced by the gauge-transformed one

L = ψ∗(x, t)


i∂t +
1

2M
D2



ψ(x, t), (4.81)

where −iD ≡ −i∇ −∇Λ(x) is the operator of physical momentum.
We may now go over to nonzero magnetic elds by admitting gauge transforma-

tions with multivalued Λ(x) whose gradient is a nontrivial vector potential A(x) as
in (4.51). Then −iD turns into the covariant momentum operator

P̂ = −iD = −i∇−A(x), (4.82)

and the Lagrangian density (4.81) describes correctly the magnetic coupling in quan-
tum mechanics.

As in the classical case, the coupling derived by multivalued gauge transforma-
tions is automatically invariant under ordinary single-valued gauge transformations
under which the vector potential A(x) changes as in (4.78), whereas the Schrödinger
wave function undergoes a local U(1)-transformation (4.80). This invariance is a di-
rect consequence of the simple transformation behavior of Dψ(x, t) under gauge
transformations (4.78) and (4.80) which is

Dψ(x, t) → Dψ′(x, t) = eiΛ(x)Dψ(x, t). (4.83)

Thus Dψ(x, t) transforms just like ψ(x, t) itself, and for this reason, D is called
covariant derivative. The generation of magnetic elds by a multivalued gauge
transformation is the simplest example for the power of the nonholonomic mapping
principle.

After this discussion it is quite suggestive to introduce the same mathematics
into dierential geometry, where the role of gauge transformations is played by
reparametrizations of the space coordinates.
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4.6 Equivalence of Multivalued Scalar and
Singlevalued Vector Fields

In the previous sections we have given examples for the use of multivalued elds in
describing magnetic phenomena. The multivalued gauge transformations by which
we created line-like nonzero eld congurations were shown to be the natural ori-
gin of the minimal couplings to the classical actions as well as to the Schrödinger
equation. It is interesting to establish the complete equivalence of the multivalued
scalar theory with the usual vector potential theory of magnetism. This is done
by a proper treatment of the degrees of freedom of the jumping surfaces S. For
this purpose we set up an action formalism for calculating the magnetic energy of a
current loop in the gradient representation of the magnetic eld. In Euclidean eld
theory, the action is provided by the eld energy

H =
1

2



d3xB2(x). (4.84)

Inserting the gradient representation (4.36) of the magnetic eld, we can write this
as

H =
I2

2(4π)2



d3x [∇Ω(x)]2. (4.85)

This holds for the multivalued solid angle Ω(x) which is independent of S. In
order to perform eld theoretic calculations, we must go over to the single-valued
representation (4.31) of the magnetic eld for which the energy is

H =
I2

2(4π)2



d3x [∇Ω(x;S) + 4π (x;S)]2. (4.86)

The δ-function removes the unphysical eld energy on the articial magnetic dipole
layer on S.

The Hamiltonian is extremized by the scalar eld (4.25). Moreover, due to
innite eld strength on the surface, all eld congurations Ω(x;S ′) with a jumping
surface S ′ dierent from S will have an innite energy. Thus we may omit the
argument S in Ω(x;S) and admit an arbitrary eld Ω(x) to the Hamiltonian (4.86).
Only the eld (4.25) will give a nite contribution.

Let us calculate the magnetic eld energy of the current loop from the energy
(4.86). For this we rewrite the energy (4.86) in terms of an independent auxiliary
vector eld B(x) as

H =


d3x


−1

2
B2(x) +

I

4π
B(x) · [∇Ω(x) + 4π (x;S)]



. (4.87)

A partial integration brings the second term to



d3x
1

4π
∇·B(x)Ω(x).
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Extremizing this in Ω(x) yields the equation

∇·B(x) = 0, (4.88)

implying that the eld lines of B(x) form closed loops. This equation may be en-
forced identically (as a Bianchi identity) by expressing B(x) as a curl of an auxiliary
vector potential A(x), setting

B(x) ≡ ∇×A(x). (4.89)

This ansatz brings the energy (4.87) to the form

H =


d3x


−1

2
[∇×A(x)]2 − I [∇×A(x)] · (x;S)



. (4.90)

A partial integration of the second term leads to

H =


d3x


−1

2
[∇×A(x)]2 − I A(x) · [∇× (x;S)]



. (4.91)

The factor of A(x) in the linear term is identied as an auxiliary current

j(x) ≡ I ∇× (x;S) = I (x;L). (4.92)

In the last step we have used Stokes’ law (4.24). According to Eq. (4.9), this current
is conserved for loops L.

The representation (4.91) of the energy is called the dually transformed version
of the original energy (4.86).

By extremizing the energy (4.90), we obtain Ampère’s law (4.1). Thus the aux-
iliary quantities B(x), A(x), and j(x) coincide with the usual magnetic quantities
of the same name. If we insert the explicit solution (4.5) of Ampère’s law into
the energy, we obtain the Biot-Savart or Ampère energy for an arbitrary current
distribution

H =
1

8π



d3x d3x′ j(x)
1

|x− x′|
j(x′). (4.93)

Inserting here two current laments running parallel in thin wires, the energy (4.93)
decreases with increasing distance, suggesting for a moment that the force between
them is repulsive. The experimental force, however, is attractive. The sign change is
due to the fact that when increasing the distance of the wires we must perform work
against the inductive forces in order to maintain the constant currents. This work
is not calculated above. It turns out to be exactly twice the energy gain implied by
(4.93).

The energy responsible for discussing the forces of given external current distri-
butions is the free magnetic energy

F =
1

2



d3x (∇×A)2(x) −


d3x j(x) ·A(x). (4.94)
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Extremizing this in A(x) yields the vector potential (4.5), and reinserting this po-
tential into (4.94) we nd that the free Biot-Savart energy is, indeed, the opposite
of (4.93):

F |ext = − 1

8π



d3x d3x′ j(x)
1

|x− x′|
j(x′). (4.95)

As a consequence, parallel wires with xed currents attract rather than repel each
other.

Note that the energy (4.90) is invariant under two mutually dual gauge transfor-
mations: the usual magnetic one in (4.2), by which the vector potential receives a
gradient of an arbitrary scalar eld, and the gauge transformation (4.29), by which
the irrelevant surface S is moved to another conguration S ′.

Thus we have proved the complete equivalence of the gradient representation of
the magnetic eld to the usual gauge eld representation. In the gradient repre-
sentation, there exists a new type of gauge invariance which expresses the physical
irrelevance of the jumping surface appearing when using single-valued solid angles.

The energy (4.91) describes magnetism in terms of a double gauge theory [13],
in which both the gauge of A(x) and the shape of S can be changed arbitrarily.
By setting up a grand-canonical partition function of many uctuating surfaces it is
possible to describe a large family of phase transitions mediated by the proliferation
of line-like defects. Examples are vortex lines in the superuid-normal transition in
helium, to be discussed in the next chapter, and dislocation and disclination lines
in the melting transition of crystals, to be discussed later [2, 4, 10, 11, 12].

4.7 Multivalued Field Theory of Magnetic Monopoles
and Electric Currents

Let us now go through the analogous discussion for a gas of monopoles at xn with
strings Lxn importing their uxes from innity, and electric currents along closed
Ln′ . The free energy of xed currents is given by the energy of the magnetic eld
(4.70) coupled to the currents as in the action Eq. (4.94):

F =


d3x







1

2



∇×A− g


n

(x;Lxn)

2

− IA(x) ·


n′

(x, Ln′)







. (4.96)

Extremizing this in A(x) we obtain

A(x) = − 1

∇
2



g


n

∇× (x;Lxn) + I


n′

(x, Ln′)



. (4.97)

Reinserting this A(x) into (4.96) yields three terms. First, there is an interaction
between the current lines

HII=−I2

2



d3x


n,n′

(x;Ln)
1

−∇
2 (x;Ln′)=−I2

2



n,n′



Ln

dxn



Ln′

dxn′

1

|xn − xn′ |
,(4.98)
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which corresponds to (4.95). Second, there is an interaction between monopole
strings

g2

2



d3x











n

(x;Lxn)

2

+





n

∇× (x;Lxn)



1

∇
2





n

∇× (x;Lxn)









,(4.99)

which can be brought to the form

Hgg =
g2

2



d3x





n

∇ · (x;Lxn)

2

=
g2

2



d3x





n

δ(x− xn)

2

=
g2

8π



n,n′

1

|xn − xn′ |
. (4.100)

Finally, there is an interaction between the monopoles and the currents

HgI = −gI


d3x


n,n′

∇× (x;Lxn)
1

∇
2 (x;Ln′). (4.101)

An integration by parts brings this to the form

HgI = −gI


d3x


n,n′

(x;Lxn)
1

∇
2∇× (x;Ln′)

= −gI


d3x


n,n′

(x;Lxn)
1

∇
2∇× [∇× (x;Sn′)] , (4.102)

which is equal to

HgI = H ′
gI +∆HgI , (4.103)

with

H ′
gI = −gI



d3x


n,n′

(x;Lxn)∇
1

∇
2 [∇ · (x;Sn′)] , (4.104)

and

∆HgI = gI


d3x


n,n′

(x;Lxn) (x;Sn′). (4.105)

Each integral in the sum yields an integer number which counts how often the lines
Ln pierce the surface Sn′, so that

∆HgI = gIk, k = integer. (4.106)

Recalling (4.32), the interaction (4.104) can be rewritten as

HgI = −gI

4π



d3x


n,n′

(x;Lxn)∇Ω(x;Sn′). (4.107)
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An integration by parts and the relation (4.59) brings this to the form

HgI =
gI

4π



n,n′

Ω(xn;Sn′). (4.108)

It is proportional to the sum of the solid angles Ω(xn;Sn′) under which the current
loops Ln′ are seen from the monopoles at xn. The result does not depend on the
surfaces Sn, but only on the boundary lines Ln along which the currents ow.

The total interaction is obviously invariant under shape deformations of S, except
for the term (4.106). This term, however, is physically irrelevant provided we subject
the charges Q in the currents to the quantization rule

Qg = 2πk, k = integer. (4.109)

This rule was rst found by Dirac [7] and will be rederived and in Section 8.2.
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Actions lie louder than words.

Aristotle (384–322BC)

5

Multivalued Fields in Superuids and
Superconductors

Multivalued elds play an important role in understanding a great variety of phase
transitions. In this chapter we shall discuss two simple but important examples.

5.1 Superuid Transition

The simplest phase transitions which can be explained by multivalued eld theory
is the so-called λ-transition of superuid helium. The name indicates the shape of
the peak in the specic heat observed at a critical temperature Tc ≈ 2.18K shown
in Fig. 5.1.

Figure 5.1 Specic heat of superuid 4He. For very small T , it shows the typical power

behavior ∝ T 3 characteristic for massless excitations in three dimensions in the Debye

theory of specic heat. Here these excitations are phonons of the second sound. The peak

is caused by the proliferation of vortex loops at the superuid-normal transition.

For temperatures T below Tc, the uid shows no friction [1] and possesses only
massless excitations. These are the quanta of the second sound , called phonons.

132



5.1 Superuid Transition 133

They cause the typical temperature behavior of the specic heat which in D dimen-
sions starts out like

C ∼ TD. (5.1)

This was rst explained in 1912 by Debye in his theory of specic heat [2], in which
he generalized Planck’s theory of black-body radiation to solid bodies.

As the temperature rises, another type of excitations appears in the superuid.
These are the famous rotons whose existence was deduced in 1947 by Landau from
the thermodynamic properties of the superuid [3, 4]. Rotons are the excitations
of wavenumber near 2/rA where the phonon dispersion curve has a minimum. The
full shape of this curve can be measured by neutron scattering and is displayed in
Fig. 5.2.

Figure 5.2 Energies of the elementary excitations in superuid 4He measured by neutron

scattering showing the roton minimum near k ≈ 2/rA (data are taken from Ref. [5]).

As long as T stays suciently far below Tc, the thermodynamic properties of the
superuid are dominated by phonons and rotons. If the temperature approaches
Tc, the rotons join side by side and form large surfaces, as shown in Fig. 5.3. The
adjacent boundaries of the rotons cancel each other, so that the memory of the
surfaces is lost, their shape becomes irrelevant, and only the boundaries of the
surfaces are physical objects, observable as vortex loops . At Tc, the vortex loops
become innitely long and proliferate. The large activation energies for creating

Figure 5.3 Near Tc, more and more rotons join side by side to form surfaces whose

boundary appears as a large vortex loop. The adjacent roton boundaries cancel each

other.
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single rotons are overcome by the high congurational entropy of the long vortex
loops.

The inside of a vortex line consists of normal uid since the large rotation velocity
destroys superuidity. For this reason, the proliferation of vortex loops lls the
system with normal uid, and the uid looses its superuid properties. The existence
of such a mechanism for a phase transition was realized more than fty years ago
by Onsager in 1949 [6]. It was re-emphasized by Feynman in 1955 [7], and turned
into a proper disorder eld theory in the 1980’s by the author [8]. The same idea
was advanced in 1952 by Shockley [9] who proposed a proliferation of defect lines in
solids to be responsible for the melting transition. His work instigated the author
to develop a detailed theory of melting in textbook [10].

The disorder eld theory of superuids and superconductors will be derived in
Subsection 5.1.10, the melting theory in Chapter 10.

5.1.1 Conguration Entropy

There exists a simple estimate for the temperature of a phase transition based on
the proliferation of line-like excitations. A long line of length l with an energy per
length ǫ is suppressed strongly by a Boltzmann factor e−ǫl/T . This suppression is,
however, counteracted by congurational entropy. Suppose the line can bend easily
on a length scale ξ which is of the order of the coherence length of the system. Hence
it can occur in approximately (2D)l/ξ possible congurations, where D is the space
dimension [11]. A rough approximation to the partition function of a single loop of
arbitrary length is given by the integral

Z1 ≈
 dl

l
(2D)l/ξe−ǫl/T . (5.2)

The factor 1/l in the integrand accounts for the cyclic invariance of the loop. By
exponentiating this one-loop expression we obtain the partition function of a grand-
canonical ensemble of loops of arbitrary length l, whose free energy is therefore
F = −Z1/β.

The integral (5.2) converges only below a critical temperature

T < Tc = ǫξ/ log(2D). (5.3)

Above Tc, the integral diverges and the ensemble undergoes a phase transition in
which the loops proliferate and become innitely long. This process will be called
condensation of loops. A Monte-Carlo simulation of this process is shown in Fig. 5.4.

From Eq. (5.3) we can immediately deduce a relation between the critical tem-
perature and the roton energy in superuids. The size of a roton will be roughly
πξ. Its energy is therefore Eroton ≈ πξǫ. Inserting this into Eq. (5.3) we estimate
the critical temperature of a line ensemble as

Tc = clinesErot. (5.4)
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Figure 5.4 Vortex loops in XY-model with periodic boundary condition for dierent

values of β = 1/kBT . Close to Tc ≡ 3, the loops proliferate, with some becoming innitely

long (from Ref. [13]). The plots show the views of left and right eye. To perceive the loops

three-dimensionally, place a sheet of paper vertically between the pictures and point the

eyes parallel until you see only one picture.

It is proportional to the roton energy with a proportionality constant in D = 3
dimensions

clines ≈ 1/π log 6 ≈ 1/5.6. (5.5)

This prediction was recently veried experimentally [12].

5.1.2 Origin of Massless Excitations

The massless excitations in superuid helium are a consequence of spontaneous
breakdown of a continuous symmetry of the Hamiltonian. Such massless excitations
are called Nambu-Goldstone modes . These arise as follows. Superuid 4He is de-
scribed by a complex order eld φ(x) which is the wave function of the condensate.
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Near the transition and for smooth spatial variations, the energy density is given by
the Hamiltonian of Landau, Ginzburg, and Pitaevskii [14],

H [φ] =
1

2



d3x



|∇φ|2 + τ |φ|2 +
λ

2
|φ|4



. (5.6)

The parameter τ is proportional to the relative temperature distance from the critical
temperature

τ ≡ 1

ξ20



T

Tc

− 1


. (5.7)

The parameter ξ0 is a length parameter determining the coherence length below in
Eq. (5.14). Below the critical temperature where τ < 0, the ground state lies at

φ(x) = φ0 =



−τ

λ
eiα. (5.8)

This eld value is called the order parameter of the superuid.
The ground state is not unique but innitely degenerate. Only its absolute value

of |φ0| is xed, the phase α is arbitrary. For this reason, the entropy does not
go to zero at zero temperature. The degeneracy in α is due to the fact that the
Hamiltonian density (5.6) is invariant under constant U(1) phase transformations

φ(x) → eiαφ(x). (5.9)

The Nambu-Goldstone theorem states that such a degenerate ground state pos-
sesses massless excitations, unless there is another massless excitation which prevents
this by mixing with the Goldstone excitation. In the eld theory with Hamiltonian
(5.6), the appearance of massless excitations is easily understood by decomposing
the order eld φ(x) into size and phase variables,

φ(x) = ρ(x)eiθ(x), (5.10)

and rewriting (5.6) as

H [ρ, θ] =
1

2



d3x



(∇ρ)2 + ρ2 (∇θ)2 +τρ2 +
λ

2
ρ4


. (5.11)

If τ is negative, the size of the order eld uctuations stay close to the minimum
(5.8) where

ρ0 =


−τ/λ. (5.12)

By expanding the Hamiltonian (5.11) in powers of the uctuations δρ ≡ ρ− ρ0,
we nd that the ρ-uctuations have a quadratic energy

Hδρ =
1

2



d3x


(∇δρ)2 − 2τ(δρ)2


, (5.13)
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implying that these have a nite coherence length

ξ =
1√
−2τ

=
ξ0



2(1− T/Tc)
. (5.14)

Ignoring the uctuations, the Hamiltonian (5.6) can be approximated by its
so-called hydrodynamic limit , also called London limit (more in Section 7.2):

Hhy[θ] =
ρ20
2



d3x (∇θ)2 . (5.15)

We have omitted a constant condensation energy

Ec = −


d3x
τ 2

4λ
. (5.16)

The Hamiltonian density (5.15) shows that the energy of a plane-wave excitation
θ(x) ∝ eikx of the phase grows with the square of the wave vector k, and goes to zero
for k → 0. These are the massless Nambu-Goldstone modes of the spontaneously
broken U(1)-symmetry. By rewriting (5.15) as

Hhy[θ] =
ρsh̄

2

2M



d3x (∇θ)2 , (5.17)

we obtain the usual hydrodynamic kinetic energy, and identify

ρs = Mρ20/h̄
2 (5.18)

as the superuid density , and

v(x) ≡ h̄

M
∇θ(x) (5.19)

as the superuid velocity .
This expression is found by inserting the eld decomposition (5.10) on the current

density of the Hamiltonian (5.6) [compare (2.64)]:

j(x) =
1

2h̄i
φ∗(x)

↔
∇ φ(x), (5.20)

and going to the London limit, where

j(x) = ρ20∇θ(x). (5.21)

Apart from the constant eld φ(x) = φ0, there exist nontrivial eld congurations
which extremize the Hamiltonian (5.6). They represent vortex lines which play a
crucial role for many phenomena encountered in superuid helium. Some relevant
properties of these lines are discussed in Appendix 5A. Here we only note that at
the center of each line, the size ρ(x) of order eld vanishes. The question arises as to
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what happens to these solutions in the hydrodynamic limit where ρ(x) is constant
everywhere?

The phase transition at τ = 0 in (5.11) cannot be identied with the famous λ-
transition observed in superuid helium at 2.18K. Indeed, the universality class of
the transition in (5.11) is the same as in the famous Ising model . This has dierent
critical exponents than those observed in the λ-transition. For instance, the critical
exponent α ≡ 2−Dν of the singularity of the specic heat C ∝ |1−T/Tc|

−α derivable
from (5.11) would be α ≈ 0.112 [15]. The transition described by the complex eld
theory with the original Hamiltonian (5.6), on the other hand, can be calculated to
be α ≈ −0.0129 [16, 15], which agrees perfectly with the experimental result for the
λ-transition α ≈ −0.0127 measured in a microgravity laboratory orbiting around
the earth [17]. Such an eort is necessary to minimize pressure dierences within the
sample which would smear out the transition temperature by several microkelvins.
In the satellite, the temperature resolution is of the order of a few nanokelvins.

The culprit for this discrepancy is the illegal application of the Leibnitz rule
in (5.22). In going from (5.6) to (5.11) we have made an important error which
for the discussion of the Nambu-Goldstone mechanism was irrelevant but becomes
important for the understanding of the λ-transition. We have used the chain rule of
dierentiation to express

∇φ(x) = {i[∇θ(x)]ρ +∇ρ(x)}eiθ(x). (5.22)

However, this rule cannot be applied here. Since θ(x) is the phase of the complex
order eld φ(x), it is a multivalued eld . At every point x it is possible to add an
arbitrary integer-multiple of 2π without changing eiθ(x).

The correct chain rule is [18]

∇φ(x) = {i [∇θ(x)− 2π (x;S)] ρ(x) +∇ρ(x)} eiθ(x) (5.23)

where (x;S) is the δ-function on the surface S across which θ(x) jumps by 2π
[recall the denition Eq. (4.23)]. This brings the gradient term in the Hamiltonian
(5.6) to the form

|∇φ(x)|2 = [∇ρ(x)]2 + ρ2 [∇θ(x)− v(x)]2 , (5.24)

where we have introduced the eld

v(x) ≡ 2π (x, S). (5.25)

The correct version of the Hamiltonian (5.11) reads therefore

H [ρ, θ] =
1

2



d3x



(∇ρ)2 + ρ2 (∇θ − v)2 +τρ2 +
λ

2
ρ4


. (5.26)

The London limit of this Hamiltonian is now

Hhy
v [θ] =

ρ2

2



d3x (∇θ − v)2 , (5.27)
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and the correct form of the superuid velocity (5.19) is

v(x) ≡ ∇θ(x) − v(x), (5.28)

if we use natural units with ρs/M = 1. This Hamiltonian describes now all impor-
tant excitations of the superuid, phonons and rotons.

An important property of the superuid velocity (5.28), the Hamiltonian (5.26),
and its London limit (5.27) is its invariance under the so-called vortex gauge trans-
formations . These are deformations of the surface S → S ′ accompanied by a change
in the eld θ(x):

v(x) → v(x) +∇Λ
v
δ(x), θ(x) → θ(x) + Λ

v
δ(x), (5.29)

where Λv
δ(x) is the gauge functions

Λ
v
δ(x) = 2πδ(x; V ). (5.30)

Thus we encounter again the gauge transformations (4.29) and (4.33) of the gradient
representation of magnetic elds (4.31). The eld v(x) is the vortex gauge eld of
the superuid.

In the sequel we shall see that all essential physical properties of the full complex
eld theory with Hamiltonian (5.6) can be found in the theory of the multivalued
eld θ(x) with the hydrodynamic vortex gauge-invariant Hamiltonian (5.27).

5.1.3 Vortex Density

As in the magnetic discussion in Section 4.2, the physical content of the vortex gauge
eld v(x) appears when forming its curl. By Stokes’ theorem (4.24) we nd the
vortex density

∇× v(x) ≡ jv(x) = 2π (x;L). (5.31)

As a consequence of Eq. (4.9), the vortex density satises the conservation law

∇ · jv(x) = 0, (5.32)

implying that vortex lines are closed.
The conservation law is a trivial consequence of jv being the curl of v. It is

therefore a Bianchi identity associated with the vortex gauge eld structure.
The expression (5.27) is in general not the complete energy of a vortex cong-

uration. It is possible to add a gradient energy in the vortex gauge eld, which
introduces an extra core energy to the vortex line. The extended Hamiltonian of
the hydrodynamic limit of the Ginzburg-Landau Hamiltonian containing phonons
and vortex lines with an extra core energy reads

Hhy
vc =



d3x



ρ20
2
(∇θ − v)2 +

ǫc

2
(∇× v)2



. (5.33)
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The extra core energy does not destroy the invariance under vortex gauge transfor-
mations (5.29).

The core energy term is proportional to the square of a δ-function which is highly
singular. The singularity is a consequence of the hydrodynamic limit in which the
eld ρ(x) in (5.11) is completely frozen at the minimum of (5.26). Moreover, the
coherence length of the ρ-eld is zero, which is the origin of the above δ-functions.
With this in mind we may regularize the δ-functions in the core energy physically
by smearing them out over the actual small coherence length ξ of the superuid,
which is of the order of a few rA. Whatever the size of ξ, the regularized last term
yields an energy proportional to the total length of the vortex lines.

5.1.4 Partition Function

The partition function of the Nambu-Goldstone modes and all uctuating vortex
lines may be written as a functional integral

Zhy
vc =



{S}

 π

−π
Dθ e−βHhy

vc , (5.34)

where β is the inverse temperature β ≡ 1/T in natural units where the Boltzmann
constant kB is equal to unity. The measure

 π
−π Dθ is dened by discretizing space to

a ne-grained simple cubic lattice of spacing a and integrating θ(x) at each lattice
point x over all θ(x) ∈ (−π, π). The sum over all surface congurations



{S} is
dened on the lattice by setting at each lattice point x

θvi (x;S) ≡ 2πni(x), (5.35)

where ni(x) is an integer-valued version of the vortex gauge eld θvi (x;S), and by
summing over all integer numbers ni(x):



{S}

≡


{ni(x)}

. (5.36)

The partition function (5.34) is the continuum limit of the lattice partition function

ZV =


{ni(x)}





x

 π

−π
dθ(x)



e−βHV , (5.37)

where HV is the lattice version of the Hamiltonian (5.33):

HV =
1

2



x

[a∇θ(x)− 2πn(x)]2 +
1

2
ǫca

2[∇× n(x)]2, (5.38)

and

β = ρ20a. (5.39)
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Here the symbol ∇ denotes the lattice derivative whose components ∇i act on an
arbitrary function f(x) as

∇if(x) ≡ a−1[f(x+ aei)− f(x)], (5.40)

where ei are the unit vectors to the nearest neighbors in the plane, and a is the
lattice spacing. There exists also a conjugate lattice derivative

∇if(x) ≡ a−1[f(x)− f(x− aei)]. (5.41)

It arises naturally in the lattice version of partial integration


x

f(x)∇ig(x) = −


x

[∇if(x)]g(x), (5.42)

which holds for functions f(x), g(x) vanishing on the surface of the system, or
satisfying periodic boundary conditions. This will always be assumed in the
remainder of this discussion. In Fourier space, the eigenvalues of ∇i, ∇i are
Ki = (eikia− 1)/a, K i = (1− e−ikia)/a, respectively, where ki are the wave numbers
in the i-direction.

The lattice version of the Laplace operator is the lattice Laplacian ∇∇. Its
eigenvalues in D dimensions are [19]

KK =
2

a2

D


i=1

(1− cos kia), (5.43)

where ki ∈ (−π/a, π/a) are the wave numbers in the Brillouin zone of the lattice
[19]. In the continuum limit a → 0, both lattice derivatives reduce to the ordinary
derivative ∂i, and KK goes over into k2. In the Hamiltonian (5.38), the lattice
spacing a has been set equal to unity, for simplicity.

In the partition function (5.37), the integer-valued vortex gauge elds ni(x) are
summed without restriction. Alternatively, we may x a gauge of ni(x) by some
functional Φ[n], and obtain [8]:

ZV =


{ni(x)}

Φ[n]





x

 ∞

−∞
dθ(x)



e−βHV . (5.44)

On the lattice we can always enforce the axial gauge [20]:

n3(x) = 0. (5.45)

Note that in contrast to continuum gauge elds it is impossible to choose the Lorentz
gauge ∇ · n(x) = 0.

By analogy with the lattice formulation, we x the gauge in the continuum
partition function (5.34) with the energy (5.27) or (5.33), by inserting a gauge-xing
functional Φ[ v]. The axial gauge is xed by the δ-functional

Φ[ v] = δ[θv3 ]. (5.46)
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Note that due to the presence of the sum over all vortex gauge elds v, the
partition function (5.34) describes superuid 4He not only near zero temperature,
where the Nambu-Goldstone modes are dominant, but also at all not too large
temperatures. In particular, the most interesting temperature regime around the
superuid phase transition is included.

The vortex gauge eld extends the partition function of uctuating Nambu-
Goldstone modes in the same way as the size of the order eld ψ does in a Landau
description of the phase transition. In fact, it is easy to show that near the transition,
the partition function (5.34) can be transformed into a |ψ|4-theory of the Landau
type [8].

In the lattice formulation (5.44), the gauge freedom has been absorbed into the
θ(x)-eld which now runs, for each x, from θ = −∞ to ∞ rather than from −π to
π in (5.37). This has the advantage that the integrals over all θ(x) can be done,
yielding

ZV = Det1/2[−∇∇
−1]



{ni(x)}

Φ[n]e−βH′

V , (5.47)

up to an irrelevant constant factor, where

βH ′
V =



x



4π2

2



n2(x)− [∇ · n(x)]
1

−∇∇
[∇ · n(x)]



+
1

2
ǫc[a∇× n(x)]2



. (5.48)

In calculating partition functions we shall always ignore trivial overall factors. If we
introduce lattice curls of the integer-valued jump elds (5.35):

l(x) ≡ a∇× n(x), (5.49)

we can rewrite the Hamiltonian (5.48) as

βH ′
V =



x



4π2

2
l(x)

1

−∇∇
l(x) +

ǫc

2
l2(x)



. (5.50)

Being lattice curls, the elds l(x) satisfy ∇ · l(x) = 0. They are, of course, integer-
valued versions of the vortex density jv(x)/2π dened in Eq. (5.31). The energy
(5.50) is the interaction energy between the vortex loops.

The inverse lattice Laplacian −∇∇
−1 in (5.47) and (5.50) is the lattice version

of the inverse Laplacian −∇
−2. Its local matrix elements x2|−∇

−2|x1 yield the
Coulomb potential of the coordinate dierence x = x2 − x1:

V0(x) ≡


d3k

(2π)3
eikx

k2
=

1

4πr
, r ≡ |x|. (5.51)

The corresponding matrix elements on the lattice x2|−∇∇
−1|x1 are given by

v0(x) =


BZ

d3k

(2π)3
eikx

KK
=

1

a



3


i=1

 π

−π

d3(aki)

(2π)3



eiΣ
3
i=1kixi

2
3

i=1(1− cos aki)
, (5.52)
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where the subscript BZ of the momentum integral indicates the restriction to the
Brillouin zone.

The lattice Coulomb potential (5.52) is the zero-mass limit of the lattice Yukawa
potential

vm(x) =
1

a



3


i=1

 π

−π

d3(aki)e
ikixi

(2π)3



1

2
3

i=1(1− cos aki) +m2a2
, (5.53)

whose continuum limit is the ordinary Yukawa potential

Vm(r) ≡


d3k

(2π)3
eikx

1

k2 +m2
=

e−mr

4πr
, r ≡ |x|. (5.54)

In terms of the lattice Coulomb potential, we can write the partition function
(5.47) for zero extra core energy as

ZV = Det1/2[v̂0]


l,∇·l=0

e−(4π2βa/2)Σ
x,x′ l(x)v0(x−x′) l(x′), (5.55)

where v̂0 abbreviates the operator −∇∇
−1.

The momentum integrals over the dierent lattice directions can be done sep-
arately by applying the Schwinger trick to express the denominator as an integral
over an exponential

1

a
=

 ∞

0
ds e−sa, (5.56)

so that

eiΣ
3
i=1

kixi

2
3

i=1(1− cos aki) +m2a2
=

 ∞

0
ds e−s(6+m2a2)

3


i=1

ei(kia)(xi/a)+s cos kia. (5.57)

The ratios xi/a are integer numbers, so that we may use the integral representation
of the modied Bessel functions of the rst kind

In(z) =
1

2π

 π

−π
dθ eiθz+z cos θ, n = integer, (5.58)

we nd

vm(x) =
1

a

 ∞

0
ds e−(6+m2a2)sIx1/a(2s)Ix2/a(2s)Ix3/a(2s). (5.59)

In contrast to the continuum version (5.54), the lattice potential vm(x) is nite at
the origin. The values of vm(0) as a function of m2a2 are plotted in Fig. 5.5. The
Coulomb potential has the value v0(0) ≈ 0.2527/a [21].

The functional determinant of the lattice Laplacian appearing in (5.47) and
(5.55) as a prefactor can be calculated easily from the Yukawa potential (5.59) for
m = 0. We simply use the relation

Det−1/2(−∇∇+m2)=Det1/2(v̂m)=e−
1
2
Tr log(−∇∇+m2)=e−

a3

2
Σxx| log(−∇∇+m2)|x, (5.60)
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Figure 5.5 Lattice Yukawa potential at the origin and the associated Tracelog. The plot

shows the subtracted expression Tr log(−∇∇ +m2)/N , where N is the number of sites

on the lattice.

and calculate

Tr log(−∇∇ +m2) = a3x|


dm2


x

(−∇∇ +m2)−1|x

=Na3


dm2 0|(−∇∇ +m2)−1|0 = Na3


dm2 vm(0), (5.61)

where N is the number of lattice sites. We have omitted a constant of integration
which is xed by the leading small-m-behavior in D-dimensions

Tr log(−∇∇ +m2) ≈
small m



dDk

(2π)D
log(k2 +m2) ≈

small m
−Γ(−D/2)

(4π)D/2
mD, (5.62)

vm(0) ≈
small m

 dDk

(2π)D
1

k2 +m2
≈

small m

Γ(1−D/2)mD−2

(4π)D/2
. (5.63)

Performing the integral over m2 in (5.59), we obtain

a3


dm2 vm(0) = −
 ∞

0

ds

s
e−(6+m2a2)sI20 (2s). (5.64)

The divergence at s = 0 can be removed by subtracting a similar integral represen-
tation

a2


dm2 (6 +m2a2)−1 = −
 ∞

0

ds

s
e−(6+m2a2)s. (5.65)

This leads to the nite result

1

N
Tr log(−∇∇ +m2)− log(6/a2 +m2) = −

 ∞

0

ds

s
e−(6+m2a2)s



I30 (2s)− 1


. (5.66)

The m2-behavior of this expression is displayed in Fig. 5.5.
The lattice expression (5.55) makes it easy to perform a graphical expansion of

the partition function. It becomes a sum of terms associated with longer and longer
loops, each term carrying a Boltzmann factor e−βconst/2. This expansion converges
fast for low temperatures. As the temperature is raised, uctuations create more
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and longer loops. If there is no extra core energy ǫc, the loops become innitely
long and dense at a critical value Tc = 1/βc ≈ 1/0.33 ≈ 3, where the sum in (5.47)
diverges since the congurational entropy of long lines overwhelms the Boltzmann
suppression factor in a similar way as in the simple model integral (5.2). At that
point the system is lled with vortex loops. Since the inside of each vortex loop
consists of normal uid, this condensation of vortex loops makes the entire uid
normal. In Fig. 5.4 this condensation process is visualized. The associated specic
heat is plotted in Fig. 5.6.

We now understand why the mean-eld phase transition transition in the Hamil-
tonian (5.11) has nothing to do with the λ-transition oberved in the Hamiltonian
(5.6), or its properly rewritten form (5.26) rather than (5.11). When heating the
superuid, the vortex proliferation caused by the uctuations of the vortex gauge
eld in the second term of (5.26) sets in before ρ0 vanishes, at ρ20a = β ≈ 1/3. In-
serting ρ20 = −τ/g from (5.12) and a = ξ =

√
−2τ from (5.14), this implies that the

critics value of τ is negative, i.e., the cortex proliferation occurs before the Ising-line
transition at

−τc ≈ (g/3
√
2)2/3. (5.67)

Without the extra core energy, ZV denes the famous Villain model [22], a
discrete Gaussian approximation to the so-called XY-model whose Hamiltonian is

HXY =


x

3


i=1

cos[∇iθ(x)]. (5.68)

Both the XY-model and the Villain model with Hamiltonian (5.38) can be simulated
on a computer using Monte Carlo techniques. Both display a second-order phase
transition. In the XY-model, this occurs at an inverse temperature βc ≈ 0.45 (in
natural units), in the Villain model with zero extra core energy ǫc at βc ≈ 0.33 [8].
The critical exponents of the two models coincide. The specic heat of the Villain
model is shown in Fig. 5.6. It has the typical λ-shape observed in 4He in Fig. 5.1.
The critical exponents of the λ transition are the same as those of the Villain model
and the XY-model. They all belong to the XY-universality class.

5.1.5 Continuum Derivation of Interaction Energy

Let us calculate the interaction energy (5.50) between vortex loops once more in
the continuum formulation. Omitting the core energy, for simplicity, the partition
function with a xed vortex gauge is given by

Zhy
v =



{S}

Φ[ v]
 ∞

−∞
Dθ e−βHhy

v , (5.69)

where

Hhy
v =

1

2



d3x (∇θ − v)2 (5.70)
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β

CV /3N

Figure 5.6 Specic heat of Villain model in three dimensions plotted against β = 1/T in

natural units. The λ-transition is seen as a sharp peak, with properties near Tc similar to

the experimental curve in Fig. 5.1. The solid curves stem from analytic expansions once

in powers of T ≡ 1/β (low-temperature or weak-coupling expansion) and once in powers

of T−1= β (high-temperature or strong-coupling expansion) to increasing order in these

variables (see Ref. [23]).

is the energy (5.33) without core energy. Let us expand this into two parts

Hhy
v =

1

2



d3x


(∇θ)2 + 2θ∇ v + v2


= Hhy
v1 +Hhy

v2 , (5.71)

where

Hhy
v1 =

1

2



d3x


θ +
1

−∇2
∇ · v



(−∇
2)



θ +
1

−∇2
∇ · v



(5.72)

and

Hhy
v2 =

1

2



d3x


v2 −∇ · v 1

−∇2
∇ · v



. (5.73)

Inserting this into (5.69), we can perform the Gaussian integrals over θ(x) at each
x using the generalization of the Gaussian formula

 ∞

−∞

dθ

2π
e−a(θ−c)2/2 = a−1/2 (5.74)

to elds θ(x) and dierential operators Ô in x-space
 ∞

−∞
Dθ e−



d3x [θ(x)−c(x)] Ô [θ(x)−c(x)]/2 = [DetÔ]−1/2. (5.75)

Applying this formula to (5.69), we obtain

Zhy
v =



Det(−∇
2)
−1/2 

{S}

Φ[ v] e−βHv , (5.76)
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where Hv is the interaction energy of the vortex loops corresponding to (5.50):

Hv =
1

2



d3x(∇× v)
1

−∇
2 (∇× v) =

1

2



d3x jv
1

−∇2
jv

=
1

8π



d3xd3x′ jv(x)
1

|x− x′|
jv(x′). (5.77)

This has the same form as the magnetic Biot-Savart energy (4.93) for current loops,
implying that parallel vortex lines repel each other [as currents would do if no work
were required to keep them constant against the inductive forces, which reverses the
sign. Recall the discussion of the free magnetic energy (4.95)]. On a lattice, the
partition function (5.76) takes once more the form (5.47).

The process of removing some variables from a partition function by integration
will occur frequently in the sequel and will be referred to as integrating out . It
will be used also in discussions of Hamiltonians without writing always down the
associated partition function in which the integrals are actually performed.

5.1.6 Physical Jumping Surfaces

The invariance of the energy (5.33) under vortex gauge transformations guarantees
the physical irrelevance of the jumping surfaces S. If we destroy this invariance,
the surfaces become physical objects. This may be done by destroying the original
U(1)-symmetry explicitly. This will give a mass to the Nambu-Goldstone modes.
To lowest approximation, it adds a mass term m2θ(x)2 to the energy (5.33) without
core energy:

Hhy
vm =

1

2



d3x


[∇θ(x) − v(x)]2 +m2θ(x)2


. (5.78)

The mass term gives an energy to the surfaces S. To see this we write the energy as

Hhy
vm =

1

2



d3x


(∇θ)2 +m2θ2


+ 2θ∇ · v + v2


}, (5.79)

and decompose this into two parts as in (5.71):

Hhy
vm1=

1

2



d3x


θ +
1

−∇2+m2
∇ · v



(−∇
2+m2)



θ +
1

−∇2+m2
∇ · v



(5.80)

and

Hhy
vm2=

1

2



d3x


v2 −∇ · v 1

−∇2+m2
∇ · v



. (5.81)

The Gaussian integrals over θ(x) can be done as before, and the partition function
(5.76) becomes

Zhy
vm = Det−1/2[−∇

2 +m2]


{S}

Φ[ v] e−βHhy
vm2 . (5.82)
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The energy Hhy
vm2 in the exponent can be rewritten as

Hhy
vm2 =

1

2



d3x


(∇× v)
1

−∇
2 +m2

(∇× v) +m2 v 1

−∇
2 +m2

v


. (5.83)

The rst term is a modication of the Biot-Savart-type of energy (5.77):

Hhy
vm =

1

2



d3x (∇× v)
1

−∇
2 +m2

(∇× v) =
1

2



d3x jv
1

−∇2 +m2
jv

=
1

8π



d3xd3x′ jv(x)
e−m|x−x′|

|x− x′|
jv(x′). (5.84)

The presence of the mass m changes the long-range Coulomb-like interaction 1/R
in Eq. (5.77) into a nite-range Yukawa-like interaction e−mR/R.

The second term in (5.83),

HSm =
m2

2



d3x v 1

−∇
2 +m2

v =
m2

8π



d3xd3x′ v(x)
e−m|x−x′|

|x− x′|
v(x′), (5.85)

is of a completely new type. It describes a Yukawa-like interaction between the
normal vectors of the surface elements, and gives rise to a eld energy within a layer
of thickness 1/m around the surfaces S. As a consequence, the surfaces acquire
tension. Their shape is no longer irrelevant, but for a given set of vortex loops L
at their boundaries, the surface will span minimal surfaces. For m = 0, the tension
disappears and the shape of the surface becomes again irrelevant, thus restoring
vortex gauge invariance.

This mechanism of generating surface tension will be used in Chapter 8 to con-
struct a simple model of quark connement.

5.1.7 Canonical Representation of Superuid

We can set up an alternative representation of the partition function of the superuid
in which the vortex loops are more directly described by their physical vortex density,
instead of their jumping surfaces S. This is possible by eliminating the Nambu-
Goldstone modes in favor of a new gauge eld. It is canonically conjugate to the
angular eld θ and called generically stress gauge eld [8]. In the particular case of
the superuid under discussion it is a gauge eld of superow .

In order to understand how this new gauge eld arises recall that the canonically
conjugate momentum variable p(t) in an ordinary path integral [24]



Dx exp


−M

2

 tb

ta
dt ẋ2



(5.86)

is introduced by a quadratic completion, rewriting (5.86) as



DxDp exp



 tb

ta
dt



ipẋ− p2

2M



. (5.87)
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By analogy, we introduce a canonically conjugate vector eld b(x) to rewrite the
partition function (5.69) as

Zhy
v =

 ∞

−∞
Db



{S}

Φ[ v]
 ∞

−∞
Dθ e−βH̄hy

v (5.88)

where [25]

βH̄hy
v =



d3x



1

2β
b2(x) − ib(x) [∇θ(x)− v(x)]



. (5.89)

In principle, the gradient energy could contain higher derivatives and higher powers
of ∂iθ. Then the canonical representation (5.89) would contain more complicated
functions of bi(x).

It is useful to observe at this point that if we go over to a Minkowski space
formulation in which x0 = −ix3 plays the role of time, the integral

 ∞

−∞
Db0 e

−ib0(x)∂0θ(x) (5.90)

creates, on a discretized time axis, a product of δ-functions

θn+1|θnθn|θn−1θn−1|θn−2 (5.91)

with
θn|θn−1 = δn(θn − θn−1). (5.92)

These can be interpreted as Dirac scalar products in the Hilbert space of the system.
On this Hilbert space, there exists an operator b̂i(x) whose zeroth component is given
by

b̂0 = −i∂θ (5.93)

which satises the equal-time canonical communication rule



b̂0(x⊥, x0), θ(x
′
⊥, x0)



= −iδ(2)(x⊥ − x′
⊥), (5.94)

where x⊥ = (x1, x2) denotes the spatial components of the vector (x0, x1, x2). The
charge associated with b̂0(x),

Q̂(x0) =


d2x b̂0(x⊥, x0), (5.95)

generates a constant shift in θ:

e−iαQ̂(x0)θ(x⊥, x0)e
iαQ̂(x0) = θ(x⊥, x0) + α. (5.96)

Thus it multiplies the original eld eiθ(x) by a phase factor eiα. The charge Q̂(x0) is
the generator of the U(1)-symmetry transformation whose spontaneous breakdown
is responsible for the Nambu-Goldstone nature of the uctuations of θ(x). Since the
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original theory is invariant under the transformations φ → eiαφ, the energy (5.89)
does not depend on θ itself, but only on ∂iθ.

In the partition function (5.88) we may use the formula
 ∞

−∞
Dθ ei



d3x f(x)θ(x) = δ[f(x)], (5.97)

to obtain from f(x) = ∇ · b(x) the conservation law

∇ · b(x) = 0. (5.98)

This implies that Q̂(x0) is a time-independent charge and eiαQ̂ is a symmetry trans-
formation.

If the energy (5.89) would depend on θ itself, then the charge Q̂(x0) would
no longer be time-independent. However, it would still generate the above U(1)-
transformation.

In general, the conjugate variable to the phase angle of a complex eld is the
particle number (recall Subsection 3.5.3). This role is played here by Q̂(x0) which
counts the number of particles in the superuid. Thus we may identify the vector
eld b(x) as the particle current density of the superuid condensate:

js(x) ≡ b(x), (5.99)

also called the supercurrent density of the superuid.
After integrating out the θ-elds in the partition function (5.88), we can also

perform the sum over all surface congurations of the vortex gauge eld v(x). For
this we employ the following useful formula applicable to any function b(x) with
∇ · b(x) = 0:



{S}

e2πi


d3x (x;S)b(x) =


{L}

δ [b(x)− (x;L)] . (5.100)

This can easily be proved by going on a lattice where this formula reads [recall
(5.36)]



{ni}

e2πiΣxni(x)fi(x) =


{mi}



x,i

δ (fi(x) −mi(x)) , (5.101)

and using for each x, i the Poisson formula [24]


n

e2πinf =


m

δ(f −m). (5.102)

Then we obtain for (5.88) the following alternative representation

Zhy
v =



{L}

e−


d3xb2/2β, (5.103)

where b = (x;L). On the lattice, this partition function becomes

Zhy
v =



b,∇·b=0

e−


x

b2/2β , (5.104)
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where b(x) is now an integer-valued divergenceless eld representing the closed lines
of superow.

The partition function (5.104) can be evaluated graphically adding terms of
longer and longer loops each term carrying a Boltzmann factor e−const/2β . This
expansion converges fast for high temperature. The specic heat following from
the lowest approximations obtained in this way is plotted in Fig. 5.6. For very
high temperature, there is no loop of superow. As the temperature is lowered,
uctuations create more and longer loops. At the critical value

Tc ≡ 1/βc ≈ 1/0.33 ≈ 3, (5.105)

the loops grow innitely long, and the sum in (5.104) diverges. The system becomes
a superuid.

Note that the superow partition function (5.104) looks quite similar to the
vortex loop partition function (5.55). Both contain the same type of sum over non-
selfbacktracking loops. The main dierence is the long-range Coulomb interaction
between the loop elements. Suppose we forget for a moment the nonlocal parts of
the Coulomb interaction and approximate the vortex loop partition function (5.55)
keeping only the self-energy part of the Coulomb interaction:

ZV app = Det1/2[v̂0]


l,∇·l=0

e−(4π2βa/2)v0(0)Σx l2(x). (5.106)

Apart from a constant overall factor, this approximation coincides with the superow
partition function (5.104). By comparing the prefactors of the energy with that in
the partition function (5.104) whose critical point is determined by (5.105), we see
that (5.106) has a second-order phase transition at

4π2aβv0(0) ≈ Tc ≈ 3, (5.107)

implying that β ≈ 3/4π2av0(0) ≈ 0.30, corresponding to an approximate critical
temperature

T appr
c ≈ 4π2av0(0)

3
≈ 3.3. (5.108)

This is only 10% larger than the precise value Tc = 1/βc ≈ 3. Hence we conclude
that the nonlocal parts of the Coulomb interaction in (5.55) have little eect upon
the transition temperature.

5.1.8 Yukawa Loop Gas

The above observation allows us to estimate the transition temperature in the par-
tition function closely related to (5.55)

ZY
V = Det1/2[v̂m]



l,∇·l=0

e−(4π2βa/2)Σ
x,x′ l(x)vm(x−x′) l(x′), (5.109)
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where vm(x) is the lattice version of the Yukawa potential (5.54), and v̂m the asso-
ciated operator (−∇∇ +m2)−1.

Performing also here the local approximation of the type (5.106),

ZY
V app = Det1/2[v̂m]



l,∇·l=0

e−(4π2βa/2)vm(0)Σx l2(x), (5.110)

we estimate the critical value βm,c of the Yukawa loop gas by the equation corre-
sponding to (5.107):

4π2aβm,cvm(0) ≈ Tc ≈ 3. (5.111)

Since the Yukawa potential becomes more and more local for increasing m, the
local approximation (5.110) becomes exact. Thus we conclude that the error in the
estimate of the critical temperature Tm,c = 1/βm,c from Eq. (5.111) drops from 10%
at m = 0 to zero as m goes to innity. We have plotted the resulting critical values
of Tm,c = 1/βm,c in Fig. 5.7.
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m2a2

1/βm,c = 4π2avm(0)/3

Figure 5.7 Critical temperature 1/βm,c of a loop gas with Yukawa interactions between

line elements, estimated by Eq. (5.111). The error is with 10% the largest at m = 0,

and decreases to zero for increasing m. The dashed curve is the analytic approximation

(5.115).

We conclude that the Yukawa loop gas (5.109) has a second-order phase transi-
tion as the Villain- and the XY-models. The critical exponents of the Yukawa loop
gas are all of the same as those of the Villain-model, and thus also of the XY-model.
In the terminology of the theory of critical phenomena, the Yukawa loop gases lie,
for all m, in the same universality class as the XY-model.

It is possible to nd a simple analytic approximation for the critical temperature
plotted in Fig. 5.7. For this we use the so-called hopping expansion [8] of the lattice
Yukawa potential (5.59). It is found by expanding the modied Bessel function
Ixi/a(2s) in Eq. (5.59) in powers of s using the series representation

In(2s) =
∞


k=0

s2k

k!Γ(n + k + 1)
. (5.112)

At the origin x = 0, the integral over s in (5.59) yields the expansion

vm(0) =
1

a



n=0,2,4

Hn

(m2a2 + 6)n+1
, H0 = 1, H2 = 6, . . . . (5.113)
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To lowest order, this implies the approximate ratio vm(0)/v0(0) ≡ 1/(m2a2/6 + 1).
A somewhat more accurate t to the ratio is

vm(0)

v0(0)
≈ 1

σm2a2/6 + 1
, with σ ≈ 1.6. (5.114)

Together with (5.108) this leads to the analytic approximation

Tm,c =
1

βm,c

≈ 4π2avm(0)

3
≈ 4π2av0(0)

3

1

σm2a2/6 + 1
. (5.115)

A comparison with the numerical evaluation of (5.111) is shown in Fig. 5.7. The t
has only a 10% error for m = 0 and becomes accurate for large m.

5.1.9 Gauge Field of Superow

The current conservation law∇·b(x) = 0 can be ensured automatically as a Bianchi
identity, if we represent b(x) as a curl of a gauge eld of superow

b(x) = ∇× a(x). (5.116)

The energy (5.89), with the core energy reinserted, goes over into what is called
the dual representation:

βHavc =


d3x



1

2β
(∇× a)2 + ia · (∇× v) +

βǫc

2
(∇× v)2



. (5.117)

The second term is obtained after a partial integration of


d3x i(∇× a) · v.
This form of the energy is now double-gauge invariant. Apart from the invariance

under the vortex gauge transformation (5.29), there is now the additional invariance
under the gauge transformations of superow

a(x) → a(x) +∇Λ(x), (5.118)

with arbitrary functions Λ(x).
The energy (5.117) can be expressed in terms of the vortex density of Eq. (5.31)

as

βH ′
avc =



d3x



1

2β
(∇× a)2 + ia · jv +

βǫc

2
jv2



. (5.119)

In this expression, the freely deformable jumping surfaces have disappeared and the
energy depends only on the vortex lines. For a xed set of vortex lines along L,
the energy (5.119) has a similar form as the free magnetic energy of a given current
distribution in Eq. (4.94). The only dierence is a factor i. Around a vortex line,
the eld b(x) = ∇ × a(x) looks precisely like a magnetic eld B(x) = ∇ × A(x)
around a current line, except for the factor i. Extremizing the energy in a and
reinserting the extremum yields once more the Biot-Savart interaction energy of the
form Eq. (5.77) [which is of the form (4.93), not (4.95) due to the factor i].
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If we want to express the partition function (5.88) in terms of the gauge eld of
superow a(x), we must x its gauge. Here we may choose the transverse gauge:

ΦT [a] = δ[∇ · a], (5.120)

and the partition function (5.88) becomes

Zhy
v =

 ∞

−∞
DaΦT [a]



{S}

Φ[ v]e−βHavc . (5.121)

In terms of the Hamiltonian (5.119), the partition function becomes a sum over
vortex lines L:

Zhy
v =

 ∞

−∞
DaΦT [a]



{L}

ΦT [j
v]e−βH′

avc , (5.122)

where
ΦT [j

v] = δ[∇ · jv] (5.123)

ensures the closure of the vortex lines.
Note that if the energies Hhy

vc or Hhy
v in (5.33) and (5.70) contain an explicit

θ-dependent term, such as the mass term in the Hamiltonian (5.78), there exists no
reformulation of the θ-uctuations in terms of a gauge eld a. For a mass term, the
formula (5.97) turns into

 ∞

−∞
Dθ e−



d3x [βm2θ2(x)/2−if(x)θ(x)] = δm[f(x)], (5.124)

where δm[f(x)] denotes the softened δ-functional

δm[f(x)] ∝ e−


d3x f2(x)/2βm2

. (5.125)

For f(x) = ∇ · b(x) this implies that b(x) is no longer purely transverse, as in
(5.98). Hence it no longer possesses a curl representation (5.116).

5.1.10 Disorder Field Theory

In order to understand the thermal behavior of the partition function (5.122) it
is useful to study separately the sum over all vortex line congurations at a xed
vector potential a. Thus we consider the a-dependent vortex partition function

Zv[a] =


{L}

δ[∇ · jv] exp



−


d3x



βǫc

2
jv2 − i a · jv



. (5.126)

It is possible to re-express this with the help of an auxiliary uctuating vortex
gauge eld ˜v(x), which is singular on surfaces S̃, as a sum over auxiliary surface
congurations S̃ as follows

Zv[a]=


{S̃}

Φ[ v]


Djvδ[∇ · jv] exp



−


d3x



βǫc

2
jv2 − i jv ·



˜v+ a




. (5.127)
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In this expression, jv is an ordinary eld. The sum over all S̃ -conguration ensures
via formula (5.101) that the functional integral over jv really represents a sum over
δ-functions on lines L̃. Due to the property ∇ · jv = 0, which implies that the lines
L̃ are closed, the gauge of ˜

v
can be xed. Hence (5.127) is the same as (5.126), up

to an irrelevant overall factor.
Due to the gauge xing of ˜

v
, there exists a unique relation between the surfaces

{S̃} and their boundaries {L̃}. We indicate this by replacing


{S̃} Φ[
v] by



{L̃}.

Next we introduce an auxiliary eld θ̃, and rewrite the δ-functional of the diver-
gence of jv as a functional Fourier integral, so that we obtain the identity

Zv[a]=


{L̃}



Djv
 ∞

−∞
Dθ̃ exp



−


d3x



βǫc

2
jv2 + i jv ·



∇θ̃ − ˜v− a




. (5.128)

Now jv is a completely unrestricted ordinary eld. It can therefore be integrated to
yield

Zv[a] =


{L̃}

 ∞

−∞
Dθ̃ exp



− 1

2βǫc



d3x(∇θ̃ − ˜v− a)2


. (5.129)

Remembering the derivation of the Hamiltonian (5.27) from the hydrodynamic limit
of the Ginzburg-Landau |φ|4-theory (5.6), we may interprete (5.129) as the parti-
tion function of the hydrodynamic limit of another U(1)-invariant Ginzburg-Landau
theory whose partition function is given by the functional integral

Z̃v[a] =


DψDψ∗ exp



− 1

2β



d3x


|(∇− ia)ψ|2 +m2 |ψ|2 +
g

2
|ψ|4





,

(5.130)

where ψ(x) is another complex eld ψ with a |ψ|4 interaction. Inserting this into
(5.122) we obtain the combined partition function

Zhy
v =

 ∞

−∞
DaΦT [a]Z̃

v[a] exp



−


d3x



1

2β
(∇× a)2



, (5.131)

which denes the desired disorder eld theory .
The representation of ensembles of lines in terms of a single disorder eld is the

Euclidean version of what is known as second quantization in the quantum mechanics
of many-particle systems.

At high temperature, the mass term m2 of the ψ-eld is negative and the disorder

eld acquires a nonzero expectation value ψ0 =


−m2/g. Setting, as in (5.10),

ψ(x) = ρ̃(x)eiθ̃(x) (5.132)

and freezing out the uctuations of ρ leads directly to the partition function (5.129).
The disorder eld theory possesses similar vortex lines as the original Ginzburg-

Landau theory with Hamiltonian (5.6), or its hydrodynamic limit (5.33). But in
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contrast to it, the uctuations of the disorder eld are “frozen out” at high temper-
ature, as we can see from the prefactor 1/β in the exponents of (5.129) and (5.130),
and the partition function (5.130) reduces to (5.129) in the hydrodynamic limit. As
before in (5.69) we may perform the functional integral over θ̃. This removes the
longitudinal part of ˜v− a, and (5.129) becomes

Zv[a] = exp



−m2
a

2β



d3x


˜v − a
2

T



, (5.133)

where

m2
a =

1

ǫc
, (5.134)

and vT denotes the transverse part of any vector eld v. This and the longitudinal
part vL are dened by

vT i ≡


δij −
∇i∇j

∇2



vj , vLi ≡
∇i∇j

∇2
vj. (5.135)

At high temperatures, where the disorder eld ψ has no vortex lines L̃ (while the
order eld φ has many vortex lines L), the partition function (5.133) becomes

Zv[a] ≈ exp



−m2
a

2β



d3x a2
T



, (5.136)

and the exponent gives a mass to the transverse part aT of the gauge eld of super-
ow. Recalling the gradient term (1/β)(∇×a)2 of the a-eld in (5.131) we see that
the mass has the value ma.

Having obtained this result we go once more back to the expression (5.126) and
realize that the same mass can also be obtained from Zv[a] by simply ignoring the
δ-function nature of jv(x) = 2π (x, L) and integrating jv(x) out using the Gaussian
formula (5.75). With such an approximate treatment, the partition function (5.126)
yields, for the vortex density, the simple correlation function

jiv(x)jjv(x′) = 1

ǫc



δij −
∇i∇j

∇2



δ(3)(x− x′). (5.137)

The reason why this simplication is applicable in the high-temperature phase
is easy to understand. On a lattice, the sums over lines L in (5.126) correspond to
Gaussian sums of the form

∞
ni=−∞ e−βǫc4πn2

i /2 at each x, i. At high temperatures
where β is small, the sum over ni can obviously be replaced by 1/

√
β times an

integral over the quasi-continuous variable νi ≡
√
βni. In general, if lines or surfaces

of volumes are prolic, the statistical mechanics of elds which are proportional to
the corresponding δ-functions (x;L), (x;S), δ(x; V ) can be treated as if they
were ordinary elds. The sums of the geometric congurations turn into functional
integrals.

The same mass generation can, of course, be observed in the complex disorder
eld theory (5.130). At high temperature, the mass termm2 of the ψ-eld is negative
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and the disorder eld acquires a nonzero expectation value ψ0 =


−m2/g. This

produces again the mass term (5.133) with m2
a = ψ2

0 .
Let us now look at the low-temperature phase. There the δ-function nature of

the density jv(x) = 2π (x;L) cannot be ignored in the partition function (5.126).
At low temperatures, vortex lines appear only as small loops. An innitesimal loop
gives a simple curl contribution [26]

Zv[a] ∼ exp



− 1

2β



d3x (∇× a)2


, (5.138)

whereas larger loops contribute

Zv[a] ∼ exp


−1

2



d3x (∇× a)f(−i∇)(∇× a)


, (5.139)

with f(k) being some smooth function of k starting out with a constant, the so-
called stiness of the a-eld. Hence the contributions of small vortex loops change
only the dispersion of the gauge elds of superow. Innitely long vortex lines in v

are necessary to produce a mass term. These appear when the temperature is raised
above the critical point, in particular at high temperatures, where the correlation
function of the vortex densities is approximately given by (5.137), and (5.126) leads
directly to the mass term in (5.136).

With the help of the disorder partition function Zv[a], the partition function
(5.34) can be replaced by the completely equivalent dual partition function

Z̃hy
v =

 ∞

−∞
DaΦT [a]



{S̃}

Φ[˜
v
]
 ∞

−∞
Dθ̃ e−βH̃hy

v (5.140)

with the exponent

βH̃hy
v =

1

2β



d3x


(∇× a)2 +m2
a



∇θ̃ − ˜v − a
2


. (5.141)

This energy is invariant under the following two gauge transformations. First, there
is invariance under the gauge transformations of superow (5.118), if it is accompa-
nied by a compensating transformation of the angular eld θ̃:

a(x) → a(x) +∇Λ(x), θ̃(x) → θ̃(x) + Λ(x). (5.142)

Second, there is gauge invariance under the vortex gauge transformations of the
form (5.29), here applied to the disorder eld:

˜v(x) → ˜v(x) +∇Λ̃
v
δ(x), θ̃(x) → θ̃(x) + Λ̃

v
δ(x), (5.143)

with gauge functions

Λ̃
v(x) = 2πδ(x; Ṽ ). (5.144)
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At high temperatures, the vortex lines in ˜v are frozen out and the energy (5.141)
shows again the mass term (5.133).

The mass term implies that at high temperatures, the gauge eld of super-
ow possesses a nite range. At some critical temperature superuidity has been
destroyed. This is the disorder analog of the famous Meissner eect in superconduc-
tors [27], to be discussed in Section 5.2.1. Without the gauge eld of superow a, the
eld θ̃ would be of long range, i.e., massless. The gauge eld of superow absorbs
this massless mode and the system has only short-range excitations. More pre-
cisely, it can be shown that all correlation functions involving local gauge-invariant
observable quantities must be of short range in the high-temperature phase.

Take, for instance, the local gauge-invariant current operator of the disorder eld

js ≡ ∇θ̃ − a. (5.145)

Choosing θ̃ to absorb the longitudinal part of a, only the transverse part of a re-
mains in (5.145), which becomes js = −aT . [28]. From the Hamiltonian (5.141) we
immediately nd the free correlation function of superow:

jis(x1)jj
s(x2) ∝

 d3k

(2π)3
δij − kikj/m

2
a

k2 +m2
a

eik(x1−x2), (5.146)

which has no zero-mass pole.

5.2 Phase Transition in Superconductor

The specic heat of a superconductor is shown in Fig. 5.8. It looks quite dierent
from that of helium on p. 132. It starts out with a behavior typical for an activation
process, which is governed by a Boltzmann factor cs ∝ e−∆(0)/kBT , where kB is
the Boltzmann constant. The activation energy ∆(0) shows the energy gap in the
electron spectrum at T = 0. It is equal to the binding energy of the Cooper pairs
formed from electrons of opposite momentum near the Fermi sphere. At the critical
temperature Tc, the specic heat drops down to the specic heat of a free electron
gas

cn =
2

3
π2N (0)T, (5.147)

where [29]

N (0) =
3ne

4ǫF
=

3mne

2p2F
=

3ne

2mv2F
(5.148)

is the density of electrons of mass m at the surface of the Fermi sphere of energy
ǫF and momentum pF , velocity vF = pF/m, and ne is the density of electrons of
both spin directions. The Fermi velocity vF is typically of the order 108 (cm/sec)(∼
c/300).

According to the theory of Bardeen, Cooper, and Schrieer (BCS) [30], the jump
is given by the universal law [to be derived in Eq. (7A.24)]

cs − cn
cn

≡ ∆c

cn
=

3

2

8

7ζ(3)
≡ 1.4261 . . . , (5.149)
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where ζ(3) is Riemann’s zeta function ζ(z) ≡ ∞
n=1 n

−z, with ζ(3) = 1.202057 . . ..
This jump agrees perfectly with the experiment.

In the BCS-theory there exists a universal ratio between the gap ∆(0) and Tc:

∆(0)

Tc

= πe−γ ≈ 1.76, (5.150)

where γ ≈ 0.577 . . . is the Euler-Mascheroni constant . This ratio is also observed in
Fig. 5.8.

5.2.1 Ginzburg-Landau Theory

The BCS theory can be used to derive the Ginzburg-Landau Hamiltonian for the
superconducting phase transition [5, 31]

HHL[ψ,ψ
∗,A] =

1

2



d3x


|(∇− iqA)ψ|2 + τ |ψ|2 +
g

2
|ψ|4 + (∇×A)2



(5.151)

governing the neighborhood of the critical point. The parameter q is the charge
of the ψ-eld, and τ may be identied with T̃ /T̃MF

c − 1, the relative temperature
distance from the critical point. It is positive in the normal state and negative in the
superconducting state. The eld ψ(x) is a so-called collective eld describing the
Cooper pairs of electrons of opposite momenta slightly above and below the Fermi
sphere [32]. The Cooper pairs carry a charge twice the electron charge, q = 2e. In

T (K)

cs

c (ml/Mol K)

cn

Figure 5.8 Specic heat of superconducting aluminum [N.E. Phillips, Phys. Rev. 114,

676 (1959)]. For very small T , it shows the typical power behavior e−∆(0)/kBT instead of

the power behavior in superuid helium. From the curve we extract ∆(0) ≡ 2.04K. At the

critical temperature Tc ≈ 1.2K, there is a jump down to the linear behavior characteristic

for a free electron gas. The ratios ∆c/cn = 1.43 and Tc ≈ ∆(0)/1.76, agree well with

the BCS results (5.149) and (5.150) [30]. A normal metal shows only the linear behavior

labeled by cs.
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(5.151), they are coupled minimally to the vector potential A(x). For simplicity,
we have set the light velocity c equal to unity. The size of ψ is equal to the energy
gap in the electron spectrum, and as such to the binding energy of the electrons to
Cooper pairs.

Ginzburg and Landau [33] found the Hamiltonian (5.151) by a formal expan-
sion of the energy in powers of the energy gap which they considered as an order
parameter. They convinced themselves that for small τ only the terms up to ψ4

would be important. To this truncated expansion they added a gradient term to
allow for spatial variations of the order parameter, making it an order eld denoted
by ψ(x). There exists an elegant derivation of the Ginzburg-Landau Hamiltonian
(5.151) from the BCS theory via functional integration which is briey recapitulated
in Appendix 7A, for completeness (see also Ref. [32]).

In the critical regime, the Ginzburg-Landau theory provides us with a simple
explanation of many features of superconductors. In most applications, one may ne-
glect uctuations of the Ginzburg-Landau order eld φ(x), which is why one speaks
of mean-eld results, and why one attaches the superscript to the critical temper-
ature T̃MF

c in the above denition of τ . Close to the transition, the properties of a
superconductor are well described by the Ginzburg-Landau Hamiltonian [compare
(5.130)].

The Ginzburg-Landau Hamiltonian (5.151) possesses a conserved supercurrent
which is found by applying Noether’s rule (3.117) to (5.151). The current density is

j(x, t) ≡ 1

2i



ψ†(x, t)[∇− iqA(x, t)]ψ(x, t)− {[∇− iqA(x, t)]ψ(x, t)}† ψ


=
i

2
ψ∗(x, t)

↔
∇ψ(x, t)− qAψ∗(x, t)ψ(x, t). (5.152)

This diers from the Schrödinger current density (3.119) by the use of natural units
m = 1, c = 1, and by the fact that the charge q is equal to 2e for the Cooper pairs.

Let us now proceed as in (5.10) and (5.132) and decompose the eld ψ as

ψ(x) = ρ̃(x) eiθ̃(x). (5.153)

Inserting this into (5.151) and remembering (5.23), we nd

HGL[ρ̃, θ̃, ˜
v
,A] =



d3x



ρ̃2

2
(∇θ̃− ˜v−qA)2+

1

2
(∇ρ̃)2+V (ρ̃)+

1

2
(∇×A)2



, (5.154)

where V (ρ̃) is the potential of the ρ̃-eld:

V (ρ̃) =
τ

2
ρ̃2 +

g

4
ρ̃4. (5.155)

In the low-temperature phase we go to the hydrodynamic limit by setting ρ̃(x)

equal to its value ρ̃0 =


−τ/g at the minimum of the energy (5.151). The resulting
hydrodynamic or London energy of the superconductor is

Hhy
SC[θ̃,

˜v,A] =


d3x



m2
A

2q2
(∇θ̃ − ˜v− qA)2 +

1

2
(∇×A)2



. (5.156)
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where we have introduced a mass parameter

m2
A = n0q

2 (5.157)

proportional to the density of superuid particles

n0 = ρ̃20. (5.158)

At very low temperatures where vortices are absent, the rst term in (5.156) makes
the transverse part of the vector eld massive. This causes a nite penetration depth
λ = 1/mA of the magnetic eld in a superconductor, thus explaining the famous
Meissner eect of superconductivity [34].

This mechanism is imitated in the standard model of electromagnetic and weak
interactions to give the vector mesonsW+,0,− and Z a nite mass, thereby explaining
the strong suppression of weak with respect to electromagnetic interactions. There
the Meissner eect is called Higgs eect .

In the same limit, the current density of superuid particles becomes

js = n0(∇θ̃ − ˜v− qA). (5.159)

The partition function reads

Zhy
SC =



DAΦT [A]


{S̃}

Φ[˜
v
]
 ∞

−∞
Dθ̃ e−β̃Hhy

SC
[θ̃,˜

v
,A]. (5.160)

To distinguish this discussion from the previous one of superuid helium we call the
temperature of the superconductor T̃ and its inverse β̃.

The energy (5.156) has the same form as the energy in the disorder representation
(5.141) of superuid 4He. The role of the gauge eld of superow is now played by
the vector potential A of magnetism. The energy has the following two types of
gauge symmetries: the magnetic invariance

A(x) → A(x) + q−1
∇Λ(x), θ̃(x) → θ̃(x) + Λ(x), (5.161)

and the vortex gauge invariance

˜v(x) → ˜v(x) +∇Λ̃δ(x), θ̃(x) → θ̃(x) + Λ̃δ(x), (5.162)

with gauge functions

Λ̃δ(x) = 2πδ(x; Ṽ ). (5.163)

As in the description of superuid 4He with the partition function (5.34), the
partition function (5.160) gives us the statistical behavior of the superconductor not
only at zero temperature, where the energy (5.156) was constructed, but at all not
too large temperatures. The uctuating vortex gauge eld ˜v ensures the validity
through the phase transition.
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5.2.2 Disorder Theory of Superconductor

We shall now derive the disorder representation of this partition function in which
the vortex lines of the superconductor play a central role in describing the phase
transition [27].

At low temperatures, the vortices are frozen, and the θ̃-uctuations in the par-
tition function (5.160) can be integrated out. This reduces the energy (5.156) to

Hhy
SC[A] ≈



d3x



m2
A

2
A2

T +
1

2
(∇×A)2



. (5.164)

i.e., to a free vector potential A with a transverse mass term. This is the famous
Meissner eect in a superconductor, which limits the range of a magnetic eld to a
nite penetration depth λ = 1/mA. The eect is completely analogous to the one
observed previously in the disorder description of the superuid where the superuid
acquired a nite range in the normal phase.

To derive the disorder theory of the partition function (5.160), we supplement
the energy (5.156) by a core energy of the vortex lines

Hc =
ǫ̃c

2



d3x (∇× ˜v)2. (5.165)

As in the partition function (5.88), an auxiliary b̃i eld can be introduced to bring
the exponent in (5.156) to the canonical form

β̃Hhy
SC =



d3x



q2

2β̃m2
A

b̃2+ ib̃ (∇θ̃− ˜v−qA) +
β̃

2
(∇×A)2+

β̃ǫ̃c

2
(∇× ˜v)2



.(5.166)

By integrating out the θ̃-elds in the associated partition function, we obtain the
conservation law

∇ · b̃ = 0, (5.167)

which is fullled by expressing b̃ as a curl of the gauge eld ã of superow in the
superconductor

b̃ = ∇× ã. (5.168)

This brings the energy to the form

β̃Hhy
SC =



d3x



q2

2β̃m2
A

(∇× ã)2 −iq ã · (∇×A)+
β̃

2
(∇×A)2−iã · j̃v+

β̃ǫ̃c

2
j̃v2



,

(5.169)

where
j̃v = ∇× ˜v (5.170)

is the vortex density in the superconductor. At low temperatures where β̃ is large
and the vortex lines are frozen out, the last two terms in the Hamiltonian can be
neglected. Integrating out the ã-eld we re-obtain the transverse mass term (5.164)
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of the Meissner eect. At high temperatures, on the other hand, the vortex lines are
prolic and the vortex density j̃v can be integrated out in the associated partition
function like an ordinary eld using the analog of the correlation function (5.137).
This produces the transverse mass term

q2

2β̃m2
A



d3xm2
ã ã

2
T (5.171)

where the mass mã of the ãT -eld is given by

m2
ã = m2

A/q
2ǫ̃c. (5.172)

Such a mass term can immediately be seen to destroy the Meissner eect in the
superconductor at high temperature. Indeed, inserting the curl (5.168) into the
energy (5.166), and using the result (5.171), we obtain at high T̃ :

β̃H̃hy
SC =



d3x



q2

2β̃m2
A



(∇× ã)2 +m2
ã ã

2
T



−iqã · (∇×A)+
β̃

2
(∇×A)2



. (5.173)

If we integrate out the massive ã-eld in the partition function, the Hamiltonian
of the vector potential becomes

HA =
1

2



d3x ∇×A



1 +
m2

A

−∇2 +m2
ã



∇×A. (5.174)

Expanding the denominator in powers of −∇
2 we see that only gradient energies

appear, but no mass term. Thus, the vector potential A maintains its long range
and yields Coulomb-like forces at large distances. Only its dispersion is modied to
a more complicated k-dependence of the energy.

In the low-temperature phase, on the other hand, the mass mã is zero, and the
m2

A-term in (5.174) produces again the transverse mass Hamiltonian (5.164) which
is responsible for the Meissner eect.

We can represent the uctuating vortices in the superconductor by a disorder
eld theory in the same way as we did for the vortices in the superuid, by repeating
the transformations in Eqs. (5.126)–(5.129). The angular eld variable of disorder
will now be denoted by θ(x), the vortex lines in the disorder theory by v(x). The
disorder action reads

β̃H̃hy
SC =



d3x


1

2β̃m2
A

(∇× ã)2 − iq ã · (∇×A) +
β̃

2
(∇×A)2

+
m2

ã

2β̃m2
A

(∇θ − v − ã)2


. (5.175)

Near the phase transition, this is equivalent to a disorder eld energy

β̃H̃hy
SC ∼



d2x


1

2β̃m2
A

(∇× ã)2 − iq ã · (∇×A) +
β̃

2
(∇×A)2

+
1

2
[(∇− iã)φ]2 +

τ

2
|φ|2 +

g

4
|φ|4



. (5.176)
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The complex disorder eld φ(x) has a phase θ(x), and its size |φ(x)| is xed by
the parameters τ < 0 and g to have |φ(x)|2 = m2

ã/β̃m
2
A. The vector potential A

uctuates harmonically in such a way that the associated magnetic eld is on the
average equal to qã/β̃. Integrating out A, we obtain from (5.176)

β̃H̃hy
SC ∼



d2x


1

2β̃m2
A

[(∇× ã)2 +m2
ãã

2
T ] +

1

2
[(∇− iã) φ]2 +

τ

2
|φ|2 +

g

4
|φ|4



.

(5.177)

This Hamiltonian is invariant under the gauge transformations

φ(x) → eiΛ̃(x)φ(x), ã(x) → ã(x) +∇Λ̃(x). (5.178)

The partition function is

Zdual
SC =



Dφ


Dφ∗ DãΦ[ã] e−βH̃hy

SC, (5.179)

where Φ[ã] is some gauge-xing functional.
This partition function can be evaluated perturbatively as a power series in g.

The terms of order gn consist of Feynman integrals which can be pictured by Feyn-
man diagrams with n + 1 loops [35]. These loops are pictures of the topology of
vortex loops in the superconductor.

The disorder eld theory for the superconductor was for a long time the only
formulation which has led to a determination of the critical and tricritical proper-
ties of the superconducting phase transition [27, 36]. Within the Ginzburg-Landau
theory, an explanation was found only recently [37].

In the hydrodynamic Hamiltonian (5.175), the elimination of A(x) leads to the
Hamiltonian

β̃H̃hy
SC =



d3x


1

2β̃m2
A

[(∇× ã)2 +m2
aã

2
T ] +

m2
a

2β̃m2
A

(∇θ − v − ã)2


, (5.180)

which is gauge-invariant under

θ(x) → θ(x) + Λ̃(x), ã(x) → ã(x) +∇Λ̃(x). (5.181)

5.3 Order versus Disorder Parameter

Since Landau’s 1947 work [3], phase transitions are characterized by an order pa-
rameter which is nonzero in the low-temperature ordered phase, and zero in the
high-temperature disordered phase. In the 1980s, this characterization has been
enriched by the dual disorder eld theory of various phase transitions [8]. The ex-
pectation value of the disorder eld provides us with the disorder parameter which
has the opposite temperature behavior, being nonzero in the high-temperature and
zero in the low-temperature phase. Let us identify the order and disorder elds in
superuids and superconductors, and study their expectation values in the hydro-
dynamic theories of the two systems.
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5.3.1 Superuid 4He

In Landau’s original description of the superuid phase transition with the Hamil-
tonian (5.6), the role of the order parameter O is played by the expectation value
of the complex order eld O(x) = φ(x):

O ≡ O(x) = φ(x). (5.182)

Its behavior can be extracted from the large-distance limit of the correlation function
of two order elds O(x):

GO(x2,x1) ≡ O(x2)O
∗(x1) = φ(x2)φ

∗(x1). (5.183)

This is done by taking advantage of the cluster property of the correlation functions
of arbitrary local operators

O1(x2)O2(x1) −→
|x2−x1|→∞

O1(x2)O2(x1). (5.184)

Hence we obtain the large-distance limit of the correlation function (5.183)

GO(x2,x1) −→
|x2−x1|→∞

|O|2. (5.185)

If we go to the hydrodynamic limit of the theory where the size of φ(x) is frozen
and the order eld reduces to O(x) = eiθ(x), the order parameter becomes

O ≡ O(x) = eiθ(x). (5.186)

This is extracted from the large-distance limit of the correlation function

GO(x2,x1) = eiθ(x2)e−iθ(x1). (5.187)

If we want to use (5.186) as an order parameter to replace (5.182), it is important
that the correlation function (5.187) is vortex-gauge-invariant under the transfor-
mations (5.29). This is not immediately obvious. A quantity where the invariance
is obvious is the expectation value

GO(x2,x1) =


e
i


x2

x1
dx[∇θ(x)− v(x)]



. (5.188)

The transformations (5.29) do not change the exponent. We have, however, achieved
vortex gauge invariance at the price of an apparent dependence of (5.188) on the
shape of the path from x1 to x2. Fortunately it is possible to show that this shape
dependence is not really there, so that the vortex gauge-invariant correlation func-
tion is uniquely dened, and that it is in fact the same as (5.187), thus ensuring the
vortex gauge invariance of (5.187).

In order to prove this, let us rewrite (5.188) in the form

GO(x2,x1) =


ei


d3xbm(x)[∇θ(x)− v(x)]


, (5.189)
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where the eld
bm(x) = (x; L̃x2

x1
) (5.190)

is a δ-function on an arbitrary line L̃x2
x1

running from x1 to x2. This eld satises
[recall (4.10) and (4.11)]

∇ · bm(x) = q(x), (5.191)

where
q(x) = δ(3)(x− x1)− δ(3)(x− x2). (5.192)

It is now easy to see that the expression (5.189) is invariant under deformations of
L̃x2
x1
. Indeed, let L̃′x2

x1
be a dierent path running from x1 to x2. Then the dierence

between the two is a closed path L̃, and the exponents in (5.189) dier by an integral

i


d3x (x; L̃) [∇θ(x) − v(x)] . (5.193)

The rst term vanishes after a partial integration due to Eq. (4.9). The second term
becomes, after inserting (5.25),

−2πi


d3x (x; L̃) (x;S) = −2πik, k = integer. (5.194)

The integer k counts how many times the line L̃ pierces the surface S. Since −2πik
appears in the exponential, it does not contribute to the correlation function (5.189).
Thus we have proved that the expectation value (5.188) is independent of the path
along which the integral runs from x1 to x2.

We recognize the analogy to the discussion of magnetic monopoles in Section 4.4.
For this reason we shall speak of q(x) as a charge density of a monopole-antimonopole
pair located at x2 and x1, respectively. In the description of monopoles in Sec-
tion 4.4, a monopole at x2 is attached to a Dirac string Lx2 along which the ux
is imported from innity, whereas an antimonopole at x1 carries a Dirac string Lx1

along which the ux is exported to innity. Since the shape of the two strings is
irrelevant, we may distort them to a single line connecting x1 with x2 along an
arbitrary path. This is the line L̃x2

x1
in (5.190).

The eld bm(x) is a gauge eld with the same properties as the monopole gauge
eld in Section 4.4 (see also Ref. [38]). A change of the shape of the line L̃x2

x1
is

achieved by a monopole gauge transformation [recall (4.64)]

bm(x) → bm(x) +∇× (x; S̃). (5.195)

Note that the invariant eld strength of this gauge eld is the divergence (5.191)
rather than a curl [recall Eq. (5.31) for a vortex gauge eld].

In this way, the independence of the manifestly vortex gauge-invariant correlation
function (5.189) on the shape of the line connecting x1 with x2 is expressed as
an additional invariance under monopole gauge transformations. The correlation
function is thus a double-gauge-invariant object.
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After this discussion we are able to dene a manifestly vortex gauge-invariant
formulation of the order parameter (5.186). It is given by the expectation value

O = O(x) =


ei


x

dx′[∇θ(x′)− v(x′)]


=


ei


d3x′ (x′;Lx)[∇θ(x′)− v(x′)]


, (5.196)

where (x;Lx) is the δ-function on an arbitrary line as dened in Eq. (4.58). It
comes from innity along an arbitrary path ending at x.

Let us now study the large-distance behavior (5.184) of the correlation function
(5.188) at low and high temperatures. At low temperature where vortices are rare,
the θ(x)-eld uctuates almost harmonically. By Wick’s theorem, according to
which harmonically uctuating variables θ1, θ2 satisfy the equation [39]

eiθ1eiθ2 = e−
1
2
θ1θ2, (5.197)

we can approximate

GO(x2,x1) ≈
T≈0

e−
1
2
[θ(x2)−θ(x1)]

2 = e[θ(x2)θ(x1)− 1
2
θ2(x1)− 1

2
θ2(x2)]. (5.198)

The correlation function of two θ(x)-elds is

θ(x2)θ(x1) ≈ Tv0(|x2 − x1|), (5.199)

where v0(r) is the Coulomb potential (5.51) which goes to zero for r → ∞. The
correlation function (5.198) is then equal to

GO(x2,x1) ≈ e−Tv0(0)eTv0(|x2−x1|). (5.200)

This is nite only after remembering that we are studying the superuid in the
hydrodynamic limit, which is correct only for length scales larger than the coherence
length ξ. In He this is of the order of a few rA. Thus we should perform all wave
vector integrals only for |k| ≤ Λ ≡ 1/ξ, which makes v0(0) a nite quantity

v0(0) = 1/2ξπ2. (5.201)

As a result, the correlation function (5.198) has a nonzero large-distance limit

GO(x2,x1) −→
|x2−x1|→∞

const, (5.202)

implying via Eq. (5.184) that the order parameter O = eiθ(x) is nonzero.
Let us now calculate the large-distance behavior in the high-temperature phase.

To nd the correlation function GO(x2,x1), we insert the extra source term

eiθ(x2)e−iθ(x1) = e−i


d3x q(x)θ(x) (5.203)

into the partition function (5.34). This term enters the canonical representation
(5.89) of the energy as follows:

βH =


d3x



1

2β
b2 − ib (∇θ − v) +

βǫc

2
(∇× v)2 + iq(x)θ(x)



, (5.204)
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where we have allowed for an extra core energy, for the sake of generality. Integrating
out the θ-eld in the partition function gives the constraint

∇ · b(x) = −q(x). (5.205)

The constraint is solved by the negative of the monopole gauge eld (5.190), and
the general solution is

b(x) = ∇× a(x) − bm(x), (5.206)

so that the energy (5.204) can be replaced by [using once more (5.194)]

βH =


d3x



1

2β
(∇× a− bm)2 − ia · jv +

βǫc

2
jvc

2



. (5.207)

Under a monopole gauge transformation (5.195), this remains invariant if the gauge
eld of superow is simultaneously transformed as

a(x) → a(x) + (x; S̃). (5.208)

The correlation function (5.189) is now calculated from the functional integral
over the Boltzmann factor with the Hamiltonian (5.207). The presence of the
source term (5.203) is accounted for in the functional integral over e−βH by the
bm-dependent integrand

e−i


d3xq(x)θ(x) =̂ e−
1
β



d3x{ 1
2
bm(x)2−bm(x)[∇×a(x)]}. (5.209)

It is instructive to calculate the large-distance behavior (5.202) of the correlation
function in the low-temperature phase once more in this canonical formulation. At
low temperatures, the vortex lines are frozen out and we can omit the last two terms
in (5.207). We integrate out the gauge eld a of superow in the associated partition
function and nd that the partition function contains bm in the form of a factor

e
− 1

2β



d3x



bm(x)2−[∇×bm(x)] 1

−∇2 [∇×bm(x)]



= e
− 1

2β



d3x∇·bm(x) 1

−∇2∇·bm(x)
. (5.210)

From this we obtain the correlation function

GO(x1,x2) = e
− 1

2β



d3x q(x) 1

−∇2 q(x) = e−
1
2β



d3xd3x′ q(x)v0(x−x′)q(x′). (5.211)

Inserting (5.192), this becomes

GO(x1,x2) = e−v0(0)/βev0(x1−x2)/β , (5.212)

in agreement with the previous result (5.200).
The canonical formulation (5.207) of the energy enables us to calculate the large-

distance behavior of the correlation function in the high-temperature phase. The
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prolic vortex uctuations produce a transverse mass term m2
a a

2 which changes
(5.210) to (see also Ref. [40])

e
− 1

2β



d3x



bm(x)2−[∇×bm(x)] 1

−∇2+m2
a
[∇×bm(x)]



= e
− 1

2β



d3x



∇·bm(x) 1

−∇2+m2
a
∇·bm+bm m2

a

−∇2+m2
a
bm(x)



. (5.213)

Using (5.191), we factorize this as

e
− 1

2β



d3x q(x) 1

−∇2+m2
a
q(x)

× e
− 1

2β



d3xbm(x)
m2

a

−∇2+m2
a
bm(x)

. (5.214)

The rst exponent contains the Yukawa potential

vma(r) ≡


d3k

(2π)3
eikx

1

k2 +m2
a

=
e−mar

4πr
(5.215)

between the monopole-antimonopole pair at x2 and x1, respectively, in the same
form as in (5.212), e−vma (0)/βevma (|x1−x2|)/β . The potential vma(|x1−x2|) goes to zero
for large distances, so that the exponential tends towards a constant. The second
factor in (5.214) has the form [recall (5.190)]

e−
1
2β



d3xd3x′ (x;L̃
x2
x1

)vma (|x−x′|) (x′;L̃
x2
x1

). (5.216)

This is the Yukawa self-energy of the line L̃x2
x1

connecting x1 and x2. For |x1 − x2|
much larger than the range of the Yukawa potential 1/ma, this is proportional to
|x1−x2|. Hence the second exponential in (5.214) vanishes in this limit, and so does
the correlation function:

GO(x1,x2) ∼ e−const·|x1−x2| −→
|x1−x2|→∞

0. (5.217)

Due to the cluster property (5.184) of correlation functions, this shows that at high
temperatures, the expectation value O = O(x) = eiθ(x) vanishes, so that O is
indeed a good order parameter.

The mechanism which gives an energy to the initially irrelevant line L̃x2
x1

con-
necting monopole and antimonopole is completely analogous to the generation of
surface energy in the previous Eq. (5.85). There the energy arose from a mass of
the θ-uctuations, here from a mass of the a-eld uctuations which was caused by
the proliferation of innitely long vortex lines in the high-temperature phase.

Note that an exponential fallo is also found within Landau’s complex order eld
theory where

ψ(x1)ψ(x2) ∝


d3k

(2π)3
eik(x1−x2)

1

k2 +m2
=

1

4π

e−m|x1−x2|

|x1 − x2|
. (5.218)

However, here the nite range arises in a dierent way. In calculating (5.218), the
size uctuations of the order eld play an essential role. In the partition function
(5.34), their role is taken over by the uctuations of the vortex gauge eld v(x),
as pointed out at the end of Section 5.1.4. The proliferation of the vortex lines
produces the nite range 1/ma of the Yukawa potential and the exponential fallo
(5.217).
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5.3.2 Superconductor

In contrast to the expectation value (5.186) for superuid helium, the expectation
value of the order eld ψ(x) of the Ginzburg-Landau Hamiltonian (5.151) cannot
be used as an order parameter since it is not invariant under ordinary magnetic
gauge transformations (5.161). The expectation of all non-gauge-invariant quantities
vanishes for all temperatures. This intuitively obvious fact is known as Elitzur’s
theorem [41]. The theorem applies also to the hydrodynamic limit of ψ(x), so that

the expectation value of the exponential eiθ̃(x) cannot serve as an order parameter.
Let us search for other possible candidates to be extracted from the large-distance
limit of various gauge-invariant correlation functions.

a) Schwinger Candidate for Order Parameter

As a rst possible candidate, consider the following gauge-invariant version of
the expectation value of eiθ̃(x2)e−iθ̃(x1):

GÕ(x2,x1) = eiθ̃(x2)e
−i


x2

x1
dxA(x)

e−iθ̃(x1), (5.219)

which can also be written as

GÕ(x2,x1) = eiθ̃(x2)e−i


d3xbm(x)A(x)e−iθ̃(x1), (5.220)

where bm(x) is the δ-function (5.190) along the line Lx2
x1

connecting x1 with x2. This
expression is obviously invariant under magnetic gauge transformations (5.161), due
to Eqs. (5.191) and (5.192).

As before, we must make the correlation function (5.220) manifestly invariant
under vortex gauge transformations (5.162). This can be done by adding, as in
(5.203), a vortex gauge eld:

GÕ(x2,x1) = ei


d3xbm(x)[∇θ̃(x)−A(x)−˜v(x)]. (5.221)

The associated order parameter would be [compare (5.196)]

Õ ≡ Õ(x) = ei


d3x′ (x;Lx)[∇θ̃(x′)−A(x′)−˜v(x′)]. (5.222)

We now observe that in contrast to the correlation function in the superuid
(5.187), this is not invariant under deformations of the shape of the line L̃x2

x1
con-

necting the points x1 and x2. Indeed, if we apply the associated monopole gauge
transformation (5.195) to (5.220), we see that

e−i


d3xbm(x)A(x)→e−i


d3x{bm(x)A(x)+[∇× (x;S̃)]A(x)}=e−i


d3x{bm(x)A(x)+B(x) (x;S̃)},(5.223)

where S̃ is the surface over which L̃x2
x1

has swept. Thus, the correlation function
(5.220) changes under monopole gauge transformations by a phase

GÕ(x2,x1) → e−i


d3xB(x) (x;S̃)GÕ(x2,x1), (5.224)
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which depends on the uctuating magnetic ux through the surface S̃. For this
reason, we must rst remove the freedom of choosing the shape of L̃x2

x1
which connects

x1 with x2. The simplest choice made by Schwinger [42] is the straight path from
x1 to x2.

Still, the correlation function (5.221) does not supply us with an order parameter
when taking the limit of large |x2−x1|. In order to verify this, we go to the partition
function with the canonical representation (5.166) of the Hamiltonian, and insert
the expression (5.221). Then we change eld variables from b̃ to b̃ − bm, and use
(5.168) to obtain (5.169), with (∇× ã)2 replaced by (∇× ã− bm)2:

β̃Hhy
SC=



d3x



1

2β̃m2
A

(∇× ã−bm)2−iã · (∇×A)+
β̃

2
(∇×A)2−iã · j̃v+

β̃ǫ̃c

2
j̃vc

2



.

(5.225)
This is quadratic in the magnetic vector potential A which can be integrated out in
the associated partition function, leading to the Hamiltonian

β̃Hhy
SC =



d3x
1

2β̃m2
A



(∇× ã− bm)2 +m2
A ã2 −iã · j̃v+

β̃ǫ̃c

2
j̃vc

2



. (5.226)

With this Hamiltonian, the correlation function (5.220) can be calculated from the
expectation value [compare (5.209)]:

GÕ(x2,x1) =



e
− 1

β̃m2
A



d3x{ 1
2
bm(x)2−bm(x)[∇× ã(x)]}



. (5.227)

Consider rst the low-temperature phase where the vortices in the superconduc-
tor are frozen out, and we may omit the last two terms in (5.225). Then the massive
eld ã can be integrated out trivially in the partition function, leading to

GÕ(x1,x2)∼e
− β̃m2

A
2



d3x



bm2−(∇×bm) 1

−∇2+m2
A

(∇×bm)



. (5.228)

This is the same expression as in the high-temperature phase of the superuid in
Eq. (5.213), except that the relevant mass is now the Meissner mass mA of the
superconductor rather than ma. The mass mA makes the line L̃x2

x1
between x1 and

x2 in bm(x) energetic, and leads to the same type of exponential long-distance fallo
of the correlation function as in Eq. (5.217):

GÕ(x1,x2)∼e−const·|x1−x2| −→
|x1−x2|→∞

0. (5.229)

This implies a vanishing of the candidate (5.222) for the order parameter:

Õ = Õ(x) = 0. (5.230)

Thus Õ fails to indicate the order of the low-temperature phase.
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Could Õ be a disorder parameter? To see this we go to the high-temperature
phase where the vortex lines are prolic. In the Hamiltonian (5.225), this corre-
sponds to integrating out j̃vc like an ordinary Gaussian variable, producing a Hamil-
tonian

β̃Hhy
SC=



d3x



1

2β̃m2
A



(∇× ã− bm)2 +m2
ã ã

2


−iã · (∇×A)+
β̃

2
(∇×A)2



.

(5.231)
If we now integrate out the magnetic vector potential A, the mass term changes
from m2

ã to m2
ã +m2

A, causing the correlation function to fall o even faster than in
(5.229). Hence Õ is again zero and does not distinguish the dierent phases.

b) Dirac Candidate for Order Parameter

As an alternative to Schwinger’s choice of a straight line connection from x1 to
x2 in Eq. (5.219) we may choose a dierent monopole gauge eld in Eq. (5.221)
which possesses the same divergence ∇ · bm(x) = q(x) as bm(x) in Eq. (5.221), but
has a longitudinal gauge [43, 44, 45]:

∇× bm(x) = 0. (5.232)

Such a choice exists. We simply take

bm(x) = ∇
1

∇
2 q(x) = − 1

4π
∇



1

|x− x1|
− 1

|x− x2|



. (5.233)

The monopole gauge eld (5.233) is the associated Coulomb eld which is longitu-
dinal. Now the exponent in (5.228) simplies and we obtain the limit

GÕ(x1,x2)∼e−
β̃m2

A
2



d3xbm2 ∼e
− β̃m2

A
2



d3x q 1

−∇
2 q = e−β̃m2

A
/8π|x1−x2| −→

|x1−x2|→∞
1. (5.234)

Actually, this result could have been deduced directly from the energy (5.226). In
the longitudinal gauge, bm is orthogonal to the purely transversal eld ∇ × ã, so
that it decouples:

(∇× ã− bm)2 = (∇× ã)2 + bm 2, (5.235)

thus leading directly to (5.234).
The nonzero long-distance limit (5.234) is what we expect in the ordered phase.

Thus we may have the hope that (5.222), with bm(x) replaced by the eld (5.233)
restricted to a single monopole at x, i.e.,

bm
x (x

′) ≡ −∇
′ 1

∇
′2 δ

(3)(x′ − x) =
1

4π
∇

′ 1

|x′ − x|
, (5.236)

can supply us with an order parameter:

Õ =


Õ(x)


=


exp


iθ̃(x)−


d3x′ bm
x (x

′) ·


A(x′)− ˜v(x′)




. (5.237)
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The important question is whether this is zero in the high-temperature disordered
phase of the superconductor [44, 45]. Unfortunately, the answer is negative. We have
observed before that the vortex lines merely change the mass square in (5.228) from
m2

A to m2
A+m2

ã. This does not modify the expression (5.234). Hence the correlation
function has the same type of large-distance limit as before in (5.234), implying that
(5.237) is again nonzero and thus capable of distinguishing the disordered from the
ordered phase.

The reason why (5.234) is the same in both phases is very simple: It lies in the
decoupling of the transverse ∇× ã from the longitudinal eld bm in Eq. (5.234), so
that the asymptotic behavior is unaected by a change in the mass of ã.

c) Disorder Parameter

The only way to judge the order of the superconductor is to use the disorder
eld theory and dene a disorder parameter whose expectation value is zero for
the low-temperature ordered phase and nonzero for the high-temperature disordered
phase. For a superconductor, the disorder Hamiltonian was written down in (5.176).
Recalling (5.183) we might at rst consider extracting the disorder parameter from
a large-distance limit of the correlation function

GD̃(x2,x1) = φ(x2)φ
∗(x1). (5.238)

This, however, would not possess the gauge invariance (5.178) of the disorder Hamil-
tonian (5.176). An invariant expression is obtained by inserting a factor of the type
used in (5.220)

GD̃(x2,x1) = φ(x2)e
−i


d3xbm(x)ã(x)φ∗(x1), (5.239)

where bm(x) is again the δ-function (5.190) along the line Lx2
x1

connecting x1 with x2.
The phase factor ensures the gauge invariance under (5.178). In the hydrodynamic
limit, (5.239) becomes

GD̃(x2,x1) = eiθ(x2)e−i


d3xbm(x)ã(x)e−iθ(x1), (5.240)

where bm(x) is again the δ-function (5.190) along the line Lx2
x1

connecting x1 with
x2. This can be rewritten like (5.221) as

GD̃(x2,x1) = ei


d3xbm(x)[∇θ(x)−ã(x)− v(x)], (5.241)

which now denes a disorder parameter of the superconductor [compare (5.196)]

D̃ ≡ D̃(x) = ei


d3x′ (x′;Lx)[∇θ(x′)−ã(x′)− v(x′)], (5.242)

where the line L imports the ux from innity to x.
Thus we must study the energy

β̃H̃hy,D
SC =



d3x



1

2β̃m2
A

(∇× ã)2 − iã · (∇×A) +
β̃

2
(∇×A)2

+
m2

a

2β̃m2
A

(∇θ − v − ã)2 + bm · (∇θ − ã− v)



. (5.243)
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Integrating out the A-eld in (5.243) makes the ã-eld massive and the Hamiltonian
becomes

β̃H̃hy,D
SC =



d3x



1

2β̃m2
A



(∇× ã)2 +m2
Aã

2


+
m2

ã

2β̃m2
A

(∇θ − v − ã)2 + bm · (∇θ − ã− v)



, (5.244)

where mã is the mass parameter in Eq. (5.172), although it does not coincide with
the mass of the ã-eld as it did there.

As done before, we introduce an auxiliary eld b to rewrite the last two terms
of (5.244) in the form



d3x



β̃m2
A

2m2
ã

(b− bm)2 + ib · (∇θ − ã− v)



, (5.245)

and further as



d3x



β̃m2
A

2m2
ã

(∇× a− bm)2 + i a · (∇× ã + jv) +
β̃ǫc

2
jv2



. (5.246)

We have added a core energy to simplify the following discussion.
In the low-temperature phase, there are no vortices in the superconductor but

prolic vortices in the dual formulation whose vortex density is jv, so that we can
integrate out jv in (5.246) as if it were an ordinary Gaussian eld. This gives rise
to a mass term for the a-eld, so that the Hamiltonian (5.244) becomes

β̃H̃hy,D′

SC =


d3x



1

2β̃m2
A



(∇× ã)2 +m2
Aã

2


+
β̃m2

A

2m2
ã



(∇× a− bm)2 +m2
aa

2


+ i ã ·∇× a



. (5.247)

Upon integrating out the ã-eld, we obtain

β̃H̃hy,D′

SC =


d3x



1

2β̃m2
A



(∇× a− bm)2 +m2
aa

2




+∆H, (5.248)

where

∆H =
β̃m2

A

2



d3x∇× a
1

−∇
2 +m2

A

∇× a. (5.249)

If we forget this term for a moment we derive from the Hamiltonian (5.248) the
correlation function

GD̃(x1,x2)∼e
− β̃m2

A
2



d3x



bm2−(∇×bm) 1

−∇2+m2
a
(∇×bm)



. (5.250)
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As in Eq. (5.213), the mass of a provides the line Lx2
x1

in bm(x) with an energy
proportional to its length, so that the disorder correlation function (5.241) goes to
zero at large distances.

This result is unchanged by the omitted term (5.249). By expanding it in powers
of ∇2, it consists of a sum of gradient terms

∆H =
β̃

2



d3x∇× a



1 +
∞


1=0



∇
2

m2
A

n

∇× a, (5.251)

which change only the dispersion of the a-eld, but not its mass.
In the high-temperature phase, there are no dual vortices so that the a-eld

remains massless, and the correlation function is given by an expression like (5.210):

GD̃(x2,x1) ≈ e
− β̃m2

a
2



d3x



bm2−(∇×bm) 1

−∇2 (∇×bm)



= e
− β̃m2

a
2



d3x∇·bm 1

−∇2∇·bm

. (5.252)

This has the same constant large-distance behavior as (5.211) which is independent
of the shape of Lx2

x1
, implying a nonzero disorder parameter (5.242). The monopole

gauge invariance is unbroken in this phase.
Thus (5.242) is a good disorder parameter for the superconducting phase tran-

sition.

c) Alternative Disorder Parameter

At this point we realize that the large-distance behaviors of (5.250) and (5.252)
are also found in the correlation function

GD̃(x2,x1) =



e
− 1

β̃m2
A



d3x{ 1
2
bm(x)2−bm(x)[∇×A(x)]}



, (5.253)

where the singular line Lx2
x1

in bm(x) [recall (5.190)] is taken to be the straight line
connecting x1 with x2 [as in (5.227)]. In the low-temperature ordered phase the
vector potential A(x) has a nonzero Meissner mass mA and thus the same long-
distance behavior as (5.250). In the high-temperature disordered phase, A(x) is
massless and (5.253) behaves like (5.252).

The Hamiltonian leading to the correlation function (5.253) looks like (5.225),
but with the magnetic gauge eld bm(x) inserted into the magnetic gradient term
rather than the gradient term of the eld ã(x):

β̃Hhy
SC=



d3x



1

2β̃m2
A

(∇× ã)2−iã · (∇×A)+
β̃

2
(∇×A−bm)2−iã · j̃v+

β̃ǫ̃c

2
j̃vc

2



.

(5.254)
The disorder parameter associated with the correlation function (5.253) is the

expectation value

D = D(x) =


e
− 1

β̃m2
A



d3x{ 1
2
bm
x
(x)2−bm

x
(x)[∇×A(x)]}



, (5.255)
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where
bm
x (x) = (x; L̃x) (5.256)

is singular on any straight line L̃x from x to innity.

5.4 Order of Superconducting Phase Transition and
Tricritical Point

Since the discovery superconductivity by Kamerlingh Onnes in 1908, most experi-
mental data of the phase transition are tted very well by the BCS theory (recall
Fig. 5.8). In the neighborhood of the critical point, the BCS theory is approximated
by the Ginzburg-Landau Hamiltonian (5.154) [32]. Fluctuations of the Ginzburg-
Landau order eld φ(x) are usually so small that they can be neglected, i.e., mean-
eld results provide us with good approximations to the data. In the immediate
vicinity of the transition, however, they become important.

5.4.1 Fluctuation Regime

The reason why mean-eld results are so accurate was rst explained by Ginzburg
[46] who found a criterion estimating the temperature interval ∆TG around Tc for
which uctuations can be important. Strictly speaking, his criterion is inapplicable
to superconductors, as has often been done, but only to systems with a single real
order parameter. Since superconductors have a complex order parameter, a dierent
criterion is relevant which has only recently been found [47]. If the order parameter
is not a single real quantity but has a symmetry O(N), the true uctuation interval
∆TGK has turned out to be by a factor N2 larger than Ginzburg’s estimate ṪG.

The uctuations in the corrected Ginzburg interval cause a divergence in the
specic heat at Tc very similar to the divergence observed in the λ-transition of
superuid helium (recall Fig. 5.1). This interval is in all traditional superconductors
too small to be resolved [46, 47], so that it was not astonishing that no uctuations
were observed [48, 49]. The situation has changed only recently with the advent of
high-temperature superconductivity where∆TG is large enough to be experimentally
resolved [50, 51].

5.4.2 First- or Second-Order Transition?

In 1972, the order of the superconducting phase transition became a matter of
controversy after a theoretical paper by Halperin, Lubensky, and Ma [52] predicted
that the transition should really be of rst order. The argument was based on an
application of renormalization group methods [53] to the partition function

ZGL =


DψDψ∗


DAΦT [A] e−β̃HGL[ψ,ψ
∗,A] (5.257)

associated with the Ginzburg-Landau Hamiltonian (5.151) in 4− ǫ dimensions. The
technical signal for the rst-order transition was the nonexistence of an infrared-
stable xed point in the renormalization group ow [15] of the coupling constants



5.4 Order of Superconducting Phase Transition and Tricritical Point 177

e and g as a function of the renormalization scale. The fact that all experimental
observations indicated a second-order transition was explained by the fact that the
uctuation interval ∆TGK was too small to be detected. Since then there has been
much work [55] trying to nd an infrared-stable xed point by going to higher
loop orders or by dierent resummations of the divergent perturbation expansions,
but with little success. The controversy was resolved only 10 years later by the
author [56] who demonstrated that superconductors can have rst- and second-
order transitions, separated by a tricritical point , a result conrmed recently by
Monte Carlo simulations [57].

With the advent of modern high-Tc superconductors, the experimental situation
has been improved. The temperature interval of large uctuations is now broad
enough to observe critical properties beyond the mean-eld approximation. Several
experiments have found a critical point of the XY universality class [50]. In addition,
there seems to be recent evidence for an additional critical behavior associated with
the so-called charged xed point [51]. In future experiments it will be important to
understand the precise nature of the critical uctuations.

Starting point of the theoretical discussion is the Ginzburg-Landau Hamiltonian
(5.151). It contains the eld ψ(x) describing the Cooper pairs, and the vector po-
tential A(x). Near the critical temperature, but outside the narrow interval ∆TGK

of large uctuations, the energy (5.151) describes well the second-order phase tran-
sition of the superconductor. It takes place when τ drops below zero where the

pair eld ψ(x) = ρ(x)eiθ(x) acquires the nonzero expectation value ρ0 =


−τ/g.
The properties of the superconducting phase are approximated well by the energy
(5.156). The Meissner-Higgs mass term in (5.156) gives rise to a nite penetration
depth of the magnetic eld λ = 1/mA = 1/ρ0q.

By expanding the Hamiltonian (5.154) around the hydrodynamic limit (5.156)
in powers of the uctuations δρ ≡ ρ̃ − ρ0, we nd that the ρ-uctuations have a
quadratic energy

Hδρ =
1

2



d3x


(∇δρ)2 − 2τ(δρ)2


, (5.258)

implying that these have a nite coherence length ξ = 1/
√
−2τ .

The ratio of the two length scales λ and ξ:

κ ≡ λ/
√
2ξ, (5.259)

which for historic reasons [58] carries a factor
√
2, is the so-called Ginzburg parameter

whose mean eld value is κMF ≡


g/q2. Type-I superconductors have small values
of κ, type-II superconductors have large values. At the mean-eld level, the dividing
line lies at κ = 1/

√
2.

5.4.3 Partition Function of Superconductor with Vortex Lines

The higher operating temperatures in the new high-Tc superconductors make eld
uctuations important. These can be taken into account either by calculating the
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partition function and eld correlation functions from the functional integral [com-
pare (5.160)] or, after the eld decomposition (5.153), from

ZGL =


Dρ̃ ρ̃



DAΦT [A]


{S}

Φ[˜
v
]


Dθ̃ e−β̃HGL[ρ̃,θ̃,A]. (5.260)

This can be approximated by the hydrodynamic formulation (5.160). From now on
we use natural temperature units where kBT = 1 and omit all tildes on top of ρ̃, θ̃,
T , etc., for brevity, so that we shall rewrite (5.160):

Zhy
SC =



DAΦT [A]


{S}

Φ[ v]
 ∞

−∞
Dθ e−β̃Hhy

SC. (5.261)

It is instructive recapitulate the basic diculties in explaining the order of the
superconducting phase transition. The simplest argument suggesting a rst-order
transition is based on performing a mean-eld approximation in the pair eld ρ and
ignore the eect of vortex uctuations. Thus one sets v ≡ 0 in the Hamiltonian
(5.154), and considers

Happ
GL ≈



d3x



ρ2

2
(∇θ − qAL)

2 +
1

2
(∇ρ)2+V (ρ)+

1

2
(∇×A)2 +

ρ2q2

2
A2

T



, (5.262)

where the wiggles on top of ρ, θ, and v have been omitted to simplify the nota-
tion. The right-hand side is only an approximation for the following reason. We
have separated A into longitudinal and transverse parts AL and AT as dened in
Eq. (5.135). If ρ were a constant and not a eld this separation would lead exactly to
(5.262). Due to the x-dependence, however, there will be corrections proportional to
the gradient of ρ(x) which we shall ignore, assuming the eld ρ(x) to be suciently
smooth [59].

After these approximations we can integrate out the Gaussian phase uctuations
θ(x) in the partition function (5.257) and obtain

Zapp′

GL = Det−1/2[−∇
2]


Dρ DAΦT [A] e−β̃Happ′

GL , (5.263)

with the Hamiltonian

Happ′

GL =


d3x



1

2
(∇ρ)2+V (ρ)+

1

2
(∇×A)2 +

ρ2q2

2
A2

T



. (5.264)

The uctuations of the vector potential are also Gaussian, and can be integrated
out in (5.263) to yield

Z̄app′

GL = Det−1/2[−∇
2] Det−1[−∇

2 + ρ2q2]


Dρ e−β̃H̄app′

GL , (5.265)

where

Happ′

GL =


d3x


1

2
(∇ρ)2+V (ρ)



. (5.266)
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5.4.4 First-Order Regime

Assuming again that ρ is smooth, the functional determinant Det−1[−∇
2 + ρ2q2]

may be done in the Thomas-Fermi approximation [60] where it yields

Det−1[−∇
2 + ρ2q2]= e−Tr log[−∇

2+ρ2q2] ≈ e−V


[d3k/(2π)3](k2+ρ2q2)= eρ
3q3/6π. (5.267)

From now on we shall use natural units for the energy and measure energies in
units of kBT . Then we can set β̃ = 1 in the Boltzmann factors (5.264) and (5.266),
and the result (5.267) implies that A-uctuations contribute a cubic term to the
potential V (ρ) in Eq. (5.155), changing it to

V̄ (ρ) =
τ

2
ρ2 +

g

4
ρ4 − c

3
ρ3, c ≡ q3

2π
. (5.268)

The cubic term generates, for τ < c2/4g, a second minimum in the potential Ṽ (ρ)
at

ρ̃0 =
c

2g



1 +



1− 4τg

c2



 , (5.269)

as illustrated in Fig. 5.9.

Ṽ (ρ)

ρ

ρ1

Figure 5.9 Potential for the order parameter ρ with cubic term. A new minimum

develops around ρ1 causing a rst-order transition for τ = τ1.

If τ decreases below
τ1 = 2c2/9g, (5.270)

the new minimum drops below the minimum at the origin, so that the order param-
eter jumps from ρ = 0 to

ρ1 = 2c/3g (5.271)

in a phase transition. At this point, the coherence length of the ρ-uctuations
ξ = 1/

√
τ + 3gρ2 − 2cρ has the nite value

ξ1 =
3

c



g

2
, (5.272)

which happens to be the same as for the uctuations around ρ = 0. The fact that
the transition occurs at a nite ξ = ξ1 = 0 indicates that the phase transition is of
rst order. In a second-order transition, ξ would go to innity as T approaches Tc.
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This conclusion is reliable only if the jump of ρ0 is suciently large. For small
jumps, the mean-eld discussion of the energy density (5.268) cannot be trusted.
At a certain small ρ0, the transition becomes second-order. The change of the order
is caused by the neglected vortex uctuations in (5.264). We must calculate the
partition function (5.263) including the sum over vortex gauge elds v(x), with a
Hamiltonian equal to (5.154) but with omitted wiggles:

HGL =


d3x



ρ2

2
(∇θ − v− qA)2 +

1

2
(∇ρ)2+V (ρ)+

1

2
(∇×A)2



. (5.273)

If we now integrate out the θ-uctuations, and assume smooth ρ-elds, we obtain
the partition function (5.263) extended by the sum over vortex gauge elds v(x),
and with the Hamiltonian

Happ′

GL =


d3x



1

2
(∇ρ)2+V (ρ)+

1

2
(∇×A)2 +

ρ2

2
(qA+ v)2T



. (5.274)

We may now study the vortex uctuations separately by dening a partition function
of vortex lines in the presence of a uctuating A-eld for smooth ρ(x):

Z v,A[ρ]≡


D v
TDAT exp



−1

2



d3x



(∇×A)2 +
ρ2

2
(qA+ v)2T



. (5.275)

The transverse part of the vortex gauge eld v is dened as in (5.135). We have ab-
breviated the sum over the jumping surfaces S with vortex gauge xing,



{S} Φ[
v],

dened in (5.36) by


D v
T . In addition, we have xed of the vector potential to be

transverse and indicated this by the functional integration symbol DAT .

5.4.5 Vortex Line Origin of Second-Order Transition

The important observation is now that for smooth ρ-elds, this partial partition
function possesses a second-order transition of the XY-model type if the average
value of ρ drops below a critical value ρc. To see this we integrate out the A-eld
and obtain

Z v,A[ρ] ≈ exp





d3x
q3ρ3

6π





D v
T exp



ρ2

2



d3x



1

2
v
T

2 − v
T

ρ2q2

−∇
2 + ρ2q2

v
T



.

(5.276)

The rst factor yields, once more, the cubic term of the potential (5.268). The
second factor accounts for the vortex loops. The integral in the exponent can be
rewritten as

ρ2

2



d3x



v
T

−∇
2

−∇
2 + ρ2q2

v
T



. (5.277)

Integrating this by parts, and using the identity


d3x∇iA∇iB =


d3x [(∇×A)(∇×B) + (∇ ·A)(∇ ·B)], (5.278)
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together with the transversality property∇· v
T = 0 and the curl relation ∇× v

T = jv

of Eq. (5.31), the partition function (5.276) without the prefactor takes the form

Z̄ v,A[ρ] ≈


D v
T exp



−ρ2

2



d3x



jv
1

−∇
2 + ρ2q2

jv


. (5.279)

This is the partition function of a grand-canonical ensemble of closed uctuating
vortex lines. The interaction between them is of the Yukawa type, with a nite
range equal to the penetration depth λ = 1/ρq.

It is well-known how to compute pair and magnetic elds of the Ginzburg-Landau
theory for a single straight vortex line from the extrema of the energy density [48].
In an external magnetic eld, there exist triangular and various other regular arrays
of vortex lines, such as vortex lattices. In the presence of impurities, the vortex
lattices may turn into vortex glasses. The study of such phases and the transitions
between them is an active eld of research [61].

In the core of each vortex line, the pair eld ρ goes to zero over a distance
ξ. If we want to sum over a grand-canonical ensemble of uctuating vortex lines
of any shape in the partition function (5.279), the space dependence of ρ causes
complications. These can be avoided by an approximation, in which the system is
placed on a simple-cubic lattice of spacing a = α ξ, with α of the order of unity,
and a xed value ρ = ρ̃0 given by Eq. (5.269). Thus we replace the partial partition
function (5.279) approximately by

Z̄ v,A[ρ̃0] ≈


{l;∇·l=0}

exp



−4π2ρ̃20a

2



x

l(x)vρ̃0q(x− x′)l(x′)



. (5.280)

The sum runs over the discrete versions of the vortex density jv in (5.279). Re-
calling (5.35) and (5.49), these are 2π times the integer-valued vectors l(x) =
(l1(x), l2(x), l3(x)) = ∇ × n(x), where ∇ denotes the lattice derivative (5.40). Be-
ing lattice curls of the integer vector eld n(x) = (n1(x), n2(x), n3(x)), they satisfy
∇ · l(x) = 0. This condition restricts the sum over l(x)-congurations in (5.280) to
all non-selfbacktracking integer-valued closed loops. The partition function (5.275)
has precisely the form discussed before in Eq. (5.55) with ρ0q playing the role of
the Yukawa mass m in (5.55). The lattice partition function (5.280) has therefore a
second-order phase transition The transition temperature was plotted in Fig. 5.7.

5.4.6 Tricritical Point

We are now prepared to locate the position of the tricritical point where the order
of the superconducting phase transition changes from second to rst. Consider the
superconductor in the low-temperature phase where the size of the order parameter
lies in the right-hand minimum of the potential Ṽ (ρ) in Fig. 5.9. Upon heating, the
minimum moves closer to the origin. The decrease of ρ2 in the Boltzmann factor of
(5.279) increases the number and the length of the vortex lines. If the critical value
of vortex condensation is reached before the right-hand minimum arrives at the same



182 5 Multivalued Fields in Superuids and Superconductors

height as the left-hand minimum at the origin in Fig. 5.9. Then the superconductor
undergoes a second-order phase transition of the XY -model type. If equal height is
reached before this, the order parameter ρ jumps to zero in a rst-order transition.
The rst-order transition takes certainly place for large q, i.e., for small mean-eld

Ginzburg parameter κMF =


g/q2 [recall (5.259)], where the jump is large. In the
opposite limit, the vortex loops will condense before the order parameter jumps to
zero. The above considerations permit us to determine at which value of κMF the
order changes.

Comparing (5.280) with the partition function (5.109) of the Yukawa loop gas,
we conclude that the vortex condensation takes place when [compare (5.111)]

4π2aρ̃20vρ̃0q(0) ≈ Tc ≈ 3. (5.281)

Using the analytic approximation (5.114), we may write this as

4π2av0(0)
ρ̃20

σ a2ρ̃20q
2/6 + 1

≈ Tc ≈ 3, (5.282)

or
ρ̃20a

σ a2ρ̃20q
2/6 + 1

≈ r

3
, (5.283)

where r = 9/4π2v0(0) ≡ 0.90. The solution is

ρ̃0 ≈
1√
3a



r

1− σraq2/18
. (5.284)

Replacing here a by αξ1 = α(3/c)


g/2 of Eq. (5.272), and ρ̃0 by ρ1 = 2c/3g of

Eq. (5.271), and inserting further c = q3/2π of Eq. (5.268), we nd the equation for

the mean-eld Ginzburg parameter κMF =


g/q2 [recall (5.259)]:

κ3
MF + α2σ

κMF

3
−

√
2α

πr
= 0. (5.285)

For the best value σ ≈ 1.6 in the approximation (5.114), the parameter r ≈ 0.9, and
the rough estimate α ≈ 1, the solution of this equation yields the tricritical value

κtric
MF ≈ 0.82/

√
2. (5.286)

In spite of the roughness of the approximations, this result is very close to the value

κtric
MF =

3
√
3

2π



1− 4

9



π

3



≈ 0.80√
2

(5.287)

derived from the dual theory in [27]. The approximation (5.286) has three uncer-
tainties. First, the identication of the eective lattice spacing a = αξ with α ≈ 1;
second the associated neglect of the x-dependence of ρ and its uctuations, and third
the localization of the critical point of the XY-model type transition in Eqs. (5.115)
and the ensuing (5.283).
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5.4.7 Disorder Theory

In the disorder theory (5.177) it is much easier to prove that superconductors can
have a rst- and a second-order phase transition, depending on the size of the
Ginzburg parameter κ dened in Eq. (5.259). Before we start let us rewrite the
disorder theory in a more convenient way. As before, we decompose the complex
disorder eld φ as φ = ρeiθ. In the partition function (5.179), this changes the
measure of functional integration from



Dφ


Dφ∗ to


Dρρ


Dθ. Now we x the
gauge by absorbing the phase θ of the eld into ã by a gauge transformation (5.178).
This brings the Hamiltonian (5.177) to the form

β̃H̃hy
SC ∼



d3x


1

2β̃m2
A

[(∇× ã)2 +m2
Aã

2
T ] +

ρ2

2



ã2
T + ã2

L



+
1

2
(∇ρ)2 +

τ

2
ρ2 +

g

4
ρ4


,

(5.288)
where we have again assumed a smooth ρ-eld to separate ρ2ã2 into ρ2ã2

T + ρ2ã2
L.

The partition function (5.179) reads now

Zdual
SC =



Dρρ



Dã e−β̃H̃hy

SC. (5.289)

We may integrate out ãL to obtain a factor Det[ρ2]−1/2 which removes the factor ρ
in the measure of path integration Dρ ρ. This leads to the partition function

Zdual
SC =



DρDet[−∇
2 +m2

A(1 + β̃ρ2)]e−β̃H̃hy

SC , (5.290)

with

β̃H̃hy
SC =



d3x


1

2
(∇ρ)2 +

τ

2
ρ2 +

g

4
ρ4


+ Tr log[−∇
2 +m2

A(1 + β̃ρ2)] . (5.291)

In the superconducting phase, there are only a few vortex lines and the disorder
eld ρ of vortex lines uctuates around zero. In this phase we may expand the
Tracelog into powers of ρ2. The rst expansion term is proportional to ρ2 and
renormalizes τ in the Hamiltonian (5.291), corresponding to a shift in the critical
temperature.

The second expansion term is approximately given by

−β̃2m4
A



d3x


d3k

(2π)3
1

(k2 +m2
A)

2
ρ4 ∝ −m3

A



d3x ρ4. (5.292)

This term lowers the interaction term (g/4)ρ4 in the Hamiltonian (5.291). An
increase in mA corresponds to a decrease of the penetration depth in the supercon-
ductor, i.e., to materials moving towards the type-I regime. At some larger value of
mA, the ρ

4-term vanishes and the disorder eld theory requires a ρ6-term to stabilize
the uctuations of the vortex lines. In such materials, the superconducting phase
transition turns from second to rst order.

A more quantitative version of this argument was used in Ref. [56] to show the
existence of the tricritical point and its location at the Ginzburg parameter κ ≡ g/q2

in Eq. (5.287). This agrees well with a recent Monte Carlo value (0.76 ± 0.04)/
√
2

of Ref. [57].
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Figure 5.10 Phase diagram of a two-dimensional layer of superuid 4He. At a higher

fugacity y > y∗, an increase in temperature causes the vortices to rst condense to a

lattice. This has a melting transition to a phase which possesses a Kosterlitz-Thouless

vortex unbinding transition (after Ref. [62]).

5.5 Vortex Lattices

The model action (5.27) represents the gradient energy in superuid 4He correctly
only in the long-wavelength limit. The neutron scattering data yield the energy
spectrum ω = ǫ(k) shown in Fig. 5.2.

To account for this, the energy should be taken as follows:

HNG =
1

2



d3x(∇ θ − v)
ǫ2(−i∇)

−∇2
(∇ θ − v). (5.293)

The roton peak near 2rA−1 gives rise to a repulsion between opposite vortex line
elements at the corresponding distance. If a layer of superuid 4He is diluted with
3He, the core energy of the vortices decreases, the fugacity y and the average vortex
number increases. For a suciently high average spacing, a vortex lattice forms. In
this regime, the superuid has three transitions when passing from zero temperature
to the normal phase. There is rst a condensation process to a vortex lattice, then
a melting transition of this lattice into a uid of bound vortex-antivortex pairs, and
nally a pair-unbinding transition of the Kosterlitz-Thouless type. The latter two
transitions have apparently been seen experimentally (see Fig. 5.10).

Appendix 5A Single Vortex Line in Superuid

Here we derive some properties of an individual vortex line obtained by extremizing
the Ginzburg-Landau Hamiltonian (5.6). For simplicity, we shall focus attention
only upon a straight line. Such a line can be obtained as a cylindrical solution to
the eld equation

−∇
2φ+ τφ+ λ|φ|2φ = 0, (5A.1)
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which minimizes the energy (5.6).
Decomposing φ into its polar components as in (5.10), φ(x) = ρeiθ(x), and ig-

noring for a moment the vortex gauge eld, the real and imaginary parts of this
equation read



−∇
2 + (∇θ)2 + τ + λρ2



ρ = 0 (5A.2)

and

∇js(x) = 0, js(x) ≡ ρ2∇θ(x) = 0. (5A.3)

The latter equation is the statement of current conservation for the current density
of superow js(x).

Current conservation can be ensured by a purely circular ow in which ρ depends
on the distance r from the cylindrical axis and the phase θ is an integer multiple
of the azimuthal angle in space, θ = n arctan(x2/x1). Then (5A.2) reduces to the
radial dierential equation

−


∂2
r +

1

r
∂r −

n2

2



ρ+ λ(ρ2 − ρ20)ρ = 0, (5A.4)

where ρ0 =


−τ/λ =


(1− T/Tc)/λ [compare (5.7), (5.8)].
In order to solve this equation it is convenient to go to reduced quantities r̄, ρ̄,

which measure the distance r in units of the coherence length [recall (5.14)]

ξ = ξ0
1



2(1− T/Tc)
(5A.5)

and the size of the order parameter ρ in units of ρ0, i.e., we introduce

x̄ = x/ξ, r̄ = r/ξ (5A.6)

ρ̄ = ρ/ρ0. (5A.7)

Then (5A.4) takes the form



−


∂2
r̄ +

1

r̄
∂r̄ −

n2

r̄2



+ (ρ̄2 − 1)



ρ̄(r̄) = 0. (5A.8)

Multiplying this with the phase factor

einθ = ein tan−1(x2/x1), (5A.9)

we see that the complex eld φ(x) has the following small |x| behavior

φ(x) ∝ r̄nein tan−1(x2/x1) = (x1 + ix2)
n, (5A.10)
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Figure 5.11 Order parameter ρ̄ = |φ|/|φ0| around a vortex line of strength n = 1, 2, 3, . . .

as a function of the reduced distance r̄ = r/ξ, where r is the distance from the axis and ξ

the healing length.

which corresponds to a zero of n-th order in φ(x).
For large r̄ ≫ 1, ρ̄(r̄) approaches the asymptotic value ρ̄ = 1. In fact, Eq. (5A.8)

is solved by a large-r̄ expansion:

ρ̄n(r̄) = 1− n2

2r̄2
−



n2 +
1

8
n4



1

r̄4
−



8 + 2n2 +
1

16
n4



n

r̄6
−O



1

r̄8



. (5A.11)

Integrating the dierential equation numerically inward, we nd the solution dis-
played in Fig. 5.11.

Let us now study the energy of these vortex lines. The calculation can be simpli-
ed by a scaling argument: if φ(x) is the solution of the dierential equation (5A.1),
the rescaled solution

φδ(x) ≡ eδ · φ(x) (5A.12)

must extremize the energy for δ = 0. Inserting (5A.12) into (5.6), we calculate

E =
1

2



d3x



e2δ|∇φ|2 + e2δτ |φ|2 +
λ

2
e4δ|φ|4



. (5A.13)

Setting the derivative with respect to δ equal to zero gives at δ = 0

1

2



d3x


|∇φ|2 + τ |φ|2 + λ|φ|4


= 0. (5A.14)

Subtracting this from (5A.13) for δ = 0 we see that the energy of a solution of the
eld equation is simply given by

E = −λ

4



d3x|φ|4. (5A.15)

Most of this energy is due to the asymptotic regime where φ → φ0 = ρ0 =


−τ/λ.

Inserting this into (5A.16) yields the condensation energy (5.16)

Ec = −V
λ

4
ρ40 = −V fc, fc =

τ 2

4λ
. (5A.16)
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Subtracting this from (5A.16) we nd the energy due to the presence of the vortex
line

Ev = −λ

4



d3x (|φ|4 − |φ0|
4). (5A.17)

In terms of natural units introduced in (5A.6) and (5A.7), this is simply

Ev = −fcξ
3


d3x̄ [1− ρ̄4(x)]. (5A.18)

Going over to cylindrical coordinates r̄, θ, z, the integral becomes, for a line of re-
duced length L̄ along the z-direction:

2πL̄
 ∞

0
dr̄ r̄ [1− ρ̄4(r̄)]. (5A.19)

Before inserting the numerical solutions for ρ̄(r̄) plotted in Fig. 5.11 we note that
due to the factor r̄ in the integrand, the additional energy comes mainly from the
large-r̄ regime, i.e., the far zone around the line. In fact, if we insert the leading
asymptotic behavior (5A.11), the integral becomes

2πn2L̄
 ∞

dr̄/r̄, (5A.20)

which diverges logarithmically for large r̄. An immediate conclusion is that a single
vortex line can have a nite energy only in a nite container. If this container
is cylindrical of radius R, the integral is nite and becomes 4πn2L̄ log(R/ξ). In an
innite container, straight vortex lines can only exist in pairs of opposite circulation.

Consider now the small-r̄ behavior. From (5A.8) we see that close to the origin,
ρ̄(r̄) behaves like r̄n. Hence 1 − ρ̄4, and the energy of a thin cylindrical section of
radius r̄ grows like r̄2. For increasing r̄, the rate of growth rapidly slows down and
settles at the asymptotic rate 4πn2L̄ × log(r/ξ), where ξ is the coherence length.
The proper inclusion of the nonasymptotic behavior gives a nite correction to
this asymptotic energy. In a container of radius R, the integral (5A.19) becomes
4πn2L̄[log(R/ξ) + c]. The precise numerical evaluation of the dierential equation
(5A.8) and the integral (5A.19) shows that for the lowest vortex line, c has the value

c = 0.385. (5A.21)

Hence the energy of the vortex line per unit length becomes

Ev

L
≈ fcξ

24πn2[log(R/ξ) + 0.385]. (5A.22)

The same result would have been obtained by replacing the integrand r̄[1− ρ̄4(r̄)]
by its asymptotic form 2n2/r̄ and integrating from a radius

rc = ξe−c (5A.23)
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to R. The quantity rc is called the core radius of the vortex line.
The logarithmic divergence of the energy has a simple physical meaning. In order

to see this let us calculate this energy once more using the original expression (5.6),
i.e., without invoking the property (5A.14). It reads, for a cylindrical solution:

Ev

L
= fcξ

2 4π


dr̄ r̄



(∂r̄ρ̄)
2 +

1

2
(1− ρ̄2)2 +

n2

r̄2
ρ̄2


. (5A.24)

The rst two terms are rapidly converging. Thus the energy of the far-zone resides
completely in the last term

n2

r̄2
ρ̄2 ≈ n2

r̄2
. (5A.25)

This energy is a consequence of the angular behavior of the condensate phase θ =
n tan−1(x2/x1) around a vortex line. In fact, the term (5A.26) is entirely due to the
azimuthal part of the gradient energy (1/2)ρ2(∇θ)2, i.e., the term which describes
the Nambu-Goldstone modes.

The dominance of the energy carried by the phase gradient can also be described
in a dierent and more physical way. In Eq. (5A.3) we have seen that js(x) =
ρ2∇θ(x) is the current density of superow, and we may identify the gradient ∇θ(x)
as the superow velocity vs(x). In physical units, it is given by h̄∇θ(x). Far away
from the line it reads explicitly

vs =
h̄

M
n∇ arctan



x2

x1



=
h̄

M

n

r2
(−x2, x1, 0) =

h̄

M
n
1

r
eφ, (5A.26)

where eφ is the unit vector in azimuthal direction. Thus, around every vortex line,
there is a circular ow of the superuid whose velocity decreases like the inverse
distance from the line. With the notation (5.18) for the superuid density, the
hydrodynamic energy density of the velocity eld (5A.26) is

E(x) =
ρs

2
v2
s(x) =

ρs

2

h̄2

M2

n2

r2
. (5A.27)

This is precisely the dominant third Nambu-Goldstone term in the energy integral
(5A.24). Thus the energy of the vortex line is indeed mainly due to the hydrody-
namic energy of the superow around the line.

For the major portion of the uid, the limiting hydrodynamic expressions
(5A.26), (5A.27) give an excellent approximation to these quantities. Only in the
neighborhood of the line, i.e., for small radii r ≤ ξ, the energy density diers from
(5A.27) due to gradients of the size of the eld |φ|. It is therefore suggestive to
idealize the superuid and assume the validity of the pure gradient energy density

E(x) =
ρs

2
v2
s(x) =

h̄2ρs

2M2
[∇θ(x)]2 (5A.28)

everywhere in space.
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The deviations from this law, which become signicant only very close to a vortex
line, i.e., at distances of the order of the coherence length ξ, are treated approximately
by simply cutting o the energy integration at the core radius rc (5A.23) around the
vortex line. In other words, we pretend as though there is no superow at all within
the thin tubes of radius ξ, and assume a sudden onset of idealized ow outside rc,
moving with the limiting velocity (5A.26).

Although the internal part of the thin tube carries no superow, it nevertheless
carries rotational energy. Within the present approximation, this energy is associ-
ated with the number c = 0.385 in (5A.22). This piece will be called the core energy .
The core energy has a physical interpretation. At distances smaller than the core
radius, the dierent parts of the liquid can no longer slip past each other freely.
Hence the core of a vortex line is expected to rotate roughly like a solid rod, rather
than with the diverging velocity vs ∼ 1/r. Indeed, if we use the approximation

vs ≈ n



r/ξ, r ≤ ξ,
1/r, r > ξ

(5A.29)

for a line of vortex strength n, the energy density has, for small r, precisely the
behavior proportional to r2 observed before in the exact expressions (5A.18). More-
over, the energy integration gives

n2



 R/ξ

1
dr̄ r̄

1

r̄2
+

 1

0
dr̄ r̄ r̄2



= n2[log(R/ξ) + 0.25], (5A.30)

and we see that the number c for the core energy emerges with this approximation
as 0.25, which is of the correct order of magnitude.

To complete our discussion of the hydrodynamic picture, let us calculate the
circulation of the superuid velocity eld around the vortex lines:

κ ≡


B
dxivsi =

h̄

M
n


B
dxi∂iθ =

h̄

M
2πn = n

h

M
= nκ1. (5A.31)

This integral is the same for any size and shape of the circuit B around the vortex
line. Thus the circulation is quantized and always appears in multiplets of κ1 =
h/M ≈ 10−3 cm2/sec. The number n is called vortex strength.

The integral (5A.31) can be transformed into a surface integral via Stokes’ the-
orem (4.21):



SB
d2x∇× vs =

h̄

M
2πn, (5A.32)

where SB is some surface spanned by the circuit B in (5A.31). This integral is the
same for any size and shape of SB. From this result we conclude that the third
component of the curl of vs must vanish everywhere, except at the origin. There it
must have a singularity of such a strength that the two-dimensional integral gives
the correct vortex strength. Hence

∇× vs =
h̄

M
2πn δ(2)(x⊥)ẑ, (5A.33)
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are the coordinates orthogonal to the vortex line. This is the two-dimensional version
of (5.31).

If the nonlinearities of the eld are taken into account, the δ(2)-function is really
smeared out over a circle whose radius is of order ξ. Typically, the term 1/r2 in
(5A.27) will be softened to 1/(r2 + ε2), in which case the curl of the superuid
velocity becomes

∇× vs =
h̄

M
n

2ε2

(r2 + ε2)2
ẑ. (5A.34)

The right-hand side is nonzero only within a small radius r ≥ ε, where it diverges
with the total strength



d2x
2ε2

(r2 + ε2)2
= 2πε2



dr
2r

(r2 + ε2)2
= 2π. (5A.35)

This shows that (5A.34) is, indeed, a smeared-out version of the singular relation
(5A.33).

Due to their rotational properties, vortex lines can be generated experimentally
by rotating a vessel with an angular velocity Ω. Initially, the lack of friction will
cause the superuid part of the liquid to remain at rest. This situation cannot,
however, persist forever since it is not in a state of thermal equilibrium. After some
time, vortex lines form on the walls which migrate into the liquid and distribute
evenly. This goes on until their total number is such that the rotational Helmholtz
free energy

EΩ = H −Ω · L ≈


d3x


ρs

2
v2
s −Ω · x× ρsvs



(5A.36)

is minimal. This equilibration process has been observed in the laboratory and has
even been photographed. This was done using the property that vortex lines trap
ions which can be accelerated against a photographic plate.

If we evaluate the energy (5A.36) with the circular velocity eld vs(x) of a single
vortex of Eq. (5A.26), we nd that in a cylindrical vessel of radius R, the rst vortex
line n = 1 appears at a critical angular velocity

Ωc =
κ1

πR2
log

R

ξ
(5A.37)

and settles on the axis of rotation. It is useful to observe that the vortex lines
of higher n are all unstable. Since the energy increases quadratically with n, it is
favorable for a single line with n > 1 to decay into n lines with n = 1. When
generating vortex lines by stirring a vessel, one may nevertheless be able to create,
for a short time, such an unstable line, and to observe its decay.

After the seminal work by Onsager [6] and Feynman [7] the properties of vortex
lines in rotating superuid helium were calculated by Hess in [63] in 1967. His
results were improved in many later papers. In 1969, vortex lines were produced
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experimentally by Packard’s group in Berkeley [64]. Since the discovery of Bose-
Einstein condensation by Eric Cornell and Carl Wieman at Cornell university and
by Wolfgang Ketterle at MIT in 1995, experimentalist are able to produce them in
well-controlled experiments at ultralow temperatures. This has led to a urry of
activity in this eld. A small selection of the publications is cited in Ref. [65]. The
reader can trace the development from the references therein.
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That which is static and repetitive is boring.

That which is dynamic and random is confusing.

In between lies art.

John A. Locke (1632–1704)

6

Dynamics of Superuids

It has been argued by Feynman [1] that at zero temperature, the time dependence
of the φ-eld in the Hamiltonian (5.6) is governed by the action

A =


dt


d3xL =


dt


d3x ih̄φ∗∂tφ−H [φ]


, (6.1)

so that the Lagrangian density is

L = ih̄φ∗∂tφ− 1

2



|∇φ|2 + τ |φ|2 +
λ

2
|φ|4



. (6.2)

In the superuid phase where τ < 0 and φ = φ0 =


−τ/λeiα, this can be written
more explicitly, using proper physical units rather than natural units, i.e., including
the Planck constant h̄ and the mass M of the superuid particles, as

L = ih̄φ∗∂tφ− h̄2

2M
|∇φ|2 − c20M

2n0

(φ∗φ− n0)
2 +

c20Mn0

2
, (6.3)

where n0 = |φ0|
2 = −τ/λ is the density φ∗φ of the superuid particles in the ground

state, i.e., the superuid density (5.18) which we name n(x) to avoid confusion
with the eld size ρ(x) = |φ(x)| in Eq. (5.10)–(5.26). The last term is the negative
condensation energy density −c20Mn0/2 in the superuid phase. The interaction
strength λ in (6.2) has been reparametrized as 2c20M/n0 and τ as −2c20M , for reasons
to be understood below.

The equation of motion of the time-dependent eld φ(t,x) ≡ φ(x) is

ih̄∂tφ(x)=



− h̄

2M
∇

2− c20M +
c20M

n0

φ∗(x)φ(x)



φ(x). (6.4)
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6.1 Hydrodynamic Description of Superuid

After substituting φ(x) by ρ(x)eiθ(x) as in Eq. (5.10), and further ρ(x) by


n(x),

the Lagrangian density in (6.3) becomes

L=n(x)



−h̄[∂tθ(x)+θvt (x)]−
h̄2

2M
[∇θ(x)− v(x)]2 − e∇n(x)− en(x)



(6.5)

where

en(x) ≡
c20M

2n0



[n(x)− n0]
2 − n2

0



(6.6)

is the internal energy per particle in the uctuating condensate, and

e∇n(x) ≡
h̄2

8M

[∇n(x)]2

n2(x)
(6.7)

the gradient energy of the condensate. This energy may also be written with

e∇n(x) =
pos2(x)

2M
(6.8)

where

pos(x) ≡ Mvos(x) ≡ h̄

2

∇n(x)

n(x)
(6.9)

is i times the quantum-mechanical momentum associated with the expansion of the
condensate, the so-called osmotic momentum. The vector vos(x) is the associated
osmotic velocity.

If the particles move in an external trap potential V (x), this is simply added to
e(x). Examples are the Bosons in a Bose-Einstein condensate [9] or in an optical
lattice [10]. Then the two last terms in (6.5) are replaced by

etot(x) = e∇n(x) + en(x) + V (x). (6.10)

We may conveniently chose the axial gauge of the vortex gauge eld where the
time component θvt (x) vanishes and only the spatial part v(x) is nonzero. After
this, the eld θ(x) runs from −∞ to ∞ rather than −π to π [recall the steps leading
from the partition function (5.37) to (5.47)].

We now introduce the velocity eld with vortices

v(x) ≡ h̄[∇θ(x)− v(x)]/M, (6.11)

and the local deviation of the particle density from the ground-state value δn(x) ≡
n(x) − n0, so that (6.5) can be written as

L = −n(x)


h̄∂tθ(x) +
M

2
v2(x) + etot(x)



. (6.12)



200 6 Dynamics of Superuids

The Lagrangian density (6.12) is invariant under changes of θ(x) by an additive
constant Λ. According to Noether’s theorem, this implies the existence of a con-
served current density. We can calculate the charge and particle current densities
from the rule (3.103) as

n(x) = −1

h̄

∂L

∂∂tθ(x)
, j(x) = −1

h̄

∂L

∂∇θ(x)
= n(x)v(x). (6.13)

To nd the second expression we must remember (6.11). The prefactor 1/h̄ is chosen
to have the correct physical dimensions. The associated conservation law reads

∂tn(x) = −∇ · [n(x)v(x)], (6.14)

which is the continuity equation of hydrodynamics. This equation is found from the
Lagrangian density (6.12) by extremizing the associated action with respect to θ(x).

Functional extremization with respect to δn(x) yields

h̄∂tθ(x) +
M

2
v2(x) + V (x) + h∇n(x) + hn(x) = 0, (6.15)

where we have included a possible external potential V (x) as in Eq. (6.10). The last
term is the enthalpy per particle associated with the energy per particle en(x). It is
dened by

hn(x) ≡
∂[n(x)en(x)]

∂n(x)
= en(x) + n(x)

∂en(x)

∂n(x)
= en(x) +

pn(x)

n(x)
, (6.16)

where pn(x) is the pressure due to the energy en(x):

pn(x) ≡ n2(x)
∂

∂n
en(x) =



n
∂

∂n
− 1



[n(x)en(x)] . (6.17)

For en(x) from Eq. (6.6), and allowing for an external potential V (x) as in (6.10),
we nd

hn(x) =
c20M

n0

δn(x), pn(x) =
c20M

2n0

n2(x). (6.18)

The term h∇n(x) is the so-called quantum enthalpy . It is obtained from the energy
density e∇n(x) as a contribution from the Euler-Lagrange equation:

h∇n(x) ≡
∂[n(x)e∇n(x)]

∂n(x)
−∇

∂[n(x)e∇n(x)]

∂∇n(x)
. (6.19)

This can be written as

h∇n(x) = e∇n(x) +
p∇n(x)

n(x)
, (6.20)
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where

p∇n(x)=n2(x)



∂

∂n
−∇

∂

∂∇n



e∇n(x)=



n(x)



∂

∂n
−∇

∂

∂∇n



−1



[n(x)e∇n(x)] (6.21)

is the so-called quantum pressure.
Inserting (6.7) yields

h∇n(x) =
h̄2

8M



[∇n(x)]2

n(x)
− 2∇2n(x)



, p∇n(x) = − h̄2

4M
∇

2n(x). (6.22)

The two equations (6.14) and (6.15) were found by Madelung in 1926 [2].
The gradient of (6.15) yields the equation of motion

M∂tv(x) + h̄∂t
v +

M

2
∇v2(x) = −∇Vtot(x)−∇h∇n(x)−∇hn(x), (6.23)

where

Vtot(x) ≡ V (x) ≡ h∇n(x) +∇hn(x). (6.24)

We now use the vector identity

1

2
∇v2(x) = v(x)× [∇× v(x)] + [v(x) ·∇]v(x), (6.25)

and rewrite Eq. (6.23) as

M∂tv(x) +M [v(x) ·∇]v(x) = −∇Vtot(x) + fv(x) (6.26)

where

fv(x) ≡ −h̄∂t
v(x)−Mv(x)×[∇× v(x)] = −h̄∂t

v(x)+h̄v(x)×[∇× v(x)] (6.27)

is a force due to the vortices. The classical contribution to the second term is the
important Magnus force [3] acting upon a rotating uid:

fvMagnus(x) ≡ −Mv(x) × [∇× v(x)] . (6.28)

The important observation is now that the force (6.27) is in fact zero in the
superuid,

fv(x) = 0, (6.29)

implying that the time dependence of the vortex gauge eld is driven by the Magnus
force (6.28).

Let us prove this. Consider rst the two-dimensional situation with a point-like
vortex which lies at the origin at a given time t. This can be described by a vortex
gauge eld

θv1(x) = 0, θv2(x) = 2πΘ(x1)δ(x2), (6.30)
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where Θ(x1) is the Heaviside step function which is zero for negative and unity for
positive x1. The curl of (6.30) is the vortex density, which is proportional to a
δ-function at the origin:

∇× v(x) = ∇1θ
v
2(x)−∇2θ

v
1(x) = 2πδ(2)(x), (6.31)

in agreement with the general relation (5.31). Suppose that the vortex moves, after
a short time ∆t, to the point x+∆x = (∆x1, 0), where

θv1(x) = 0, θv2(x) = Θ(x1 +∆x1)δ(x2), ∇× v(x) = 2πδ(2)(x +∆x). (6.32)

Since Θ(x1 + ∆x1) = Θ(x1) + ∆x1δ(x1), we see that ∆
v(x) = ∆x × [∇ × v(x)]

which becomes
∂t

v(x) = v(x)× [∇× v(x)] (6.33)

after dividing it by ∆t and taking the limit ∆t → 0, thus proving the vanishing of
fv(x).

The result can easily be generalized to a line with wiggles by approximating it
as a sequence of points in closely stacked planes orthogonal to the line elements. As
long as the line is smooth, the change in the direction is of higher order in ∆x and
does not inuence the result in the limit ∆t → 0. Thus we can omit the last term
in (6.26).

Equation (6.33) is the equation of motion for the vortex gauge eld. The time
dependence of this eld is governed by quantum analog of the Magnus force (6.27).

Note that for a vanishing force fv(x) and quantum pressure p∇n(x), Eq. (6.26)
coincides with the classical Euler equation of motion for an ideal uid

M
d

dt
v(x)=M∂tv(x)+M [v(x) ·∇]v(x) = −∇V(x)−∇pn(x)

n(x)
. (6.34)

The last term is initially equal to −∇hn(x). However, since en(x) depends only on
n(x), in which case the system is referred to as barytropic, we see that (6.16) implies

∇hn(x) =∇en(x)−
pn(x)

n2(x)
∇n(x)+

∇pn(x)

n(x)
=



∂en(x)

∂n(x)
− pn(x)

n2(x)



∇n(x) +
∇pn(x)

n(x)

=
∇pn(x)

n(x)
. (6.35)

There are only two dierences between (6.26) with fv(x) = 0 and the classical
equation (6.34). One is the extra quantum part −∇h∇n(x) in (6.26). The other lies
in the nature of the vortex structure. In a classical uid, the vorticity1

w(x) ≡ ∇× v(x) (6.36)

can be an arbitrary function of x. For instance, a velocity eld v(x) = (0, x1, 0) has
the constant vorticity ∇×v(x) = 1. In a superuid, such vorticities do not exist. If

1The letter w stems from the German word for vorticity=“Wirbelstärke”.
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one performs the integral over any closed contour M


dx ·v(x), one must always nd
an integer multiple of h̄ to ensure the uniqueness of the wave function around the
vortex line. This corresponds to the Sommerfeld quantization condition



dx·p(x) =
h̄n. In a superuid, there exists no continuous regions of nonzero vorticity, only
innitesimally thin lines. This leaves only vorticities which are superpositions of
δ-functions 2πh̄δ(x;L), which is guaranteed here by the expression (6.11) for the
velocity.

By taking the curl of the right-hand side of the vanishing force fv(x), we obtain
an equation for the time derivative of the vortex density

∂t[∇× v(x)] = ∇×


v(x)× [∇× v(x)]


. (6.37)

Such an equation was rst found in 1942 by Ertel [4] for the vorticity w(x) of a
classical uid, rather than ∇× v(x). Using the vector identity

∇×v(x)×w(x) = −w(x)[∇ · v(x)]− [v(x) ·∇]w(x)

+v(x)[∇ ·w(x)] + [w(x) ·∇]v(x), (6.38)

and the identity ∇ ·w(x) = ∇ · [∇×v(x)] ≡ 0, we can rewrite the classical version
of (6.37) in the form

d

dt
w(x) = ∂tw(x) + [v(x) ·∇]w(x) = −w(x)[∇ · v(x)] + [w(x) ·∇]v(x), (6.39)

which is the form stated by Ertel. This and Eq. (6.34) are the basis for deriving the
famous Helmholtz-Thomson theorem of an ideal perfect classical uid which states
that the vorticity is constant along a vortex line if the forces possess a potential.

Equation (6.37) is the quantum version of Ertel’s equation where the vorticity
occurs only in innitesimally thin lines satisfying the quantization condition



dx ·
p(x) = h̄n.

Inserting the vortex density (5.31) into Eq. (6.37), we obtain for a line L(t)
moving in a uid with a velocity eld v(x) the equation

∂tδ(x;L(t)) = ∇× [v(x)× δ(x;L(t))] . (6.40)

It has been argued by L. Morati [5, 6] on the basis of a stochastic approach
to quantum theory by E. Nelson [7] that the force fv(x) is not zero but equal to
quantum force

fqu(x) ≡ − h̄

2



∇n(x)

n(x)
+∇



× [∇× v(x)]. (6.41)

Our direct derivation from the superuid Lagrangian density (6.2) does not produce
such a term.
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6.2 Velocity of Second Sound

Consider the Lagrangian density (6.12) and omit the trivial constant condensation
energy density −c20Mn0/2 as well as external potential V (x). The result is

L = −[n0 + δn(x)]


h̄∂tθ(x) +
M

2
v2(x)



− h̄2

8M

[∇δn(x)]2

n(x)
− c20M

2n0

[δn(x)]2. (6.42)

For small δn(x) ≪ n0, this is extremal at

δn(x) =
n0

c20M

1

1− ξ2∇2



h̄∂tθ(x) +
M

2
v2(x)



, (6.43)

where

ξ ≡ 1

2

h̄

c0M
=

1

2

c

c0
λM (6.44)

is the range of the δn(x)-uctuations, i.e., the coherence length of the superuid,
and λM = h̄/Mc the Compton wavelength of the particles of mass M .

Reinserting (6.43) into (6.42) leads to the alternative Lagrangian density

L = − n0



h̄∂tθ(x) +
M

2
v2(x)



+
n0

2c20M



h̄∂tθ(x) +
M

2
v2(x)



1

1− ξ2∇2



h̄∂tθ(x) +
M

2
v2(x)



. (6.45)

The rst term is an irrelevant surface term and can be omitted. The quadratic
uctuations of θ(x) are governed by the Lagrangian density

L0 =
n0h̄

2

2M



1

c20
[∂tθ(x)− θvt (x)]

1

1− ξ2∇2 [∂tθ(x)− θvt (x)]− [∇θ(x)− v(x)]2


.

(6.46)

For the sake of manifest vortex gauge invariance we have reinserted the time-
component θvt (x) of the vortex gauge eld which was omitted in (6.12) where we
used the axial gauge.

In the absence of vortices, and in the long-wavelength limit, the Lagrangian
density (6.46) leads to the equation of motion

(−∂2
t + c20∇

2)θ(x) = 0. (6.47)

This is a Klein-Gordon equation for θ(x) which shows that the parameter c0 is
the propagating velocity of phase uctuations, which form the second sound in the
superuid.

Note the remarkable fact that although the initial equation of motion (6.4) is
nonrelativistic, the sound waves follow a Lorentz-invariant equation in which the
sound velocity c0 is playing the role of the light velocity. If there is a potential, the
velocity of second sound will no longer be a constant but depend on the position.
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6.3 Vortex-Electromagnetic Fields

It is useful to carry the analogy between the gauge elds of electromagnetism further
and dene θv0(x) ≡ θvt (x)/c, and vortex-electric and vortex-magnetic elds as

Ev(x) ≡ −


∇θv0(x) +
1

c
∂t

v(x)


, Bv(x) ≡ ∇× v(x), (6.48)

These are analogs of the electromagnetic elds (2.74) and (2.75). The zeroth com-
ponent θv0(x) is dened from θt(x) in the same way as A0(x) is from At(x) = cA0(x),
to make the two alternative expression for dxµAµ equal:

dxµAµ ≡ dx0A0 − dx ·A = dtAt − dx ·A. (6.49)

The dimension of both v(x) and θv0(x) is 1/length, that of the vortex-
electromagnetic elds Ev and Bv have the dimensions 1/length2. The elds sat-
isfy the same type of Bianchi identities as the electromagnetic elds in (1.189) and
(1.190):

∇ ·Bv(x) = 0, (6.50)

∇× Ev(x) +
1

c
∂tB

v(x) = 0. (6.51)

With these elds, the vortex force (6.27) becomes

fv(x) = h̄c



Ev(x) +
v(x)

c
×Bv(x)



, (6.52)

which has the same form as the electromagnetic force upon a moving particle of
unit charge in Eq. (1.186). According to Eq. (6.29), the corresponding vortex force
vanishes, so that

Ev(x) = −v(x)

c
×Bv(x). (6.53)

By substituting Eq. (6.48) for Bv(x) into (6.37), we nd the following equation
of motion for the vortex magnetic eld:

∂tB
v(x) = ∇× [v(x)×Bv(x)] . (6.54)

Note that due to Eq. (6.11),

∇× v(x) = − h̄

M
∇× v(x) = − h̄

M
Bv(x). (6.55)

Using Eq. (6.53), and Eq. (6.55), we can rewrite the divergence of Ev(x) as

∇ · Ev(x) = −∇ ·



v(x)

c
×Bv(x)



=
1

c



−[∇×v(x)]Bv(x)+v(x) · [∇×Bv(x)]


=
h̄

Mc
[Bv(x)]2 +

v(x)

c
· [∇×Bv(x)]. (6.56)
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6.4 Simple Example

As a simple example illustrating the above extension of Madelung’s theory consider
a harmonic oscillator in two dimensions with the Schrödinger equation in cylindrical
coordinates (r,ϕ) with r ∈ (0,∞) and ϕ ∈ (0, 2π):



−1

2
∇

2 +
1

2
r2


ψnm(r,ϕ) = Enmψnm(r,ϕ), (6.57)

where n, m are the principal quantum number the azimuthal quantum numbers,
respectively. For simplicity, we have set M = 1 and h̄ = 1. In particular, we shall
focus on the state

ψ11(r, θ) = π−1/2 r e−r2/2eiϕ. (6.58)

The Hamiltonian of the two-dimensional oscillator corresponding to the eld formu-
lation (5.26) reads

H [φ] =
1

2



d2xφ∗(−∇
2 + x2)φ, (6.59)

where we have done a nabla integration to replace |∇φ|2 by −φ∗
∇

2φ. The wave
function (6.58) corresponds to the specic eld conguration

ρ(r) = π−1/2 r, θ = arctan(x2/x1). (6.60)

Thus we calculate the energy (6.62) in cylindrical coordinates, where φ∗(−∇
2)φ =

−φ∗(r−1∂rr∂r − r−2∂2
ϕ)φ becomes for φ(x) = ψ11(r,ϕ):

−φ∗(−∇
2)φ =

1

π



4− r2


r2e−r2, (6.61)

so that we nd

E11 = π

 ∞

0
dr r



1

π
(4− r2)e−r2 +

1

π
r4e−r2



= 1 + 1 = 2. (6.62)

Let us now calculate the same energy from the hydrodynamic expression for the
energy which we read directly o the Lagrangian density (6.5) as

H =


d2xH=


d2xn(x)



1

2
[∇θ(x)− v(x)]2 +

pos2(x)

2
+

x2

2



. (6.63)

The gradient of θ(x) = arctan(x2/x1) has the jump at the cut of arctan(x2/x1),
which runs here from zero to innity in the x1, x2-plane:

∇1 arctan(x2/x1) = −x2/r
2, ∇2 arctan(x2/x1) = x1/r

2 + 2πΘ(x1)δ(x2). (6.64)

The vortex gauge eld is the same as in the example (6.30).
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When forming the superow velocity (6.11), the second term in ∇2 arctan(x2/x1)
is removed by the vortex gauge eld (6.30), and we obtain simply

v1(x) = −x2/r
2, v2(x) = x1/r

2. (6.65)

Since the wave function has n(x) = r2e−r2/π, the osmotic momentum (6.9) is

pos =
1

2

∇n(x)

n(x)
=

1

2

∇(r2e−r2)

r2e−r2

x

r
=



1

r
− r



x

r
. (6.66)

Inserting this into (6.63) yields the energy

H = π

 ∞

0
dr r

r2

π
e−r2



1

r2
+



1

r
− r

2

+ r2


, (6.67)

which gives the same value 2 as in the calculation (6.62).
Let us check the validity of the equation of motion (6.54) in this example. The

vortex magnetic eld Bv(x) is according to Eq. (6.48) in the present natural units

Bv(x) = 2πδ(2)(x). (6.68)

This is time-independent, so that the right-hand side of Eq. (6.54) must vanish.
Indeed, from (6.65) we see that

v(x)×Bv(x) = 2π


x1

r
,
x2

r



δ(2)(x), (6.69)

so that its curl gives

2π∇×


x1

r
,
x2

r



δ(2)(x) = 2π


∇1

x2

r
−∇2

x1

r



δ(2)(x). (6.70)

This vanishes identically due to the rotational symmetry of the δ-function in two
dimensions

δ(2)(x) =
1

2πr
δ(r). (6.71)

After applying the chain rule of dierentiation to (6.70) one obtains zero.
It is interesting to note that the extra quantum force (6.41) happens to vanish

as well in this atomic state. In terms of the vortex magnetic eld it reads

fqu(x) ≡ h̄2

2M



∇n(x)

n(x)
+∇



×Bv(x). (6.72)

The Bv(x)-eld (6.68) has a curl

∇×Bv = 2π


∇2δ
(2)(x),−∇1δ

(2)(x)


. (6.73)
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With the help of the rotationally symmetric expression (6.71) for δ(2)(x), this is
rewritten as

∇×Bv =


x2

r
,−x1

r

 

1

r
δ(r)

′
= −



x2

r
,−x1

r

 

1

r2
δ(r)− 1

r
δ′(r)



. (6.74)

The osmotic term adds to this:

∇n(x)

n(x)
×Bv(x) = 2



1

r
− r



x

r
×Bv(x) = 2



1

r
− r



2π


x2

r
,−x1

r



1

r
δ(r). (6.75)

The two distributions (6.74) and (6.75) are easily shown to cancel each other. Since
they both point in the same direction, we remove the unit vectors (x2,−x1) /r and
compare the two contributions in the force (6.72) which are proportional to

−


1

r2
δ(r)− 1

r
δ′(r)



, 2


1

r2
− 1



δ(r). (6.76)

Multiplying both expressions by an arbitrary smooth rotation-symmetric test func-
tion f(r) and integrating we obtain

2π
 ∞

0
dr r f(r)



−


1

r2
δ(r)− 1

r
δ′(r)



, 2π
 ∞

0
dr r f(r) 2



1

r2
− 1



δ(r)


. (6.77)

These integrals are nite only if f(0) = 0, f ′(0) = 0, so that f(r) must have the
small-r behavior f ′′(0)r2/2! + f (3)(0)r3/3! + . . . . Inserting this into the two inte-
grals and using the formula

∞
0 dr rn δ′(r) = −δn,1 for n ≥ 1, we obtain the values

−2πf ′′(0)/2 and 2πf ′′(0)/2, respectively, so that the force (6.72) is indeed equal to
zero.

6.5 Eckart Theory of Ideal Quantum Fluids

It is instructive to compare the above equations with those for an ideal isentropic
quantum uid without vortices which is described by a Lagrangian density due to
Eckart [8]:

L = n(x)
M

2
v2(x) + λ(x)M



∂tn(x) +∇ · [n(x)v(x)]


− n(x)etot(x), (6.78)

where etot(x) is the internal energy (6.10) per particle, and λ(x) a Lagrange multi-
plyer λ(x). If we extremize the action (6.78) with respect to λ(x), we obtain once
more the continuity equation (6.14). Extremizing (6.78) with respect to v(x), we
see that the velocity eld is given by the gradient of the Lagrange multiplyer:

v(x) = ∇λ(x). (6.79)

Reinserting this into (6.78), the Lagrangian density of the uid becomes

L = n(x)
M

2
[∇λ(x)]2−n(x)e(x)+λ(x){∂tMn(x)+M∇·[n(x)∇λ(x)]}−n(x)e(x),

(6.80)
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or, after a partial integration in the associated action,

L = −n(x)


M∂tλ(x) +
M

2
[∇λ(x)]2 + etot(x)



. (6.81)

Since the gradient of a scalar eld has no curl, this implies that these actions describe
only a vortexless ow.

Comparing (6.79) with (6.11) in the absence of vortices, we identify the velocity
potential as

λ(x) ≡ h̄θ(x)/M. (6.82)

6.6 Rotating Superuid

If we want to study a superuid in a vessel which rotates with a constant angular
velocity , we must add to the Lagrangian density (6.3) a source term

L = −l(x) · = [x× j(x)] · =
h̄

2Mi
h̄φ∗(x)[x×

↔
∇]φ(x) · , (6.83)

where j(x) is the current density [compare (2.64)], and l(x) ≡ x × j(x) the density

of angular momentum of the uid. After substituting φ(x) by


n(x)eiθ(x), this
becomes

L = −ih̄∇ϕn(x) −Mn(x)v(x) · v , (6.84)

where ∇ϕn(x) denotes the azimuthal derivative of the density around the direction
of the rotation axis , and

v (x) ≡ × x (6.85)

is the velocity which the particles at x would have if the uid would rotate as a
whole like a solid. The action associated with the rst term vanishes by partial
integration since n(x) is periodic around the axis . Adding this to the hydrody-
namic Lagrangian density (6.5) and performing a quadratic completion in v (x),
we obtain

L=n(x)



−h̄[∂tθ(x)+θvt (x)]−
h̄2

2M



∇θ(x)− v(x)−M

h̄
v (x)

2

−etot(x)−n(x)V (x)



,

(6.86)

where V (x) is the harmonic potential

V (x) ≡ −M

2
v2 (x) = −M

2
Ω

2r2⊥, (6.87)

depending quadratically on the distance r⊥ from the rotation axis.
The velocity v (x) has a constant curl

∇× v (x) = 2 . (6.88)
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It can therefore not be absorbed into the wave function by a phase transformation
φ(x) → eiα(x)φ(x), since this would make the wave function multivalued. The energy
of the rotating superuid can be minimized only by a triangular lattice of vortex
lines. Their total number N is such that the total circulation equals that of a solid
body rotation with . Thus, if we integrate along a circle C of radius R around the
rotation axis, the number of vortices enclosed is given by

M


C
dx · v = 2πh̄N. (6.89)

In this way the average of the vortex gauge eld v(x) cancels the rotation eld
v (x) of constant vorticity.

Triangular vortex lattices have been observed in rotating superuid 4He [11],
and recently in Bose-Einstein condensates [12]. The theory of these lattices was
developed in the 1960’s by Tkachenko and others for superuid 4He [13], and recently
by various authors for Bose-Einstein condensates [14].
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There is no excellent beauty

that hath not some strangeness in the proportion.

Francis Bacon (1561–1626)

7

Dynamics of Charged Superuid and
Superconductor

In the presence of electromagnetism, we extend the derivatives in the Lagrangian
density (6.3) by covariant derivative containing the minimally coupled vector poten-
tial Aµ(x) = (A0(x),A(x)) = (At(x)/c,A(x)):

∂tφ(x) → Dtφ(x) ≡ [∂t + i
q

h̄c
At(x)]φ(x), (7.1)

∇φ(x) → Dφ(x) ≡ [∇− i
q

h̄
A(x)]φ(x), (7.2)

where q is the charge of the particles in the superuid. In the Lagrangian density
(6.5), the vector potential appears in the following form:

L=n(x)



−h̄


∂tθ(x)+θvt (x)+
q

h̄c
At(x)



− h̄2

2M



∇θ(x)− v(x)− q

h̄c
A(x)

2

−etot(x)



.

(7.3)

Thus the vector potential is simply added to the vortex-gauge eld:

θvt (x) → θvt (x) +
q

h̄c
At(x),

v(x) → v(x) +
q

h̄c
A(x), (7.4)

This Lagrangian density has to be supplemented by Maxwell’s electromagnetic La-
grangian density (2.85).

Conversely, we may take the electromagnetically coupled Lagrangian density
(6.5) with the covariant derivatives (7.1) and (7.2), and replace the vector potential
by

At(x) → Ãt(x) ≡ At(x) + qmθ
v
t (x), A(x) → Ã(x) ≡ A(x) + qm

v(x), (7.5)

where we have introduced a magnetic charge associated with the electric charge q:

qm =
h̄c

q
. (7.6)

213
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Then we can rewrite (7.3) in the short form

L=n(x)



−


h̄∂tθ(x) +
q

c
Ãt(x)



− 1

2M



h̄∇θ(x)− q

c
Ã(x)

2

−etot(x)



. (7.7)

The equation of motion of the time-dependent eld φ(t,x) ≡ φ(x) is

i


h̄∂t +
q

c
Ãt(x)



φ(x)=



− 1

2M



h̄∇θ(x)− q

c
Ã

2

− c20M +
c20M

n0

φ∗(x)φ(x)



φ(x). (7.8)

7.1 Hydrodynamic Description of Charged Superuid

For a charged superuid, the velocity eld is given by

v(x) ≡ 1

M



h̄∇θ(x)− q

c
Ã(x)



=
h̄

M



∇θ(x)− v(x) − q

h̄c
A(x)



. (7.9)

It is invariant under both magnetic and vortex gauge transformations. In terms
of the local deviation of the particle density from the ground-state value δn(x) ≡
n(x) − n0, the hydrodynamic Lagrangian density (7.7) can be written as

L=−n(x)


h̄∂tθ(x)+ h̄θvt (x) +
q

c
At(x)+

M

2
v2(x)+etot(x)



. (7.10)

The electric charge- and current densities are simply q times the particle- and
current densities (6.13). They can now be derived alternatively from the Noether
rule (3.118):

ρ(x) = −1

c

∂L

∂At(x)
= qn(x), J(x) =

1

c

∂L

∂A(x)
= qn(x)v(x). (7.11)

These satisfy the continuity equation

q∂tn(x) = −∇ · J(x) = 0, (7.12)

which can again be found by extremizing the associated action with respect to θ(x).
Functional extremization of the action with respect to n(x) yields

h̄∂tθ(x) + h̄θvt (x) +
q

c
At(x) +

M

2
v2(x) + htot(x) = 0, (7.13)

where pqu(x) is the quantum pressure dened in Eq. (6.21). These are the exten-
sions of the Madelung equations (6.14) and (6.15) by vortices and electromagnetism.
The last term may, incidentally, be replaced by the enthalpy per particle h(x) of
Eq. (6.16).

The gradient of (7.13) yields the equation of motion

M∂tv(x)+q


1

c
∂tA(x) +∇A0(x)



+h̄ [∂t
v(x)+∇θvt (x)] +

M

2
∇v2(x)=−∇htot(x).

(7.14)



7.2 London Theory of Charged Superuid 215

Inserting here the identity (6.25) we obtain

M∂tv(x) +M [v(x) ·∇]v(x) = −∇htot(x) + f tot(x), (7.15)

where

f tot(x) =−q


1

c
∂tA(x) +∇A0(x)



−h̄ [∂t
v(x)+∇θvt (x)]−Mv(x)×[∇×v(x)].(7.16)

On the right-hand side we may insert the velocity (7.9), further the dening equation
(2.74) and (2.80) for the electromagnetic elds, and nally Eqs. (6.48) for the vortex
electromagnetic elds. Then we see that f tot(x) = f em(x) + fv(x) is the sum of the
vortex force fv(x) of Eq. (6.52), and the electromagnetic Lorentz force (1.186) upon
the charged moving particles. Recall that according to Eq. (6.33) the vortex version
fv(x) of the Lorentz force happened to be zero, so that it can be omitted from
f tot(x).

The additional Maxwell action adds the equations for the electromagnetic eld

∇ · E = ρ (Coulomb’s law), (7.17)

∇×B− 1

c

∂E

∂t
=

1

c
J (Ampère’s law), (7.18)

∇ ·B = 0 (absence of magnetic monopoles), (7.19)

∇× E +
1

c

∂B

∂t
= 0 (Faraday’s law). (7.20)

The classical limit of Eq. (7.15) together with (7.17)–(7.20) are the well-known
equations of motion of magnetohydrodynamics [1].

7.2 London Theory of Charged Superuid

If we ignore the vortex gauge eld in Eq. (7.9), the current density (7.11) is

J(x) ≡ qn(x)v(x) =
qn(x)

M



h̄∇θ(x)− q

c
A(x)



. (7.21)

The charge q is equal to −2e since the charge carriers in the superconductor are
Cooper pairs of electrons.

The brothers Heinz and Fritz London [2] were studying superconductors with
constant density n(x) ≡ n0, which is the reason for calling the hydrodynamic limit
in Eq. (5.15) also the London limit. These authors absorbed the phase variable θ(x)
into the vector potential A(x) by a gauge transformation

Aµ(x) → A′
µ(x) = Aµ(x) −

c

q
h̄∂µθ, (7.22)

so that the supercurrent became directly proportional to the vector potential:

J(x) ≡ qn0v(x) = −q2n0

cM
A′(x). (7.23)



216 7 Dynamics of Charged Superuid and Superconductor

This vector potential satises the transversal gauge condition

∇ ·A′(x) = 0, (7.24)

which makes (7.23) compatible with the current conservation law (7.12).
Taking the time derivative of this and using the dening equation (2.74) for the

electric eld in terms of the vector potential, the London brothers obtained the
equation of motion for the current

∂tJ(x) =
q2n0

M
[E(x) +∇A′

0(x)]. (7.25)

At this place they postulated that the electric potential A′
0(x) vanishes in a super-

conductor, which led them to their famous rst London equation:

∂tJ(x) =
q2n0

M
E(x). (7.26)

In a second step they formed, at a constant n(x) = n0, the curl of the current
(7.21), and obtained the second London equation:

∇× J(x) +
q2n0

Mc
B(x) = 0. (7.27)

To check the compatibility of the two London equations one may take the curl of
(7.25) and use Faraday’s law of induction (7.20) to nd

∂t



∇× J(x) +
q2n0

Mc
B(x)



= 0, (7.28)

in agreement with (7.27).
From the second London equation (7.27) one derives immediately the Meissner

eect. First one recalls how the electromagnetic waves are derived from the com-
bination of Ampère’s and Faraday’s laws (1.188) and (1.190), in combination with
the magnetic source condition (1.189):

∇×∇×B(x) +
1

c2
∂2
tB(x) = −∇

2B(x) +
1

c2
∂2
tB(x) =

1

c
∇× J(x). (7.29)

In the absence of currents, this equation describes electromagnetic waves propagat-
ing with light velocity c. In a superconductor, the right-hand side is replaced by the
second London equation (7.27), leading to the wave equation



1

c2
∂2
tB(x)−∇

2 + λ−2
L



B(x) = 0, (7.30)

with

λL =



Mc2

n0q2
=

1

2



Mc2

n0e2
=

1

2
√
n0λM4πα

, (7.31)

where α ≈ 1/137.0359 . . . is the ne-structure constant (1.145), and λM = h̄/Mc
the Compton wavelength of the particles of mass M .

Equation (7.30) shows that inside a superconductor, the magnetic eld has a
nite London penetration depth λL.
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7.3 Including Vortices in London Equations

The development in the last section allows us to correct the London equations. First
we add the vortex gauge eld, so that (7.21) becomes

J(x) ≡ qn(x)v(x) =
h̄qn(x)

M
[∇θ(x)− v(x)]− q2n(x)

cM
A(x). (7.32)

In the London limit where n(x) ≈ n0, we take again the time derivative of (7.32)
and, recalling Eq. (6.48), we obtain

∂tJ(x) =
h̄qn0

M
[∇∂tθ(x) + Ev(x) +∇θvt (x)] +

q2n0

M
[E(x) +∇A0(x)]. (7.33)

As before, we x the vortex gauge to have θvt (x) = 0, and absorb the phase variable
θ(x) in the vector potential A by a gauge transformation (7.22). Thus we remain
with the vortex-corrected rst London equation

∂tJ(x) =
q2n0

M
[E(x) + qmE

v(x) +∇A0(x)], (7.34)

where qm is the magnetic charge (7.6) associated with the electric charge q.
Taking the curl of Eq. (7.32) in the London limit with the same xing of vortex

and electromagnetic gauge, we obtain the vortex-corrected second London equation

∇× J(x) +
q2n0

Mc
[B(x) + qmB

v(x)] = 0. (7.35)

The compatibility with (7.34) is checked by forming the curl of (7.34) and in-
serting Faraday’s law of induction (7.20) and its vortex analog (6.51). The result is
the statement that the time derivative of (7.35) vanishes, which is certainly true.

Inserting (7.35) into the combined Maxwell equation (7.29) yields the vortex-
corrected Eq. (7.30):



1

c2
∂2
t −∇

2 + λ−2
L



B(x) = −λ−2
L qm Bv(x). (7.36)

From this we can directly deduce the interaction between vortex lines

Aint = −q2m
2



d4xd4x′ Bv(x)GR
λL
(x− x′)Bv(x′), (7.37)

where GR
λL
(x− x′) is the retarded Yukawa Green function

GR
λL
(x− x′) =

1

−c−2∂2
t +∇

2 − λ−2
L

(x, x′) = −Θ(t− t′)
e−R/λL

4πc2R
δ(t− t′ − R/c), (7.38)

in which R denotes the spatial distance R ≡ |x− x′|.
In the limit λL → ∞ this goes over to the Coulomb version which is the origin

of the well-known Liènard-Wiechert potential of electrodynamics.
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For slowly moving vortices, the retardation can be neglected and, after inserting
qm from (7.6) and Bv(x) from (6.48), and performing the time derivatives in (7.37),
we nd

Aint = − h̄2c2

2q2



dt


d3x jv(x, t)
1

−∇
2 + λ−2

L

jv(x, t). (7.39)

This agrees with the previous static interaction energy in the partition function
(5.279), if we go to natural units h̄ = c = M = 1.

7.4 Hydrodynamic Description of Superconductor

For a superconductor, the above theory of a charged superuid is not applicable
since the initial Ginzburg-Landau Lagrangian density can be derived [3] only near
the phase transition where it has, moreover, a purely damped temporal behavior.
Hence there is no time derivative term as in Eq. (6.2). At zero temperature, how-
ever, the superow can be described by simple hydrodynamic equations. From the
BCS theory, one can derive a Lagrangian of the type (6.46) in the harmonic approx-
imation [4]

L0=−n0h̄∂tθ(x) +
n0h̄

2

2M



1

c20
[∂tθ(x) + θvt (x)]

2 − [∇θ(x)− v(x)]2


+ . . . , (7.40)

with the second sound velocity [3]

c0 =
vF√
3
, (7.41)

where vF = pF/M =
√
2MEF is the velocity of electrons on the surface of the Fermi

sphere, which is calculated from the density of electrons (which is twice as big as
the density of Cooper pairs n0):

nint = 2


d3p

(2πh̄)3
=

p3F
3h̄3π2

=
v3F

3h̄3M3π2
. (7.42)

The dots in (7.40) indicate terms which can be ignored in the long-wavelength limit.
These are dierent from those of the Bose Lagrangian density in (6.46). There we
see that the energy spectrum of second sound excitations has a rst correction term
of the form

ǫ(k) = c0|k|(1− γk2 + . . . ), (7.43)

with a negative γ = −ξ < 0. In a superconductor at T = 0, on the other hand, the
BCS theory yields a positive γ:

γ =
h̄2v2F
45∆2

=
1

45
l2, l ≡ h̄



1/M∆, (7.44)
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where ∆ is the energy gap of the quasiparticle excitations of the superconductor,
which is of the order of the transition temperature (times kB) (see Appendix 7A).
The length scale l is of the order of the zero-temperature coherence length.

The positivity of γ ensures the stability of the long-wavelength excitations against
decay since it makes |k1 + k2|[1− γ(k1 + k2)

2] < |k1|(1− γk1
2) + |k2|(1− γk2

2).
We now add the electromagnetic elds by minimal coupling [compare (7.7)], and

nd

L0=−n0h̄


∂tθ(x)+
q

h̄c
Ãt(x)



+
n0h̄

2

2M



1

c20



∂tθ(x)+
q

h̄c
Ãt(x)

2

− [∇θ(x)− q

h̄c
Ã(x)]2



,

(7.45)

to be supplemented by the Maxwell Lagrangian density (2.85).
The derivative of L0 with respect to −A(x)/c yields the current density [recall

(3.118)]:

J(x) = qn0v(x) =
qn0h̄

M
[∇θ(x)− v(x)]− q2n0

cM
A(x). (7.46)

From the derivative of L0 with respect to −At(x)/c we obtain the charge density:

q[n(x)− n0] =
qn0h̄

M

1

c20
[∂tθ(x) + θvt (x)]−

q2n0

c20cM
At(x). (7.47)

If we absorb the eld θ(x) in the vector potential, we nd the same supercurrent
as in (7.23):

J(x) = −q2n0

cM
Ã(x), (7.48)

whereas the charge density becomes

qn(x) = − q2n0

c20cM
Ãt(x). (7.49)

The current conservation law implies that

∇ ·A(x) +
c2

c20

1

c2
∂tAt = 0. (7.50)

Note the dierence by the large factor c2/c20 of the time derivative term with respect
to the Lorentz gauge (2.106):

∂aA
a(x) = ∇ ·A(x) + ∂0A

0(x) = ∇ ·A(x) +
1

c2
∂tA

t(x) = 0. (7.51)

Since the velocity c0 = vF/
√
3 is much smaller than the light velocity c, typically

by a factor 1/100, the ratio c2/c20 is of the order of 104.
At this point we recall that according to denition (5.259), the ratio of the

penetration depth λL of Eq. (7.31) and the coherence length ξ of Eq. (6.44) dene
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the Ginzburg parameter κ ≡ λL/
√
2ξ. This allows us to express the ratio c0/c in

terms of κ as follows:
c0
c

=
κ√
2



n0λ
3
Mq2. (7.52)

If the current density (7.23) is inserted into the combined Maxwell equation
(7.29), we obtain once more the eld equation (7.30) for the screened magnetic eld
B and its vortex-corrected version (7.36).

The eld equation for A0, however, has quite dierent wave propagation proper-
ties, due to the factor c2/c20. It is obtained by varying the action A =



dtd3x [Lem]+
L0, with respect to −A0(x) = −At(x)/c, which yields

∇ · E(x) = qn(x). (7.53)

Inserting E(x) from (2.74), and qn(x) from Eq. (7.49) in the axial vortex gauge, we
nd

−∇
2A0(x) − 1

c
∂t∇ ·A(x) = −q2n0

c20M
A0(x). (7.54)

Eliminating ∇ ·A(x) with the help of Eq (7.50), we obtain



−∇
2 + λ−2

L0



A0(x) − c2

c20

1

c2
∂2
tA

0 = 0. (7.55)

This equation shows that the eld A0(x) penetrates a superconductor over the dis-
tance

λL0 =
c0
c
λL =

c0
c

1√
n0λMq2

, (7.56)

which is typically two orders of magnitude smaller than the penetration depth λL

of the magnetic eld. Moreover, the propagation velocity of A0(x) is not the light
velocity c but the much smaller velocity c0 = vF/

√
3.

Note that Eq. (7.55) for A0(x) has no gauge freedom left, the gauge being xed
by Eq. (7.50). This is best seen by expressing A0(x) in terms of the charge density
qn(x) via Eq. (7.49) which yields



− 1

c2
∂2
t +

c20
c2



−∇
2 + λ−2

L 0





n(x) = 0. (7.57)

Using the vanishing of fv(x) of Eq. (6.52), and Eq. (6.55), we can rewrite the diver-
gence of Ev(x) as

∇ ·Ev(x) = −∇ · [v(x)×Bv(x)] = −[∇ × v(x)]Bv(x) + v(x) · [∇×Bv(x)]

=
h̄

M
[Bv(x)]2 + v(x) · [∇×Bv(x)]. (7.58)

The Lagrangian density of the vector eld Aµ(x) can also be written as

L =
1

2
Aa(x)



∂2gab − ∂a∂b


Ab(x) +
m2

A

2
{a[A0(x)]2 −A2(x)}, (7.59)
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where m2
A = λ−2

L and u2 = c2/c20. The eld equation in the presence of an external
source ja(x) is



(∂2gab − ∂a∂b) +m2
Agab +m2

A(u
2 − 1)hab



Ab(x) = ja(x), (7.60)

where hab has only one nonzero matrix element h00 = 1. By contracting (7.60) with
∂a, and using current conservation ∂aj

a(x) = 0, we obtain

∂aA
a(x) + (u2 − 1)∂0A

0(x) = 0, (7.61)

which is the divergence equation (7.50). Reinserting this into (7.60) yields


u2∂2
0 −∇

2 + u2m2
A



A0(x) = j0(x), (7.62)

(∂2 +m2
A)A(x) +

u2 − 1

u2
∇[∇ ·A(x)] = j(x). (7.63)

To check the consistency, we take the divergence of the second equation and use the
current conservation law to write

−(∂2 +m2
A)[∇ ·A(x)] +

u2 − 1

u2
∇

2[∇ ·A(x)] = ∂0j
0(x). (7.64)

Then we replace ∇ ·A(x) by −u2∂0A
0(x) and obtain

u2∂0(∂
2
0 −∇

2 +m2
A)A

0(x) + (u2 − 1)∂0∇
2A0(x) = ∂0j

0(x), (7.65)

which is the time derivative of Eq. (7.62).
The inverse of Eq. (7.62) is

A0(x) =
1

u2



∂2
0 − u−2

∇
2 +m2

A

−1
j0(x). (7.66)

To invert Eq. (7.63) we rewrite it in terms of spatial transverse and longitudinal
projection matrices

P t
ij = δij −

∇i∇j

∇
2 , P l

ij =
∇i∇j

∇
2 , (7.67)

as


(∂2 +m2
A)P

t + (∂2
0 − u−2

∇
2 +m2

A)P
l


A(x) = j(x). (7.68)

This is immediately inverted to

A(x) =


(∂2 +m2
A)

−1P t + (∂2
0 − u−2

∇
2 +m2

A)
−1P l



j(x). (7.69)

From these equations we derive the interaction between external currents

Aint =


d4x



1

u2
j0(x)

1

∂2
0 − u−2∇

2 +m2
A

j0(x) − jl(x)
1

∂2
0 − u−2∇

2 +m2
A

jl(x)

− jt(x)
1

∂2
0 −∇

2 +m2
A

jt(x)



. (7.70)
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Only the transverse currents interact with the relativistic retarded interaction. Due
to current conservation the rst two terms can be combined and we obtain

Aint =


d4x



j0(x)
u−2 −∇

−2∂2
0

∂2
0 − u−2∇

2 +m2
A

j0(x) − jt(x)
1

∂2
0 −∇

2 +m2
A

jt(x)



. (7.71)

For u2 = c2/c20 = 1, this reduces to the usual relativistic interaction

Aint =


d4x jµ(x)
1

∂2 +m2
A

jµ(x). (7.72)

Appendix 7A Excitation Spectrum of Superconductor

For understanding the time dependence of the hydrodynamic equations of a super-
conductor it is important to know the spectrum of the low-energy excitations. This
is derived here from the theory of Bardeen, Cooper, and Schrieer (BCS) [4]. The
electrons are bound to Cooper pairs, and the quasiparticle energies have the form

E(p) =


ξ2(p) +∆2, (7A.1)

where

ξ(p) ≡ p2

2M
− µ (7A.2)

are the free-electron energies measured from the chemical potential µ. At zero
temperature, this is equal to the Fermi energy ǫF = Mv2F /2.

7A.1 Gap Equation

The quasiparticle energies have a gap ∆ which is determined by the gap equation

1

g
=

T

V



ωm,p

1

ω2
m + E2(p)

=
1

V



p

1

2E(p)
tanh

E(p)

2T
, (7A.3)

where g is the attractive short-range interaction between electrons near the surface
of the Fermi sea caused by the electron-phonon interaction. The sum over ωm runs
over the Matsubara frequencies ωm = 2πkBTm, for m = 0,±1,±2, . . . . The
equality of the second and third expression in (7A.3) follows from the summation
formula [3]

T


ωm

eiωmη

iωm − E
= n(E), (7A.4)

where 0 < η ≪ 1 is an innitesimal parameter to make the sum convergent, and
n(E) is the Fermi distribution function

n(E) ≡ 1

eE/T + 1
=

1

2



1− tanh
E

2T



. (7A.5)
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By combining the sums (7A.4) with E and −E we obtain the important formula

T


ωm

1

ω2
m + E2

=
1

2E
T


ωm



eiωmη

iωm + E
− eiωmη

iωm − E



=
1

2E
[n(−E) − n(E)]

=
1

2E
tanh

E

2T
=

1

2E
[1− 2n(E)]. (7A.6)

In terms of n(E) of (7A.5), the gap equation (7A.3) reads

1

g
=

1

V



p

1

2E(p)
[1− 2n(E)]. (7A.7)

The momentum sums in (7A.3) are conveniently performed in an approximation
which is excellent for small electron-phonon interaction, where only the neighbor-
hood of the Fermi surface contributes signicantly, as follows:

1

V



p

→


d3p

(2π)3
=



dp̂


dp2

2
p ≈ M2vF

2π2



dp̂

4π



dξ. (7A.8)

The integral


dp̂ runs over all momentum directions p̂ = p/|p|. The prefactor

N (0) ≡ m2vF
2π2

(7A.9)

is the density of states of one spin orientation on the surface of the Fermi sea. This
brings the gap equation (7A.3) to the form

1

g
= N (0)

 ωD

0

dξ√
ξ2 +∆2

tanh

√
ξ2 +∆2

2T
. (7A.10)

The integral is logarithmically divergent. Since the attraction is due to the phonons
in a crystal whose spectrum is limited by the Debye frequency ωD (which in con-
ventional superconductors is much smaller than the Fermi energy ǫF ), we have cut
o the integral at ωD.

The critical temperature Tc is the place where the gap ∆ vanishes, and (7A.19)
reduces to

1

g
= N (0)

 ωD

0

dξ

ξ
tanh

ξ

2Tc

. (7A.11)

The integral is done as follows. It is performed rst by parts to yield
 ωD

0

dξ

ξ
tanh

ξ

2Tc

= log
ξ

T c
tanh

ξ

2Tc











ωD

0

− 1

2

 ∞

0
d
ξ

Tc

log
ξ

T c
cosh−2 ξ

2Tc

. (7A.12)

Since ωD/πTc ≫ 1, the rst term is equal to log(ωD/2Tc), with exponentially small
corrections from the hyperbolic tangens, which can be ignored. In the second inte-
gral, we have taken the upper limit of integration to innity since it converges. We
may use the integral formula1

 ∞

0
dx

xµ−1

cosh2(ax)
=

4

(2a)µ



1− 22−µ


Γ(µ)ζ(µ− 1), (7A.13)

1See, for instance, I.S. Gradshteyn and I.M. Ryzhik, Table of Integrals, Series, and Products ,
Academic Press, New York, 1980, Formula 3.527.3.
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set µ = 1 + δ, expand the formula to order δ, and insert the special values

Γ
′(1) = −γ, ζ ′(0) = −1

2
log(2π) log(4eγ/π), (7A.14)

where γ is Euler’s constant

γ = −Γ
′(1)/Γ(1) ≈ 0.577, (7A.15)

so that eγ/π ≈ 1.13. Thus we nd from the linear terms in δ:

 ∞

0
dx

log x

cosh2(x/2)
= −2 log(2eγ/π), (7A.16)

and Eq. (7A.11) becomes

1

g
= N (0) log



ωD

Tc

2eγ

π



, (7A.17)

which determines Tc in terms of the coupling strength g as

Tc = ωD
2eγ

π
e−1/gN (0). (7A.18)

In order to nd the T -dependence of the gap, we may expand the hyperbolic
tangens in Eq. (7A.19) in powers of e−E(p)/T and obtain

1

g
= N (0)

 ωD

0

dξ√
ξ2 +∆2



1 + 2
∞


n=1

(−1)n exp(−n


ξ2 +∆2/T )



, (7A.19)

where K0(z) are the modied Bessel functions of the second kind. The cuto is
needed only in the rst integral, in the others it can be moved to innity, and we
obtain

1

g
= N (0)



log
2ωD

∆
+ 2

∞


n=1

(−1)nK0(n∆/T )



. (7A.20)

Replacing 1/g by (7A.18), we nd

log


∆

Tc

eγ

π



= 2
∞


n=1

(−1)nK0(n∆/T ). (7A.21)

For small T,K0 vanishes exponentially fast:

2K0



∆

T



→ 1

∆

√
2πT∆e−∆/T . (7A.22)

Hence we nd the T = 0 -gap

∆(0) = 2ωDe
−1/gN (0). (7A.23)
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Combining this with (7A.18) we obtain the important universal relation between
critical temperature Tc and energy gap at zero-temperature ∆(0):

∆(0)/Tc = πe−γ ≈ 1.76. (7A.24)

This value is approached exponentially as T → 0, since from (7A.19)

log
∆(T )

∆(0)
≈ ∆(T )

∆(0)
− 1 ≈ − 1

∆(0)



2πT∆(0)e−∆(0)/T . (7A.25)

With ∆(0) determined by (7A.24), we may replace the left-hand side of (7A.21) by
log[∆/∆(0)].

For T ≈ Tc, the gap is calculated most eciently by combining the gap equation
(7A.19) with its T = Tc -version to obtain

 ωD

0

dξ

ξ



tanh
ξ

2Tc

− tanh
ξ

2T



=
 ωD

0
dξ



1√
ξ2+∆2

tanh

√
ξ2+∆2

2T
− 1

ξ
tanh

ξ

2T



.

(7A.26)

The integrals on both sides are now convergent so that the cuto frequency ωD can
be removed. If the integrals on the left-hand side are performed individually as in
Eqs. (7A.11)–(7A.17), they yield

log


ωD

Tc

2eγ

π



− log


ωD

T

2eγ

π



= log
T

Tc

. (7A.27)

On the right-hand side we replace each hyperbolic tangens by a Matsubara sum
according to Eq. (7A.6), and arrive at

log
T

Tc

= T


ωm

 ∞

0
dξ



1

ω2
m + ξ2 +∆2

− 1

ω2
m + ξ2



. (7A.28)

This can be integrated over ξ to yield the gap equation

log
T

Tc

= 2πT


ωm>0





1


ω2
m +∆2

− 1

ωm



 . (7A.29)

It is convenient to introduce the reduced gap

δ ≡ ∆

T
(7A.30)

and a reduced version of the Matsubara frequencies:

xn ≡ (2n+ 1)π/δ. (7A.31)

Then the gap equation (7A.29) takes the form

log
T

Tc

=
2π

δ

∞


n=0





1


x2
n + 1

− 1

xn



 . (7A.32)
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Figure 7.1 Energy gap (squared) of superconductor as a function of temperature.

It can be used to calculate T/Tc as a function of δ, from which we obtain
∆(T )/∆(0) = (eγ/π)∆(T )/Tc = (eγδ/π)T/Tc as a function of T/Tc, as shown in
Fig. 7.1.

The behavior in the vicinity of the critical temperature Tc can be extracted from
Eq. (7A.32) by expanding the sum under the assumption of small δ and large xn.
The leading term gives

log
T

Tc

≈ 2π

δ

∞


n=0

1

2x3
n

= − δ2

π2

∞


n=0

1

(2n+ 1)2
= − δ2

π2

7

8
ζ(3) (7A.33)

so that

δ2 ≈ 8π2

7ζ(3)



1− T

Tc



(7A.34)

and

∆

Tc

= δc = π



8

7ζ(3)



1− T

Tc

1/2

≈ 3.063×


1− T

Tc

1/2

. (7A.35)

7A.2 Action of Quadratic Fluctuations

The small uctuations δ∆(x) of the complex eld of Cooper pairs are governed by
the quadratic action

A2[δ∆
∗, δ∆] = − i

2
Tr



G∆



0 δ∆

δ∆∗ 0



G∆



0 δ∆

δ∆∗ 0



− 1

g



dx|δ∆(x)|2,

(7A.36)

where δ∆(x) is a small uctuation of the complex gap eld around the real back-
ground value ∆(T ) given by the gap equation (7A.3). The gap equation is deter-
mined from the extremum of the action which ensures that the uctuation expansion
δ∆(x) has no linear term and is dominated by (7A.36). The matrix G∆(x, x

′) de-
notes the free correlation functions of the electrons in a constant background pair
eld ∆(x) = ∆:

G∆(x, x
′) = i



[i∂t − ξ(−i∇)]δ −∆

−∆ ∓i[∂t − ξ(i∇)]δ

−1

(x, x′). (7A.37)
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At nite temperature we go to Fourier space with Matsubara frequencies ωm =
2π(m + 1

2
)T for the electrons and νn = 2πnT for the pair eld which guarantee

the antiperiodicity of the Fermi and the periodicity of the Cooper pair eld in
the imaginary time interval τ ∈ (0, 1/T ). If we use a four-vector notation for the
Euclidean electron momenta p ≡ (ωm,p) and pair momenta k = (νn,k), the action
(7A.36) reads

A2[δ∆
∗, δ∆] =

1

2

T

V



p,k





ωm +
νn

2

2

+E2



p+
k

2





ωm − νn

2

2

+E2



p− k

2

−1

×



ω2
m − ν2

n

4
+ ξ



p+
k

2



ξ



p− k

2



[∆′∗(k)δ∆(k) + δ∆(−k)δ∆∗(−k)]

− |∆0|
2 [δ∆∗(k)δ∆∗(−k) + δ∆(k)δ∆(−k)]



− 1

g



k

δ∆∗(k)δ∆(k). (7A.38)

This has the generic quadratic form

A2[δ∆
∗, δ∆] =

1

2

T

V



k

[δ∆∗(k)L11(k)δ∆(k) + δ∆(−k)L22(k)δ∆(−k)

+ δ∆∗(k)L12(k)δ∆
∗(−k) + δ∆(−k)L21(k)δ∆(k)] ,(7A.39)

with coecients

L11(k)=L22(k)=


d3p

(2π)3
T


ωm

ω2
m − ν2

n/4 + ξ+ξ−




ωm + νn
2

2
+ E2

+

 



ωm − νn
2

2
+ E2

−

− 1

g
, (7A.40)

L12(k)=[L21(k)]
∗ =−∆

2


d3p

(2π)3
T


ωm

1




ωm + νn
2

2
+ E2

+

 



ωm − νn
2

2
+ E2

−

 .

(7A.41)
The quantities ξ± and E± are dened in terms of ξ(p) and E(p) of Eqs. (7A.1) and
(7A.2) as follows:

ξ± = ξ(p± k/2) =
p2

2M
±

1

2
vk+

k2

8M
− µ, E± = E(p± k/2). (7A.42)

The combinations in Eqs. (7A.40) and (7A.41) are

ξ+ξ− = ξ2 − 1

4
(vk)2 + ξ

k2

2m
+

k4

64m2
, v ≡ p

m
, (7A.43)



E2
+

E2
−



= E2 ± ξvk+
1

4
(vk)2 + ξ

k2

4m
± vk

k2

8m
+

k4

64m2
. (7A.44)

After some straightforward algebra and using the sum formula (7A.4), we replace
the Euclidean pair energy νn by −i times a real continuous energy ǫ, and obtain

L11(ǫ, k) =
 d3p

(2π)3



E+E− + ξ+ξ−
2E+E−

E+ + E−
(E+ + E−)2 − ǫ2

[1− n(E+) − n(E−)] (7A.45)

−E+E− − ξ+ξ−
2E+E−

E+ − E−
(E+ − E−)2 − ǫ2

[n(E+)− n(E−)]



−


d3p

(2π)3
1

2E
[1− 2n(E)],
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and

L12(ǫ,k) = −∆
2
 d3p

(2π)3
1

2E−E+

(7A.46)

×



E+ + E−
(E+ + E−)2 − ǫ2

[1− n(E+)− n(E−)] +
E+ − E−

(E+ − E−)2 − ǫ2
[n(E+)− n(E−)]



.

In the last term of (7A.45) we have used the gap equation in the form (7A.7) to
eliminate 1/g.

The excitation spectrum is determined by the vanishing of the uctuation deter-
minant in the quadratic form (7A.39), i.e., from

L11(k)L22(k) − L12(k)L
∗
12(k) = 0. (7A.47)

This equation has two solutions:

L11(k) = ±L12(k), (7A.48)

the rst giving the low-, the second the high-energy excitations.

7A.3 Long-Wavelength Excitations at Zero Temperature.

At zero temperature, n(E) vanishes and the functions (7A.45), (7A.46) reduce to

L11(ǫ,k) =
1

V



p



E+E− + ξ+ξ−
2E+E−

E+ + E−
(E+ + E−)2 − ǫ2

− 1

2E



, (7A.49)

L12(ǫ,k) =− 1

V



p

∆2

2E+E−

E+ + E−
(E+ + E−)2 − ǫ2

, (7A.50)

where the momentum sums are evaluated as integrals in the large-volume limit
(7A.8). Inserting here (7A.43) and (7A.44), and expanding the integrands in powers
of k, we can perform the integrals over all momentum directions p̂ = p/|p| using
the formula



dp̂

4π
(vk)n = v2n/2



d cos θ

2
cosn θ =

v2n/2

n + 1



1, n = even,

0, n = odd,
(7A.51)

and obtain

L11(ǫ,k)=−N (0)

2



1− ǫ2

3∆2
+

v2Fk
2

9∆2
+

v2F ǫ
2k2

30∆4
− ǫ4

20∆4
− v4Fk

4

100∆4
+ . . .



, (7A.52)

L12(ǫ,k)=−N (0)

2



1 +
ǫ2

6∆2
− v2Fk

2

18∆2
− v2F ǫ

2k2

45∆4
+

ǫ4

30∆4
+

v4Fk
4

150∆4
+ . . .



. (7A.53)

We have ignored terms such as k4/m2∆2 compared to v2Fk
4/∆4 since the Fermi

energy is much larger than the gap in a superconductor, i.e., mv2F/2 ≫ ∆. This
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limit is most easily accommodated by replacing k by ηk, and vF by vF/η, and taking
the limit η → 0. In the expressions (7A.43) and (7A.44) this procedure eliminates
the last term in comparison to the term before it.

The spectrum of the long-wavelength excitation is found from the equation
L11(ǫ,k) = L12(ǫ,k) which leads to the small-k expansion (7.43) of the energy.
For higher k we must solve the equation L11(ǫ,k) = L12(ǫ,k) numerically. The
result is shown in Fig. 7.2.

1 2 3 4 5

0.5

1

1.5

k/mvF

ǫ/∆

Figure 7.2 Energies of the low-energy excitations in superconductor. The curve ap-

proaches the energy ǫ = 2∆ for large k. The dashed curve shows the analytic small-k

expansion (7.43).

The uctuations of the size of the order parameter are found by solving the
equation L11(ǫ,k) = −L12(ǫ,k). Since ǫ remains large we may perform only a
small-k expansion which leads to the energies [3, 6]

ǫ(n)(k) = 2∆ +∆



vFk

2∆

2

zn, (7A.54)

where zn are the solutions of the integral equation

 1

−1
dx

 ∞

−∞
dy

x2 − z

x2 + y2 − z
= 0. (7A.55)

Setting et =
√

1− z + 1


/
√

1− z − 1


this turns into the algebraic equation

π

2 sinh2(t/2)
(t + sinh t) = 0, (7A.56)

which has innitely many solutions tn. The lowest is

t1 = 2.25073 + 4.21239 i, (7A.57)

the higher ones tend asymptotically to

tn ≈ log[π(4n− 1)] + i


2πn− π

2



. (7A.58)
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See the contour plot in Fig. 7.3.
The excitation energies are

ǫ(n)(k) = 2∆− v2F
4∆

k2 1

sinh2 tn/2
. (7A.59)

Of these, only the rst at ǫ(1)(k) ≈ 2∆ + (0.2369 − 0.2956 i)v2F/4∆
2k2 lies in the

second sheet and may have observable consequences. The others are hiding under
lower and lower Riemann sheets below the two-particle branch cut from 2∆ to ∞.
This cut is logarithmic due to the dimensionality D = 2 of the surface of the Fermi
sea at T = 0.

7A.4 Long-Wavelength Excitations at Nonzero Temperature

Consider now the case of nonzero temperature where the energy gap is calculated
from Eq. (7A.3).

Let us rst study the static case and consider only the long-wavelength limit of
small k. Hence, we set ǫ = 0 and keep only the lowest orders in k. At k = 0 we nd
from (7A.45) and (7A.8):

L11(0, 0) = N (0)
 ∞

−∞
dξ



E2 + ξ2

4E3
[1− 2n(E)]− E2 − ξ2

2E2
n′(E)− 1

2E
[1− 2n(E)]



.

(7A.60)
Inserting E =

√
∆2 + ξ2, and using the reduced variable δ ≡ ∆/T of Eq. (7A.30),

this becomes

L11(0, 0) = −1

2
N (0)φ(δ), (7A.61)

where we have introduced the so-called Yoshida function

φ(δ) ≡ ∆
2
 ∞

0
dξ



1

E3
[1− 2n(E)] + 2

1

E2
n′(E)



. (7A.62)
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Figure 7.3 Contour plot of zeros for energy eigenvalues following from Eq. (7A.56)

which are approximately given by Eq. (7A.58). The contour lines indicate xed values of

Abs[(t+ sinh t)/ sinh(t/2)].
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Here we observe that

∂ξ



ξ

∆2E
n(E)



=
1

E3
n(E) +



1

∆2
− 1

E2



n′(E), (7A.63)

to bring (7A.62) to the form

φ(δ) ≡ ∆
2
 ∞

0
dξ



1

E3
+

2

∆2
n′(E)− 2∂ξ



ξ

|∆|2E
n(E)



. (7A.64)

The surface term vanishes, and the rst integral in Eq. (7A.64) can be done, so that
we arrive at the more convenient form

φ(δ) = 1 + 2
 ∞

0
dξ n′(E) = 1− 1

2T

 ∞

0
dξ

1

cosh2(E/2T )
. (7A.65)

For T ≈ 0, this function approaches zero exponentially.
For the function L12(ǫ,k) in Eq. (7A.46) we nd at ǫ = 0, k = 0:

L12(0, 0) = −N (0)∆2
 ∞

−∞
dξ



1

4E3
[1− 2n(E)] +

1

2E2
n′(E)



, (7A.66)

which can again be expressed in terms of the Yoshida function (7A.65) as

L12(0, 0) = −1

2
N (0)φ(δ). (7A.67)

This implies that the modes following from the equation L11(ǫ,k) = L12(ǫ,k), which
at T = 0 have zero energy for k = 0, maintain this property also for nonzero T .
This is a consequence of the Nambu-Goldstone theorem.

The full temperature behavior is best calculated by using the Matsubara sum
(7A.6). Taking the derivative of this with respect to the energy we see that (7A.65)
can be rewritten as

φ(δ) = 2T


ωm



dξ
∆2

(ω2
m + E2)2

= −2∆2T


ωm

∂

∂∆2



dξ
1

ω2
m + ξ2 +∆2

= −2∆2T


ωm

∂

∂∆2

π


ω2
m +∆2

= 2Tπ


ωm>0

∆2



ω2
m +∆2

3 . (7A.68)

Using the reduced variable (7A.31), this becomes

φ(δ) =
2π

δ

∞


n=0

1


x2
n + 1

3 . (7A.69)

For T near Tc where δ is small [see Eq. (7A.34)], we can approximate

φ(∆) ≈ 2
δ2

π2

∞


n=0

1

(2n+ 1)3
= 2

δ2

π2

7ζ(3)

8
≈ 2



1− T

Tc



. (7A.70)
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In the limit T → 0, the sum turns into an integral. Using the formula

 ∞

0
dx

xµ−1

(x2 + 1)ν
=

1

2
B(µ/2, νn − µ/2) (7A.71)

with B(x, y) = Γ(x)Γ(y)/Γ(x+ y) we verify that

φ(∆)|T=0 = 1. (7A.72)

7A.5 Bending Energies of Order Field

Let us now calculate the bending energies of the collective eld ∆(x). For this, we
expand L11(0,k) and L12(0,k) in powers of the momentum k up to k2. We start
from the Matsubara sums (7A.40) and (7A.41):

L11(0,k) =
T

V



ωm,p

ω2
m + ξ+ξ−

(ω2
m + E2

+) (ω2
m + E2

−)
− 1

g
, (7A.73)

L12(0,k) = −T

V



ωm,p

∆2

(ω2
m + E2

+) (ω2
m + E2

−)
. (7A.74)

Inserting the expansions (7A.43) and (7A.44), these become

L11(0,k)−L12(0,k)≈
 d3p

(2π)3
T


ωm

ω2
m +∆2 + ξ2 − 1

4
(vk)2

(ω2
m + E2)2



1 + 1
2
(vk)2 ω

2
m−ξ2+∆2

(ω2
m+E2)2

 − 1

g
+ . . .

=
 d3p

(2π)3



T


ωm

1

ω2
m + E2

− 1

g



+ T


ωm



1

4

1

(ω2
m + E2)2

− ω2
m +∆2

(ω2
m + E2)3



(vk)2


+ . . . .(7A.75)

Due to the gap equation (7A.3), the rst term in the curly brackets vanishes, and
using the directional integral (7A.51), we nd

L11(0,k)−L12(0,k) ≈ N (0)
v2Fk

2

3

×


ωm

 ∞

−∞
dξ



1

4

1

(ω2
m+ξ2+∆2)2

− ωm
2 +∆2

(ω2
m+ξ2+∆2)3



. (7A.76)

Similarly we obtain

L12(0,k)≈−N (0)


ωm

 ∞

−∞
dξ



∆2

(ω2
m + ξ2 +∆2)2

+
v2Fk

2∆2

3



1

2

1

(ω2
m + ξ2 +∆2)3

− ω2
m +∆2

(ω2
m + ξ2 +∆2)4



. (7A.77)
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Using the integrals

 ∞

−∞
dξ

1

(ω2
m + ξ2 +∆2)2,3,4

=


1

2
,
3

8
,

5

16



π


ω2
m +∆2

3,5,7 , (7A.78)

we nd with the help of (7A.68):

L11(0,k)− L12(0,k) ≈ −N (0)

4∆2

v2Fk
2

3
φ(δ), (7A.79)

L12(0,k) ≈ −N (0)

2
φ(δ) +

N (0)

8∆2

v2Fk
2

3

2

3
φ̄(δ), (7A.80)

where φ(δ) is the Yoshida function (7A.69), while φ̄(δ) is a further gap function:

φ̄(δ) ≡ 3∆4πT


ωm>0

1


ω2
m +∆2

5 =
3π

δ

∞


n=0

1


x2
n + 1

5 . (7A.81)

In the limit T → 0, the sum turns into an integral whose value is, by formula
(7A.71),

φ̄(δ) |T=0 = 1. (7A.82)

Together with (7A.72) we see that (7A.79) and (7A.80) reproduce correctly the
k2-terms of Eqs. (7A.52) and (7A.53).

For T ≈ Tc, where δ → 0, we nd

φ̄(δ) ≈ 3
δ4

π4

∞


n=0

1

(2n + 1)5
= 3

δ4

π4

31ζ(5)

32
, (7A.83)

and thus, by (7A.34),

φ̄(δ) ≈ 3

π4

31ζ(5)

32



8π2

7ζ(3)

2 

1− T

Tc

2

≈ 2.7241×


1− T

Tc

2

. (7A.84)

Inserting this together with (7A.70) into (7A.79) and (7A.80), and considering only
long-wavelength excitations with v2Fk

2 ≤ ∆2, so that (v2Fk
2/∆2)φ̃(δ) is of the order

of (1− T/Tc)
2, we obtain to lowest order in 1− T/Tc:

L11(0,k)− L12(ǫ,k) ≈ −N (0)
v2F

π2T 2
c

7ζ(3)

48
k2, (7A.85)

L12(0,k) ≈ −N (0)


1− T

Tc



. (7A.86)

Using (5.148), we see that

N (0)v2F =
3

2

ne

m
=

3

2

n∆

M
=

3

2

ρ

m2
= 6

ρ

M2
, (7A.87)
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where n∆ is the density of Cooper pairs of mass M = 2m, and ρ ≡ Mn∆ = 2mn∆ =
mne is their mass density. Their mass density is, of course, equal to the electron
mass density: ρ ≡ 2Mne = Mn∆. Thus we may eliminate N (0) in favor of the pair
density and obtain

L11(0,k)− L12(0,k) ≈ − ρ

2M2∆2
k2φ(δ), (7A.88)

L12(0,k) ≈ − 6ρ

2M2v2F
φ(δ) +

ρ

4M2∆2
k22

3
φ̄(δ). (7A.89)

Returning to x-space we decompose the collective eld ∆(x) into a real size eld
|∆(x)| uctuating around ∆ and a phase eld θ(x) uctuating around zero as

∆(x) = |∆(x)|eiθ(x), (7A.90)

and extract from the action (7A.39), the energy for static small uctuations as

E(x)=
1

2M2∆2



ρ11∇∆
∗(x)∇∆(x)+Re



ρ12∇∆
∗(x)∇∆

∗(x)+a12δ∆∗(x)δ∆∗(x)


.

(7A.91)

From (7A.88) and (7A.89) we identify the coecients as:

ρ11 − ρ12 = ρφ(δ), ρ12 = −ρ

2

2

3
φ̄(δ), a12 = 6ρ

∆2

v2F
φ(δ). (7A.92)

Another way of writing the energy (7A.91) is

E(x) =
1

2M2



ρs(∇θ − v)2 + ρ∆(∇|∆(x)|)2/∆2 + 2a12[δ|∆(x)|]2


. (7A.93)

The factor before the rst gradient term is the superuid density :

ρs ≡ ρ11 − ρ12 = ρφ(δ). (7A.94)

By analogy we have introduced the quantities

ρ∆ ≡ ρ11 + ρ12 = ρs + 2ρ12 = ρs −
2

3
ρ̄s, ρ̄s ≡ ρφ̄(δ). (7A.95)

The behavior of ρs and ρ̄s for all T ≤ Tc is shown in Fig. 7.4.
The phase uctuations are of innite range, the size uctuations have a nite

range characterized by the temperature-dependent coherence length (with reinserted
h̄ to have proper physical units)

ξ(T ) =
h̄vF
∆



1

12∆2

ρs − 2ρ̄s/3

ρs
. (7A.96)
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Figure 7.4 Temperature behavior of superuid density ρs/ρ (Yoshida function) and the

gap function ρ̄s/ρ of Eqs. (7A.94) and (7A.95).

Near Tc, we insert ρs ≈ 2(1− T/Tc), ρ̄s ≈ (1− T/Tc)
2, and ∆ from (7A.35) to nd

the limit (in physical units)

ξ(T ) =
ξ0√
2



1− T

Tc

−1/2

, ξ0 ≡


7ζ(3)

48

h̄vF
πkBTc

≈ 0.42
h̄vF
πkBTc

∼ 0.27
TF

Tc

lF . (7A.97)

In the last expression, we have introduced the Fermi length lF = h̄/pF , and the
Fermi temperature TF ≡ p2F/2MkB. In old-fashioned superconductors, lF is of the
order of the lattice spacing, while TF is usually larger than Tc by factors 103–104,
so that the ratio of the coherence length with respect to the Fermi length is quite
large. In high-temperature superconductors, however, ξ0 can shrink to only a few
times lF , which greatly increases the eect of uctuations.

At zero temperature we obtain, with the help of (7A.24):

ξ(0) =
1

6

vF
∆(0)

=
1

6eγ
vF
πTc

≈ 0.0935
vF
πTc

, (7A.98)

which is about a sixth of the length parameter ξ0 in the T ≈ Tc -equation (7A.97).

7A.6 Kinetic Terms of Pair Field at Nonzero Temperature

At nonzero temperature, we shall extract the dynamics of the kinetic term of a
slowly varying pair eld by calculating the excitation energies from Eqs. (7A.45)
and (7A.46) at small k. We begin with k = 0 where we obtain, instead of (7A.60)
and (7A.66):

L11(ǫ, 0) − L11(ǫ, 0) = N (0)
1

2

 ∞

−∞
dξ



E

E2 − ǫ2/4
− 1

E



[1− 2n(E)], (7A.99)

L12(ǫ, 0)− L12(0, 0) = −N (0)
ǫ2

4∆2

1

4

 ∞

−∞
dξ

∆4

E3(E2 − ǫ2/4)
[1− 2n(E)]. (7A.100)
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They can be rewritten as

L11(ǫ, 0)− L12(ǫ, 0) = N (0)
ǫ2

4∆2
γ(δ, ǫ), (7A.101)

L12(ǫ, 0)− L12(0, 0) = −N (0)
ǫ2

4∆2

1

3
γ̄(δ, ǫ), (7A.102)

where

γ(δ, ǫ) ≡ 1

2

 ∞

−∞
dξ

∆
2

E(E2 − ǫ2/4)
[1− 2n(E)], (7A.103)

γ̄(δ, ǫ) ≡ 3

4

 ∞

−∞
dξ

∆4

E3(E2 − ǫ2/4∆2)
[1− 2n(E)]. (7A.104)

At zero temperature where n(E) = 0, both γ(δ, 0) and γ̄(δ, 0) start out with the
value 1, so that the results (7A.101) and (7A.102) reproduce the ǫ2-terms of (7A.52)
and (7A.53). The full temperature behavior of γ(δ, 0) and γ̄(δ, 0) is plotted in
Fig. 7.5.

For arbitrary temperature we calculate (7A.103) and (7A.104) most conveniently
by expanding n(E) into a Matsubara sum via Eq. (7A.6), so that it takes the form

γ(δ, ǫ) = 2T


ωm>0

 ∞

−∞
dξ

∆2

E2 − ǫ2/4

1

ω2
m + E2

, (7A.105)

γ̄(δ, ǫ) = 3T


ωm>0

 ∞

−∞
dξ

∆4

E2(E2 − ǫ2/4)

1

ω2
m + E2

. (7A.106)

Performing the integrals over ξ yields

γ(δ, ǫ) = 2π
T

∆



ωm>0





1


1− ǫ2/4∆2

∆2

ω2
m + ǫ2/4

− ∆2

ω2
m + ǫ2/4

∆


ω2
m +∆2



, (7A.107)
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Figure 7.5 Temperature behavior of the functions γ(δ, 0) and γ̄(δ, 0) of Eqs. (7A.103)

and (7A.104).
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γ̄(δ, ǫ) = 3π
T

∆



ωm>0





4∆2

ǫ2
∆2

ω2
m + ǫ2/4





1


1− ǫ2/4∆2
− 1





+





∆


ω2
m +∆2

− 1





∆2

ω2
m

∆2

ω2
m + ǫ2/4



 . (7A.108)

For ǫ = 0, these become

γ(δ, 0) = 2π
T

∆



ωm>0





∆
2

ω2
m

− ∆
3

ω2
m



ω2
m +∆2



 , (7A.109)

and

γ̄(δ, 0) = 3π
T

∆



ωm>0





1

2

∆2

ω2
m

+
∆4

ω4
m





∆


ω2
m +∆2

− 1







 . (7A.110)

Here we can replace


ωm>0

ω−k
m = (1− 2−k)ζ(k)(πT )−k, (7A.111)

which is equal to 1/8T 2 for k = 2, and 1/96T 4 for k = 4. In the limit T → 0, the
Matsubara sums T



ωm>0 become integrals
∞
0 dωm/2π and we recover the limits

γ(δ) → 1, γ̄(δ) → 1 obtained before from (7A.103) and (7A.104).
In the limit T → Tc where ∆ → 0, the functions (7A.107) and (7A.108) have the

limit

γ(δ, ǫ) → 2π
T∆



1− ǫ2/4∆2



ωm>0

1

ω2
m

=
π∆

4T


1− ǫ2/4∆2
→ π∆2

2T
√
−ǫ2

, (7A.112)

ǫ2

4∆2
γ̄(δ, ǫ) → 3π

T∆


1− ǫ2/4∆2



ωm>0

1

ω2
m

=
3π∆

8T


1− ǫ2/4∆2
→ 3π∆2

4T
√
−ǫ2

, (7A.113)

so that

L11(ǫ,k)− L12(ǫ,k) ≈ N (0)
iπǫ

8T
, (7A.114)

L12(ǫ, 0)− L12(0, 0) ≈ −N (0)
iπ∆2

4T ǫ
. (7A.115)

For ǫ ≫ ∆2, the second function can be ignored in comparison with the rst.
The same results could have been derived directly from Eqs. (7A.101) and

(7A.100) for ∆ = 0:

L11(ǫ, 0)− L12(ǫ, 0) ≈ N (0)
 ∞

−∞
dξ



ξ

2(ξ2 − ǫ2/4)
− 1

2ξ



tanh
ξ

2T
, (7A.116)

L12(ǫ, 0) ≈ 0. (7A.117)
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Together with (7A.85), (7A.86), and (7A.98), this yields

L11(ǫ,k)− L12(ǫ,k) ≡ −N (0)


−i
πǫ

8T
+ ξ20k

2 + . . .


, (7A.118)

L12(ǫ,k) = −N (0)


1− T

Tc



+ . . . . (7A.119)

This shows that for T ≈ Tc, the excitations are purely damped with a decay rate

Γ = 2
8T

π
ξ20k

2. (7A.120)

The above results provide us with all information to set up a Ginzburg-Landau
action for describing a superconductor in the neighborhood of the critical temper-
ature. This action is a low-order expansion in powers of the Cooper pair eld and
its gradients

A2[∆,∆∗] ≈ N (0)


dt


d3x


∆
∗(x)



− π

8T
∂t + ξ20∇

2− a2



∆(x)− a4
2
|∆(x)|4 + . . .



,

(7A.121)

where the gradient terms follow directly from (7A.118). The dots indicate higher
expansion terms which contain more powers of the eld such as |∆(x)|6, |∆(x)|8, . . . ,
or higher derivative terms such as |∇2

∆(x)|2, |∂t∆(x)|2, . . . . For the study of the
phase transition these are all irrelevant.

To determine a2 and a4 we insert the decomposition ∆(x) = ∆ + δ∆(x), into

(7A.121) and nd that for a2 < 0, the action has an extremum at ∆ =


−a2/a4.

The quadratic uctuations δ∆(x) possess the same gradient terms as in (7A.121),
while the potential terms −a2|∆(x)|2 − a4|∆(x)|4/2 contribute

∆A2 ≈ −


dt


d3x




a2+2a4∆
2


δ∆∗(x)δ∆(x)+
a4
2



∆
2


[δ∆(x)]2 + [δ∆∗(x)]2




.

(7A.122)

At the extremum, this becomes

∆A2≈ a2



dt


d3x


δ∆∗(x)δ∆(x)+
1

2



[δ∆(x)]2 + [δ∆∗(x)]2




. (7A.123)

The imaginary part of δ∆(x) drops out ensuring that its static innite-wavelength
uctuations have an innite range, in accordance with the Nambu-Goldstone theo-
rem.

Comparing (7A.123) with (7A.39) we identify a4∆
2 with L12(0, 0) in Eq. (7A.80)

for small ∆, i.e.,

a4 ≈
N (0)

2∆2
φ(δ) ≈ N (0)

1

π2T 2

7ζ(3)

8
= N (0)

6ξ20
h̄2v2F

. (7A.124)
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The constant a2 is then [recalling (7A.35) and (7A.97)]

a2 = −∆
2a4 ≈ N (0)



T

Tc

− 1


. (7A.125)

Inserting this into (7A.121) we see that the uctuations of ∆(x) around ∆ have the
coherence lengths

ξ(T ) = ξ0



T

Tc

− 1
−1/2

, T > Tc, (7A.126)

ξsize(T ) =
ξ0√
2



T

Tc

− 1
−1/2

, T < Tc. (7A.127)

For critical temperatures of the order of 1 to 10K, Fermi temperatures of the order
of 104 to 105K, and Fermi momenta of the order h̄/rA, we obtain quite a large
coherence length of the order of 103–104 rA.

The energy in the action (7A.121) coincides with the Ginzburg-Landau energy
(5.151) if we identify:2

ψ(x) =


2N (0)ξ0 ∆(x), τ =
1

ξ20



T

Tc

− 1


. (7A.128)

Then a4 of Eq. (7A.123) implies that the coupling constant g in (5.151) has the
BCS-value

g =
3

N (0)h̄2v2F ξ
2
0

. (7A.129)

The condensation energy density of the superconductor is given by

Ec =
τ 4

4g
=

1

4ξ40

1

3

(kBTc)
2ξ40

7ξ(3)/48π2
N (0)



1− T

Tc

2

=
1

7ξ(3)



pF
h̄

3 Tc

TF

kBTc



1− T

Tc

2

, (7A.130)

which is of the order of

Ec ≈ 10−4kB



1− T

Tc

2

kBK/rA3 ≈ 104


1− T

Tc

2

erg/cm3. (7A.131)

In order to obtain a better idea of the size of interaction strength, it is useful
to go to natural units used in the uctuation discussion after Eq. (5.265), and
measure energies in units of kBTc. In addition, we measure distances in units

of ξ0. Then, taking a factor


kBTc/ξ0 out of ψ and A, and ξ0 out of x (i.e.,

2Note that the dimensions of ψ, N (0), ∆, g are (energy/length) 1/2, energy−1· length−3,
energy, and (energy · length)−1, respectively.
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ξ0/kBTcψ, Anew =


ξ0/kBTcA, xnew = x/ξ0), we arrive at the dimensionless
Ginzburg-Landau Hamiltonian

HGL =


d3x


1

2
|(∇− iqA)ψ|2 +

1

2



T

Tc

−1


|ψ|2 +
g

4
|ψ|4 +

1

2
(∇×A)2



. (7A.132)

Here the coupling g and q are dimensionless and their magnitudes are

g =
3ξ0kBTc

N(0)h̄2v2F ξ
2
0

=
3

2
π2



7ξ(3)

48π2

−1


Tc

TF

2

∼ 111.08


Tc

TF

2

, (7A.133)

q =
2e

h̄c



kBTcξ0 = 2









4πα
vF
c



7ξ(3)

48π2
∼ 2.59



α
vF
c
, (7A.134)

where α = (e2/4π)/h̄c = 1/137 is the ne structure constant. Since Tc/TF ∼ 10−4

and α(vF/c) ∼ 10−4, both couplings are extremely small, i.e., g ∼ 10−6, q ∼ 10−2.
Gorkov’s original derivation [5] was valid only for perfect crystals. In dirty

materials, the mean free path of the electron has nite value, say ℓ. In that case,
the length scale ξ20 in front of the gradient term of (7A.121) receives a correction
factor

r =
∞


n=1

1

(2n+ 1)2(2n+ 1 + ξ0/2π · 0.18ℓ)

 ∞


n=1

1

(2n+ 1)3
, (7A.135)

with the other terms remaining the same. In the clean limit ℓ = ∞, r is equal to 1.
In very dirty materials, however, ℓ ≪ ξ0 and r becomes ∼ 0.18 (ℓξ0) which can be

quite small. If ξ′0 = r1/2ξ0 is used as a new length scale and


r1/2ξ0/kBTc is taken
out of the elds, instead of ξ0/kBT , the correction factor r changes the constants in
the reduced energy as follows:

g → gr−3/2, q → qr1/4. (7A.136)

Note that the reduced condensation energy density

βcEc =
1

4gξ30



1− T

Tc

2

(7A.137)

remains unchanged since ξ0 and g are modied by r oppositely. This is the con-
tent of a theorem by Abrikosov which states that dirt does not change the global
thermodynamics of the superconductor.

Appendix 7B Properties of Ginzburg-Landau Theory
of Superconductivity

Let us discuss some properties of the Ginzburg-Landau eld theory with Hamiltonian
(5.151). The eld equations are



−(∇− iqA)2 + τ + g|ψ|2


ψ = 0, (7B.1)
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and

∇×∇×A = q js, (7B.2)

with the supercurrent (5.152), which is conserved as a consequence of Eq. (7B.1):

∇ · js = 0. (7B.3)

In order to show this explicitly, observe that the product rule of dierentiation holds
also for the covariant derivative of a product of complex elds:

∇(a†b) = (∇a†)b+ a†(∇b) = (∇ + iqA)a†b+ a†(∇− iqA)b

= (Da)†b+ a†Db. (7B.4)

Thus, in each term of the product rule, we may directly replace the ordinary deriva-
tive ∇ by the covariant one D = ∇ − iqA. Applying this rule to (7B.3), we see
that

∇ · js =
1

2i



(Dψ)† (Dψ) + ψ†D2ψ − (Dψ)† (Dψ)−


D2ψ
†

ψ



=
1

2i



ψ†D2ψ −


D2ψ
†

ψ



, (7B.5)

which vanishes indeed due to the eld equation (7B.1).
The invariance of the Ginzburg-Landau equations (7B.1) and (7B.1) under the

gauge transformations

A(x) → A(x) +∇Λ(x), ψ(x) → eiqΛ(x)ψ(x) (7B.6)

can be used to transform away the phase of the ψ-eld. As in (5.153), we shall
parametrize it in terms of size and phase angle as ψ(x) = ρ(x)eiθ(x), but omit the
wiggles for brevity. We may choose qΛ(x) = −θ(x), and the eld equations become



− (∇− iqA)2 + τ + gρ2


ρ = 0, (7B.7)

∇×∇×A(x) = q js = −q2ρ2A. (7B.8)

Separating real and imaginary parts, the rst equation decomposes into an equation
for ρ(x):

(−∇
2 + q2A2 + τ + gρ2)ρ = 0, (7B.9)

and another one for A(x);

ρ∇ ·A + 2A ·∇ρ = 0. (7B.10)

The latter expresses the current conservation law (7B.3) in terms of size and phase
elds where (5.152) reads

js(x) = ρ2 [∇θ(x) − qA(x)] . (7B.11)
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The Hamiltonian in these eld variables was written down in Eq. (5.154). In the
present notation without wiggles, the Hamiltonian density without vortices reads:

HGL =


d3x


d3x


1

2
(∇ρ)2 +

τ

2
ρ2 +

g

4
ρ4 +

1

2
q2ρ2A2 +

1

2
(∇× A)2



. (7B.12)

Let us extract from this a few experimental properties. The derivation of the
nite penetration depth λ in the superconducting phase was described in Section
5.2.1. The result was, in the present natural units,

λ = 1/qρ. (7B.13)

Here we exhibit a few more important properties.

7B.1 Critical Magnetic Field

The Ginzburg-Landau equations explain the existence of a critical external magnetic
eld Hc at which the Meissner eect breaks down and the eld invades into the
superconductor, thereby destroying all supercurrents. This is most easily derived
by studying the magnetic enthalpy , whose density is

EH = HGL −H ·Hext. (7B.14)

We can then see that for Hext < Hc = (1/
√
2)|τ |/

√
g the enthalpy EH is minimized

by ρ0 =


−τ/g, A = 0 with a minimal density

EH = − τ 2

4g
= Ec. (7B.15)

For Hext > Hc, however, the minimum of (7B.14) lies at ρ = 0, H = Hext, where it
has the value

EH = −(Hext)2

2
. (7B.16)

Since the order parameter vanishes, this state is no longer superconducting.

For Hext = Hc the system can be in either state. In cgs units, the critical eld is
given by (Hext

c )2/2 = Ec so that its order of magnitude lies, according to (7A.130),
(7A.131), in the range of a few gauss.

The interesting consequence of the Ginzburg-Landau equations is that it allows
for both the superconducting and the normal phase in one and the same sample
separated by domain walls. This mixed state, also called the Shubnikov phase, is
experimentally of particular importance and deserves some discussion.
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7B.2 Two Length Scales and Type I or II Superconductivity

In the superconducting phase with eld expectation value ρ = ρ0 =


−τ/g, the ρ

uctuations δρ = ρ − ρ0 have a coherence length given by Eq. (7A.127) in natural
units:

ξsize(T ) =
1√
−2τ

. (7B.17)

By comparison with Eq. (7B.13) we nd the ratio of penetration depth and coherence
length, the Ginzburg parameter κ [recall (5.259)]

κ ≡ λ√
2ξsize

=



g

q2
. (7B.18)

For κ > 1/
√
2 or < 1/

√
2, the magnetic penetration depth is larger or smaller than

the coherence length of the order parameter. These two cases are called type-II and
type-I superconductivity, respectively.

Inserting Eq. (7A.134) we estimate

κ ≡ λ√
2ξsize

≈ 4.06
1



αvF/c

Tc

TF

, (7B.19)

which is of the order of 1/10. Thus, a clean superconductor is usually of type-I.
In a dirty superconductor the result is modied by a factor r−1 as a consequence

of Eq. (7A.136).
Hence impurities can bring κ into the type-II zone. In aluminum, for instance,

0.1% of impurities are sucient to achieve this.
Let us now study types of domain walls between normal and superconducting

materials; they dier signicantly for the two types of superconductors. It will be
convenient to go to a further reduced eld variable ρ̂ = ρ/(−τ/g)1/2 which, in the
superconductive state, uctuates around unity instead of ρ0 = (−τ/g)1/2. Similarly
we shall dene a reduced vector potential Â = A/κ(−τ/g)1/2 and measure lengths
in units of the temperature dependent coherence length r1/2ξ0/(−τ)1/2, rather than
r1/2ξ0. Then the Hamiltonians (7A.132) and (7B.12) become, for τ < 0,

ĤGL ≡ g

τ 2
Hred =

1

2



d3x



| (∇− iA)ψ|2 − |ψ|2 +
1

2
|ψ|4 +

κ2

2
(∇×A)2



, (7B.20)

and in size and phase angle elds

ĤGL =
1

2



d3x


(∇ρ)2 − ρ2 +
1

2
ρ4 +



ρ2A2 + κ2 (∇×A)2




, (7B.21)

where we have dropped the hats on top of the elds, for brevity. The associated
supercurrent density is

js =
1

2i
ψ†

∇ψ −A|ψ|2 = −ρ2A. (7B.22)
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We also dene a reduced magnetic eld

H ≡ κ∇×A, (7B.23)

such that the magnetic eld energy takes the usual form H2/2, and the critical
magnetic eld Hc is equal to 1/

√
2. In these units, the eld equations (7B.7) and

(7B.8) become simply



−∇
2 +A2 − 1 + ρ2



ρ = 0, (7B.24)

κ2
∇× (∇×A) = κ∇×H = −ρ2A. (7B.25)

They can be solved for an H and a ρ eld varying, say, along the x-direction with H

pointing in the y-direction. Accordingly, we choose a potential along the z-direction

A(x) = (0, 0− A(x)) , (7B.26)

so that [with ′ ≡ ∂x]

H(x) = κA′(x). (7B.27)

The eld equations are

−ρ′′(x) + A2ρ(x) = ρ(x)− ρ3(x), (7B.28)

κ2A′′(x) = κH ′(x) = ρ2A(x). (7B.29)

Dierentiating the second equation, it reduces to an equation for the magnetic eld

ρ2H = κ2(H ′′ − 2H ′ρ′/ρ) = κ2ρ2


1

ρ2
H ′

′
. (7B.30)

In the rst equation, we can eliminate A in favor of the magnetic eld by writing
the second equation as

A = κ2A′′/ρ2 = κH ′/ρ2 (7B.31)

so that

−ρ′′ + κ2H ′2/ρ3 = ρ− ρ3. (7B.32)

Now we observe that for the value κ = 1/
√
2, where magnetic and size uctua-

tions have equal length scales, these equations become particularly simple. For, if
we make a trial ansatz

H =
1√
2
(1− ρ2) (7B.33)
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and insert it into Eq. (7B.30) to obtain

1√
2



1− ρ2


ρ2 = − 1√
2



ρρ′′ − ρ′2


. (7B.34)

But this happens to coincide with the second eld equation (7B.32). Moreover,
introducing σ = 2 log ρ we see that (7B.34) reduces to a dierential equation of the
Liouville type

σ′′

2
= eσ − 1. (7B.35)

This can be integrated to yield

σ′2

4
= eσ − 1− σ, (7B.36)

or

x =
1

2

 σ

−1

dζ ′√
eζ − 1− ζ

. (7B.37)

For x → −∞, σ goes to zero like ex/
√
2, so that ρ ∼ exp



ex/
√
2/2



→ 1. For
x → −∞, there is superconducting order and no magnet eld; for x → ∞ there is
no order, ρ = 0, and the critical magnetic eld H = Hc = 1/

√
2. The important

point about a domain wall for κ = 1/
√
2 is that it can be formed in an external

magnetic eld Hext = 1/
√
2, without any cost in energy. In order to see this we

calculate, in reduced units, the magnetic enthalpy (for any κ)

ÊH =


d3x ĤGL −


d3xH ·Hext

=
1

2



d3x


(∇ρ)2 − ρ2 +
1

2
ρ4 +



ρ2A2 +H2




−


d3xH ·Hext. (7B.38)

Subtracting from this the condensation energy Êc = −(1/4)


d3x, and inserting the
eld equations (7B.24), we nd

ÊH − Êc =


d3x




1− ρ4


+
1

2
H2 −H ·Hext



. (7B.39)

This is the energy of a domain wall. At the critical eld strength Hext = Hc = 1/
√
2

pointing in the y-direction it becomes

ÊH − F̂c =
1

2



d3x



−ρ4

2
+



H − 1√
2

2


 . (7B.40)

Inserting κ = 1/
√
2 into Eq. (7B.33) we indeed obtain zero. For κ = 1/

√
2, a domain

wall costs no energy.
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Assuming that the wall energy is a monotonic function of κ, we expect the
regions κ > 1/

√
2 and κ < 1/

√
2 to have wall energies of the opposite sign. Indeed,

a numerical discussion of the dierent equations conrms this expectation. The
solutions to the eld equations are shown in Fig. 7.6. Inserting them into (7B.40)
shows that the energy F̂H − F̂c is positive for κ < 1/

√
2 and negative for λ < 1/

√
2.

Hence we can conclude that type-I superconductors prefer a uniform state, type-II
superconductors a mixed state.

Figure 7.6 Spatial variation of order parameter ρ and magnetic eld H in the neigh-

borhood of a planar domain wall between normal and superconducting phases N and S,

respectively. The magnetic eld points parallel to the wall.

Actually, the planar domain walls calculated above are not the most energetically
favorable way of forming a mixed state. A much better conguration is given by a
bundle of magnetic vortex lines. In order to see this, let us study the properties of
a solution corresponding to a single vortex line.

7B.3 Single Vortex Line and Critical Field Hc1

In a type-II superconductor, the mixed state begins to form for much lower elds
than the critical magnetic eld Hc = 1/

√
2. The reason lies in the fact that there

exists a solution in which only a very small magnetic ux invades into the super-
conductor, namely, the ux

Φ0 =
ch

q
= π

ch̄

e
≈ 2× 10−7 gauss · cm2. (7B.41)

This solution has the form of a vortex line. Such a vortex line may be considered as
a line-like defect in a uniform superconducting state. In this respect, it is a relative
of a vortex line in superuid 4He. The two are, however, objects with quite dierent
physical properties, as we shall now see.

Suppose the system is in the superconducting state without an external voltage
so that there is no current j. Let us introduce a vortex line along the z-axis. Then
we can use the current formula (7B.22) to nd the vector potential,

A = − js

|ψ|2
+

1

2i

1

|ψ|2
ψ†

↔
∇ ψ. (7B.42)
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Far away from the vortex line, the state is undisturbed, i.e., js vanishes, and we have
the relation

A =
1

2i

1

|ψ|2
ψ†

↔
∇ ψ. (7B.43)

In a polar decomposition, ψ(x) = ρ(x)eiθ(x), the derivative of ρ(x) cancels and Ai(x)
depends only on the phase of the order parameter,

A(x) = ∇θ(x). (7B.44)

Here we can establish contact with the discussion in superuid 4He. There the
superow velocity was proportional to the gradient of a phase angle variable θ. The
multivaluedness of θ led to the quantization rule that any integral over dθ(x) along
a closed circuit around the vortex line has to be an integer multiple of 2π. The same
rule now applies here:



B
dθ(x) =



B
dx ·∇θ(x) = 2πn. (7B.45)

Expressing ∇θ(x) in terms of A(x) via 7B.44) and applying Stokes’ theorem (4.21),
this is equal to the magnetic ux through the area of the circuit [recall Eq. (7B.23)]

Φ =


SB

dS ·H = κ



SB

dS · [∇×A] = κ



B
dx ·A = 2πnκ. (7B.46)

This holds in natural units. The quantization condition in physical units follows
by applying the same argument to the original current (5.152) associated with the
energy (5.151), which leads to

Φ = nΦ0, (7B.47)

with Φ0 of Eq. (7B.41) [7].
Observe that when performing the integral along a circle closer to the vortex

axis, we cannot ignore js(x), and Eq. (7B.44) becomes

A(x) +
js

|ψ|2
= ∇θ(x). (7B.48)

The angular integral


dx ·∇θ still remains quantized and equal to 2πn. Thus we
nd the quantization rule



B
dx ·



A+
js

|ψ|2



= 2πn, (7B.49)

or

Φ = − 1

|ψ|2



B
dx · js + 2πnκ. (7B.50)
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This equation shows that a smaller circuit contains less magnetic ux. Part of the
quantized ux 2πnκ is destroyed by the magnetic eld of the supercurrent owing
around the vortex line.

Quantitatively, we can deduce the properties of a vortex line by solving the eld
equations (7B.24), (7B.25) in cylindrical coordinates. Inserting the second into the
rst equation, we nd

−1

r

d

dr
r
dρ

dr
+

κ2

ρ3



d

dr
H

2

− (1− ρ2)ρ = 0. (7B.51)

Forming the curl of the second gives the cylindrical analog of (7B.30), i.e.,

H = κ2 1

r

d

dr

f

ρ2
d

dr
H. (7B.52)

For r → ∞ we have the boundary condition ρ = 1, H = 0 (superconducting state
with Meissner eect) and js = 0 (no current). Since for stationary supercurrents,
Ampère’s law (1.188) tells us that js ∝ ∇×H, the last condition amounts to

H ′(r) = 0, r → ∞. (7B.53)

In cylindrical coordinates, ux quantization can be written in the form

Φ = 2π
 ∞

0
drrH = 2πnκ. (7B.54)

Inserting Eq. (7B.52) into this result gives

Φ = 2πκ2



r

ρ2
H ′

∞

0

= −2πκ2



r

ρ2
H ′



r=0

, (7B.55)

so that the quantization condition turns into a boundary condition at the origin:

H ′ → −ρ2
n

κ

1

r
, r → 0. (7B.56)

Inserting this condition into (7B.51) we see that, close to the origin, ρ(r) satises
the equation

−1

r

d

dr
r
d

dr
ρ(r) +

n2

r2
ρ− (1− ρ2)ρ ∼ 0, (7B.57)

which amounts to a behavior

ρ(r) = cn



r

κ

n

+ O(rn+1). (7B.58)

Putting this back into (7B.56) we have

H(r) = H(0)− c2n
2κ



r

κ

2n

+ O(r2n+1). (7B.59)
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Figure 7.7 Order parameter ρ and magnetic eld H for a vortex line with n = 1 fun-

damental ux units in a deep type-II superconductor (κ = 10). The radius where ρ

approaches unity is the core radius rc (here rc ≈ 0.5κ).

For large r, where ρ → 1, Eq. (7B.52) is solved by the modied Bessel function
K0, with some factor α, namely3

H(r) → αK0



r

κ



, r → ∞ . (7B.60)

For large κ ≫ 1/
√
2 (i.e. deep type-II regime) ρ goes rapidly to 1 as compared to

the length scale over which H changes (which is κ). Therefore, the behavior (7B.60)
holds very close to the origin. We can determine α by matching (7B.60) to (7B.56)
which xes

α ≈ n

κ
, (7B.61)

where we have used the small-r behavior K ′
0 = K1 ∼ −1/r. In general, H(r) and

ρ(r) have to be found numerically. A typical solution for n = 1 is shown in Fig. 7.7
for κ = 10. The energy of a vortex line can be calculated by using (7B.21). Inserting
the equations of motion, and subtracting the condensation energy Êc = −(1/4)



d3x
as in (7B.39), we nd

Êv = ÊH − Êc =
1

2



d3x


1

2



1− ρ4


+H2


. (7B.62)

For κ ≫ 1/
√
2, we may neglect the small radius r ≤ 1, over which ρ increases

quickly from zero to its asymptotic value ρ = 1. Beyond r ≥ 1, but for r ≤ κ, H is
given by (7B.60). Inserting this into (7B.51) with (7B.58), we nd

ρ(r) ∼ 1− n2

2r2
. (7B.63)

For the region 1 ≤ r ≤ κ this gives for the energy per length of a vortex line

1

L
Êv =

1

2
2π

 κ

1
dr r



1

2



1− ρ4


+H2


= πn2
 κ

1
dr r



1

r2
+

1

κ2
K2

0



r

κ



.

(7B.64)

3For very large r, this has the limit


πκ/2re−r/k.
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For κ → ∞, the second integral goes toward a constant [since
∞
0 dxxK2

0 (x) =
1
2
].

The rst integral, however, has a logarithmic divergence so that we nd the energy
of a vortex line

1

L
Êv ≈ πn2 [log κ+ const.] . (7B.65)

A more careful estimate gives πn2(log κ+ 0.08).
Let us now see at which external magnetic eld such a vortex line can form. For

this we consider again the magnetic enthalpy (7B.39) and subtract from (1/L)Êv

the magnetic Êv/L coupling HHext so that, per length unit,

1

L
ÊH = πn2(log κ+ 0.08)− 2π

 ∞

0
drrHHext. (7B.66)

The integral over H is simply the ux quantum (7B.46) associated with the vortex
line, i.e.,

1

L
Ê = πn2 (log κ+ 0.08)− 2πnκHext. (7B.67)

When this drops below zero, a vortex line invades the superconductor along the
z-axis. The associated critical magnetic eld is

Hc1 =
n

2κ
(log κ+ 0.08) . (7B.68)

For large κ this eld can be quite small. The asymptotic result is compared with a
numerical solution of the dierential equation for n = 1, 2, 3, . . . in Fig. 7.8. For a

Figure 7.8 Critical eld Hc1/n at which a vortex line of strength n forms when it

rst invades a type-II superconductor as a function of the parameter κ. The dotted line

indicates the asymptotic result (1/2κ) log κ of Eq. (7B.68). The magnetic eld Hc1 is

measured in units of
√
2Hc where Hc is the magnetic eld at which the magnetic energy

equals the condensation energy.

comparison with experimental data one expresses this eld in terms of the critical
magnetic eld Hc = 1/

√
2 and measures the ratio

Hc1

Hc

=
n√
2κ

(log κ + 0.08) . (7B.69)

As an example, pure lead is a type-I superconductor with Hc1 = Hc ≃ 550 gauss.
An admixture of 15% Iridium or 30% Thallium brings Hc up to 650 or 430, and Hc1

down to 250 or 145, respectively (see Table (7.1).
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Table 7.1 Critical magnetic elds in gauss for Pb and Nb with various impurities.

material Hc Hc1 Hc2 Tc/K

Pb 550 550 550 4.2
0.850 Pb, 0.150 Ir 650 250 3040 4.2
0.750 Pb, 0.250 In 570 200 3500 4.2
0.700 Pb, 0.300 Tl 430 145 2920 4.2
0.976 Pb, 0.042 Hg 580 340 1460 4.2
0.916 Pb, 0.088 Bi 675 245 3250 4.2

Nb 1608 1300 2680 4.2
0.500 Nb, 0.500 Ta 252 – 1470 5.6

7B.4 Critical Field Hc2 where Superconductivity is Destroyed

As the eld increases above Hc1, more and more vortex lines invade the supercon-
ductor. For H ∼ Hc, they form a hexagonal array as shown in (7.9). If the eld
increases even more, the superconducting regions separating the vortex lines become
thinner and thinner until, nally, the whole material is lled with the magnetic eld,
and superconductivity is destroyed. The eld where this happens is denoted by Hc2.
Its value can be estimated quite simply following Abrikosov. He noticed that close
to Hc2 , the order parameter is so small that the nonlinear terms can be forgotten,
and the Ginzburg-Landau equation reads

Figure 7.9 Lines of equal size of order parameter ρ(x) in a typical mixed state in which

the vortex lines form a hexagonal lattice [8].





1

i
∇−A

2

− 1



ψ(x) = 0. (7B.70)

For H along the z direction one may choose

A(x) =


0,
1

κ
Hx, 0



(7B.71)

and the following equation emerges:


−∂2
x −



−i∂y −
1

κ
Hx

2

− ∂2
z − 1



psi(x) = 0. (7B.72)
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Figure 7.10 Temperature behavior of the critical magnetic elds of a type-II supercon-

ductor: Hc1 (when the rst vortex line invades), Hc2 (when superconductivity is destroyed)

and Hc (when the magnetic eld energy is equal to the condensation energy).

Figure 7.11 Magnetization curve as a function of the external magnetic eld Hext. The

dashed curve shows how a type-I superconductor would behave.

The lowest nontrivial eigenstate is

ψ(x) = const. e−(1/κ)H(x−pyκ/H)2/2eipyy. (7B.73)

For this solution to occur, the energy eigenvalue H/κ − 1 must be negative. This
happens for H < Hc2 = κ. The eld Hc2 is larger than the critical eld Hc by a
factor

√
2κ, which can be a large factor in the deep type-II regime. As an example,

pure lead has Hc2 = Hc = 550 gauss. An admixture of 15% Indium or 30% Thallium
which changes Hc to 650 or 430, increases Hc2 to 3040 or 2920 gauss, respectively.
The typical behavior of the critical elds Hc, Hc1, Hc2 as a function of T is shown in
Fig. 7.10.

The invasion of vortex lines becomes apparent from the curve depicted in
Fig. 7.11 which shows the behavior of the magnetization curve as a function of
Hext

−M = Hext −H (7B.74)

in a type-II superconductor as compared with a type-I superconductor.
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Do not conne your children to your own learning,

for they were born in another time.

Hebrew Proverb

8

Relativistic Magnetic Monopoles and Electric

Charge Connement

The theory of multivalued elds in magnetism in Chapter 4 can easily be extended
to a full relativistic theory of charges and monopoles [1, 2]. For this we go over to
four spacetime dimensions, which are assumed to be Euclidean with a fourth spatial
component dx4 = icdt, to avoid factors of i.

8.1 Monopole Gauge Invariance

The covariant extension of the Maxwell equation (4.54) is a natural modication of
Eq. (1.200) and reads, by complete analogy with the Maxwell equation (1.196):

∂bF̃
ab = −1

c
̃a, (8.1)

where ̃a is the magnetic current density

̃a = (cρm, jm) . (8.2)

Equation (8.1) implies that the magnetic current density is conserved:

∂ã
a = 0. (8.3)

The zeroth component of (8.1) reproduces the divergence equation (4.54) for the
magnetic eld [recall the identication of the eld components (1.172)]. The spatial
components yield the extension of the Maxwell equation (1.18):

∇× E +
1

c

∂B

∂t
= −1

c
jm (extended Faraday law). (8.4)

For a single monopole of strength g moving along a world line L parametrized by
qa(σ), the magnetic current density ̃a can be expressed in terms of a δ-function on
the world line,

δa(x;L) ≡


dσ
dx̄a(σ)

dσ
δ(4)(x− x̄(σ)), (8.5)

254
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as follows

̃a = g c δa(x;L). (8.6)

This satises the magnetic current conservation law (10.16) as a consequence of the
divergence property of the δ-function on a closed world line:

∂aδa(x;L) = 0, (8.7)

which is the four-dimensional version of (4.10).

The spacetime components of the magnetic current density are [compare (1.211)
and (1.212)]

cρm (x, t) = gc
 ∞

−∞
dτ γc δ(4) (x− x̄(τ)) , (8.8)

jm (x, t) = gc
 ∞

−∞
dτ γv δ(4) (x− x̄(τ)) . (8.9)

With this notation, the electric current density (1.213) of a particle on the world-
line L reads

ja = e c δa(x;L), (8.10)

and satises the electric current conservation law ∂aj
a = 0, again due to the identity

(8.7).

Equation (8.1) shows that Fab cannot be represented as a curl of a single-valued
vector potential Aa, since left-hand side is equal to 1

2
ǫabcd(∂a∂c − ∂c∂a)Ad. The non-

vanishing of the commutator of derivatives implies a violation of Schwarz’s integra-
bility condition and the multivaluedness of Ad. As in the magnetostatic discussion
in Section 4.6, the simplest way to incorporate the monopole worldline into the elec-
tromagnetic eld theory is by the introduction of an extra monopole gauge eld. In
four spacetime dimensions, this has the form

FM
ab ≡ g δ̃ab(x;S), (8.11)

where δ̃ab(x;S) is the dual tensor

δ̃ab(x;S) ≡
1

2
ǫabcdδcd(x;S), (8.12)

of the δ-function δcd(x;S) that is singular on the world surface S:

δab(x;S) ≡


dσdτ



∂x̄a(σ, τ)

∂σ

dx̄b(σ, τ)

∂τ
− (a ↔ b)



δ(4)(x− x̄(σ, τ)). (8.13)

This δ-function has the divergence

∂aδab(x;S) = δb(x;L), (8.14)
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where L is the boundary line of the surface. This follows directly from the simple
calculation:

∂aδab(x;S) =


dτ



dx̄b(σb, τ)

∂τ
δ(4)(x− x̄(σb, τ))−

dx̄b(σa, τ)

∂τ
δ(4)(x− x̄(σa, τ))



−


dσ



dx̄b(σ, τb)

∂σ
δ(4)(x− x̄(σ, τb)) − dx̄b(σ, τa)

∂σ
δ(4)(x− x̄(σ, τa))



,

where σa,b and τa,b are the lower and upper values of the surface parameters, respec-
tively, so that x̄(σa, τ), x̄(σ, τa), x̄(σb, τ), and x̄(σ, τb) run around the boundary line
of the surface. For the dual δ-function (8.12) the relation (8.14) reads

1

2
ǫabcd∂bδ̃cd(x;S) = δa(x;L), (8.15)

due to the Eucldean version of the identity (1A.24). We recognize the four-
dimensional version of the local formulation (4.24) of Stokes’ theorem.

Expressing the δ-functions in terms of the monopole gauge eld (8.11) and the
magnetic current density (8.6), the relation (8.15) implies

1

2
ǫabcd∂aF

M
cd =

1

c
̃b. (8.16)

The surface S is the worldsheet of the Dirac string. For any given line L, there
are many possible surfaces S. We can go over from one S to another, say S ′, with
a xed boundary L, as follows

δ̃ab(x;S) → δ̃ab(x;S
′) = δ̃ab(x;S) + ∂aδ̃b(x; V )− ∂bδ̃a(x; V ), (8.17)

where δ̃a(x; V ) is the δ-function

δ̃a(x; V ) ≡ ǫabcdδbcd(x; V ), (8.18)

with

δabc(x; V ) ≡ 1

3!



dσdτdλ







P (abc)

ǫP
∂x̄a

∂σ

∂x̄b

∂τ

∂x̄c

∂λ



 δ(4) (x− x̄(σ, τ, λ)) . (8.19)

The sum runs over all 6 permutations P of the indices and ǫP denotes their parity
(ǫP = +1 for even and −1 for odd permutation P ). These δ-functions are singular on
the three-dimensional volume V in four-space swept out when the surface S moves
through four-space. The transformation law (8.17) is the obvious generalization of
(4.29).

An ensemble of many noninteracting monopoles is represented by a gauge eld
(8.11) with a superposition of many dierent surfaces S.

We are now ready to set up the electromagnetic action in the presence of an
arbitrary number of monopoles. By analogy with Eq. (4.86) and (5.27) it depends
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only on the dierence between the total eld strength Fab = ∂aAb − ∂bAa of the
integrable vector potential Aa and the monopole gauge eld FM

ab of (8.11), i.e., it is
given by [3, 4, 5, 6]

A0 +Amg ≡ A0,mg =


d4x
1

4c



Fab − FM
ab

2
. (8.20)

The subtraction of FM
ab is essential in avoiding an innite energy density in the

Maxwell action

A0 ≡


d4x
1

4c
F 2
ab , (8.21)

that would arise from the ux tube in Fab inside the Dirac string. The dierence

F obs
ab ≡ Fab − FM

ab (8.22)

is the nonsingular observable eld strength. Since only elds with nite action are
physical, the action contains no contributions from squares of δ-functions, as it might
initially appear.

The action (8.20) exhibits two types of gauge invariances. First, the original
electromagnetic one under [compare (2.104)]

Aa(x) −→ A′
a(x) = Aa(x) + ∂aΛ(x), (8.23)

where Λ(x) is any smooth eld which satises the integrability condition

(∂a∂b − ∂b∂a)Λ(x) = 0, (8.24)

under which FM
ab is trivially invariant. Second, there is gauge invariance under

monopole gauge transformations

FM
ab → FM

ab + ∂aΛ
M
b − ∂bΛ

M
a , (8.25)

with integrable vector functions ΛM
a (x). By Eq. (8.17) they have the general form

Λ
M
a (x) = g δa(x; V ), (8.26)

with arbitrary choices of three-volumes V . If the monopole gauge eld (8.11) con-
tains many jumping surfaces S, the function ΛM

a (x) will contain a superposition of
many volumes V .

To have invariance of the action (8.20), the transformation (8.25) must be ac-
companied by a shift in the electromagnetic gauge eld [3, 4, 5, 6]

Aa → Aa + Λ
M
a . (8.27)

From Eqs. (8.11), (8.15), and (8.17) we see that the physical signicance of the
part (8.25) of the monopole gauge transformation is to change the Dirac world
surface without changing its boundary, the monopole world line. An exception are
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vortex gauge transformations (8.27) of the gradient type, in which ΛM
a is g times

the gradient ∂aΛ
M of the δ-function on the four-volume V4:

δ(x;V4) ≡ ǫabcd



dσdτdλdκ
∂x̄a

∂σ

∂x̄b

∂τ

∂x̄c

∂λ

∂x̄d

∂κ
δ(4) (x− x̄(σ, τ, λ, κ)) , (8.28)

i.e.,
Aa → Aa + g∂aδ(x;V4). (8.29)

These do not give any change in FM
ab since they are particular forms of the original

electromagnetic gauge transformations (8.23).
The eld strength Fab is, of course, changed when distorting the Dirac string in

spacetime, only the observable eld strength F obs
ab = Fab − FM

ab remains invariant.
The part (8.27) of the monopole gauge transformations expresses the fact that,

in the presence of monopoles, the gauge eld Aa is necessarily a cyclic variable for
which Aa(x) and Aa(x) + gn are identical at each point x for any integer n.

At this place we should emphasize once more (what, is of course, clear to the
reader from the previous discussions) that the vortex gauge transformations bear
no relation to the original gauge transformation (8.23). One sometimes nds in the
literature the misconception [7, 8] that, since the movement of the Dirac string can
be achieved by a transformation,

Aa → Aa + g∂aΩ, (8.30)

where Ω is the spherical angle over which the string has swept, the invisibility of
the string may be related to the electromagnetic gauge invariance (together with
the single-valuedness of wave functions). After all, (8.30) looks precisely like (8.23),
with Λ = gΩ. This argument, however, is invalid since the spherical angle is a
multivalued function which fails to satisfy the integrability condition (8.24). This
is why (8.30) is not a gauge transformation in spite of its suggestive appearance.
It cannot possibly be since it changes the magnetic eld along the Dirac string.
Sometimes, (8.30) is referred to as a “singular gauge transformation” or “general
gauge transformation”. This terminology is misleading and must be rejected. After
all, if we were to allow for such “singular” (i.e. nonintegrable) transformations Λ in
(8.23) we could reach an arbitrary eld Fab starting from Fab ≡ 0, and the physics
would certainly not be invariant under this [8].

The complete conceptual independence of the two gauge invariances is most
easily seen in the model discussion in Subsection 4.6, where the ordinary gauge
invariance is absent while the invariance under deformations of the surface S is
essential for obtaining the correct magnetic elds around current loops.

The partition function of magnetic monopoles with their electromagnetic inter-
actions is given by the functional integral

Z =


DAT
a



DFM
ab e−AE

0,mg . (8.31)

where AE
0,mg is the Euclidean version of the action (8.20). We have used the same

short notation for the measure as in (5.275), indicating by the symbol


DFM T
ab the
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gauge-xed sum


{S} Φ[F
M
ab ] over uctuating jumping surfaces S, the world sheets

of the Dirac strings. The symbol


DAT
a denotes the gauge-xed functional integral

over Aa in the Lorentz gauge ∂aAa = 0.

8.2 Charge Quantization

Let us now introduce electrically charged particles into the action (8.20). This is
done via the Euclidean version of the current interaction in (2.83):

AE
int =

i

c2



d4xE ja(x)Aa(x), (8.32)

where ja(x) is the electric current of the world line L of a charged particle

ja = ec δa(x;L). (8.33)

For brevity, we shall omit in this chapter all superscripts E.
Due to electric current conservation

∂aja = 0, (8.34)

the action (8.32) is trivially invariant under electromagnetic gauge transformations
(8.23). In contrast, it can remain invariant under monopole gauge transformations
(8.25) and (8.27) only if the monopole charge satises the famous Dirac quantization
condition derived before in Eq. (4.109). Let us see how this comes about in the
present four-dimensional theory.

Under the monopole gauge transformation (8.27), only the part A0+Amg of the
total action

Atot ≡ A0 +Amg +Aint =


d4x
1

4c



Fab − FM
ab

2
+

i

c2



d4x ja(x)Aa(x) (8.35)

is manifestly invariant. The electric part Aint, and thus the total action, changes by

∆Atot = ∆Aint = i
eg

c
I, (8.36)

where I denotes the integral

I ≡


d4x δa(L)δa(V ). (8.37)

This is an integer number if L passes through V , and zero if it misses V . In the
former case, the string in the operation (8.17) sweeps across L, in the other case it
does not. To prove this we let L run along the rst axis and let V be the entire
volume in 234-subspace. Then δa(x;L) and δa(x; V ) have nonzero components only
in the 1-direction; δ1(x;L) = δ(x2)δ(x3)δ(x4), and δ1(x; V ) = δ(x1). Inserting these
into the integral (8.37) yields I = 1.
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Dirac’s charge quantization rule is a consequence of quantum theory. As ex-
plained in Section 2.8, probability amplitudes are determined from a sum over all
possible eld congurations

Amplitude =


eld congurations

eiA/h̄, (8.38)

where A is the classical action of the system. This amplitude is invariant under
jumps of the classical action by 2πh̄× integer since these do not contribute to the
phase factors eiA/h̄.

In the Euclidean formulation, a corresponding sum yields the partition function
of the system in Eq. (2.162). This function is invariant under jumps of the Euclidean
action by 2πih̄× integer since these do not contribute to the Boltzmann factors
e−AE/h̄ in the sum (2.162). The property (8.36) of the Euclidean action implies
therefore that if all electric charges satisfy the relation

eg

h̄c
= 2π × integer, (8.39)

physics is invariant under arbitrary shape deformations of the Dirac string. This
invariance makes it invisible to all electric particles.

The result may be stated in a dimensionless way by expressing e in terms of the
ne-structure constant α ≈ 1/137.0359 . . . of Eq. (1.145) as e2 = 4πhbarcα, so that
the charge quantization condition becomes1

g/e = integer/2α. (8.40)

It must be emphasized that the above derivation of (8.40) requires much less
quantum mechanical input than most derivations in the literature, which involve
the wave functions for the charged particle in a monopole eld [1, 2, 7]. In the
above derivation, however, the particle orbits remain xed, and only the world-
sheets of the Dirac strings are moved around by monopole gauge transformation.
The quantization follows only from the requirement of invariance under these trans-
formations.

Observe that after the quantization of the charge, the total action (8.35) is
double-gauge invariant — it is invariant under the ordinary electromagnetic gauge
transformations (8.23) and the monopole gauge transformations (8.25).

It should be mentioned that the Dirac quantization condition (8.39) guarantees
the invisibility of the Dirac string only for electric charges of integer spin. For
electrons, and all particles of half-integer spin, the wave function is double-valued
since it returns to its original value only after rotating it by 4π. For these particles
the electric charge must be twice as big as for integer spins, and satisfy the Schwinger
quantization condition [9]

eg

h̄c
= 2× 2π × integer. (8.41)

1In many textbooks, the action (8.20) has a prefactor 1/4π, leading to Dirac’s charge quantiza-
tion condition in the form 2eg/h̄c =integer. In these conventions, e2 = h̄cα, so that the condition
(8.40) is the same.
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8.3 Electric and Magnetic Current-Current Interactions

If we integrate out the Aa-eld in the partition function associated with the action
(8.35) we obtain the interaction

Aint =


d4x


1

4c



FM
ab )

2 + 2∂aF
M
ab (−∂2)−1∂cF

M
cb



+
1

2c3
ja(−∂2)−1ja +

i

c2
∂aF

M
ab (−∂2)−1jb



. (8.42)

The second term

Ajj =
1

2c3



d4xja(−∂2)−1ja (8.43)

is the usual electric current-current interaction, where (−∂2)−1 denotes the Eu-
clidean version of retarded Green function of the vector potential Aa(x)

(−∂2)−1(x, x′) = G(x− x′) ≡
 d4k

(2π)4
eik(x−x′)

k2
. (8.44)

Indeed, inserting the components of the four-component current density ja = (cρ, j)
[recall (1.197)], the interaction (8.43) reads

Ajj =
1

2c



d4xd4x′ ρ(x)G(x, x′)ρ(x′) +
1

2c3



d4xd4x′ j(x)G(x, x′)j(x′). (8.45)

For the static charges and currents in Minkowski spacetime, this becomes [compare
(4.98)]

Ajj =
1

2



dtd3xd3x′ ρ(t,x)
1

|x−x′|
ρ(t,x′)− 1

2c2



dtd3xd3x′ j(t,x)
1

|x−x′|
j(t,x′).

(8.46)
The rst term is the Coulomb interaction, the second the Biot-Savart interaction of
an arbitrary current distribution.

The rst two terms in the interaction (8.42) reduce to the magnetic current-
current interaction [compare (4.100)]

Ã̃ =
1

2c3



d4x ̃a(−∂2)−1̃a. (8.47)

This follows from (8.16) and the simple calculation with the help of the Euclidean
version of the tensor identity (1A.23)

̃2 =


c

2
ǫabcd∂bF

M
cd

2

=
c2

2



(∂bF
M
cd )(∂bF

M
cd )− 2(∂aF

M
ab )

2


. (8.48)

The magnetic interaction (8.47) can be decomposed into time- and space-like com-
ponents in the same way as in Eq. (8.45), but with magnetic and electric charge and
current densities.



262 8 Relativistic Magnetic Monopoles and Electric Charge Connement

The last term in (8.42)

Ãj =


d4x
i

c2
∂aF

M
ab (−∂2)−1jb (8.49)

species the interaction between electric and magnetic currents. It is the relativistic
version of the interaction (4.102).

All three interactions are invariant under monopole gauge transformations (8.25).
For the electric and magnetic current-current interactions (8.43) and (8.47) this is
immediately obvious since they depend only on the world lines of electric and mag-
netic charges. Only for the mixed interaction (8.49), the invariance is not obvious.
In fact, performing a monopole gauge transformation (8.25), and using the world line
representation (8.10) of the electric four-vector current, this interaction is changed
by

∆Ãj = i


d4x
g

c2
∂2δb(x; V )(−∂2)−1jb = i

ge

c



d4xδb(x; V )δ(x;L) = i
ge

c
I, (8.50)

with I of (8.37). This is nonzero, but the theory is still invariant since (ge/c)I is
equal to 2πh̄ times a number which is integer due to Dirac’s charge quantization
condition (8.39). Thus e−∆Ãj/h̄ is equal to one and the theory invariant. The
reader will recognize the analogy with the three-dimensional situation in the mixed
interaction (4.102).

8.4 Dual Gauge Field Representation

It is instructive to subject the total action (8.35) to a similar duality transformation
as the Hamiltonian (4.86) by which we derived the dual gauge formulation (4.91).
Thus we introduce an independent uctuating eld fab and replace the action (8.20)
by the equivalent expression [the four-dimensional analog of (4.87)]

Ã0,mg =


d4x


1

4c
f 2
ab +

i

2c
fab



Fab − FM
ab





, (8.51)

with two independent elds Aa and fab. Inserting Fab ≡ ∂aAb − ∂aAa, the partition
function (8.31) becomes

Z =


DAa
T



Dfab



DFM
ab e−Ã0,mg . (8.52)

Here we may integrate out the vector potential Aa to obtain the constraint

∂bfab = 0. (8.53)

This can be satised identically (as a Bianchi identity) by introducing a dual mag-
netoelectric vector potential Ãa and writing [compare (4.89)]

fab ≡ ǫabcd∂cÃd. (8.54)
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If we also introduce a dual eld tensor

F̃ab ≡ ∂aÃb − ∂bÃa, (8.55)

the action (8.51) takes the dual form

Ã0,mg ≡ Ã0 + Ãmg =


d4x


1

4c
F̃ 2
ab +

i

c2
Ããa



, (8.56)

with the magnetoelectric source

̃a ≡
c

2
ǫabcd∂bF

M
cd . (8.57)

By inserting (8.11) and (8.15), we see that ̃a is the magnetic current density (8.6).
Since (8.57) satised trivially the current conservation law ∂ãa = 0 [recall (10.16)],
the action (8.56) allows for an additional set of gauge transformations which are the
magnetoelectric ones

Ãa → Ãa + ∂aΛ̃ (8.58)

with arbitrary integrable functions Λ̃,

(∂a∂b − ∂b∂a)Λ̃ = 0. (8.59)

If we include the electric current (8.33) into the dual form of the action (8.56) it
becomes

Ãtot =


d4x


1

4c
f 2
ab +

i

2c
fab



Fab − FM
ab



+
i

c2
jaAa



. (8.60)

Extremizing this with respect to the eld Aa gives now

∂afab = −1

c
jb, (8.61)

rather than (8.53). The solution of this requires the introduction of a gauge eld
analog to (8.11), the charge gauge eld

F̃E
ab = e δ̃ab(x;S

′). (8.62)

Then (8.61) is solved by

fab ≡
1

2
ǫabcd(F̃cd − F̃E

cd). (8.63)

The identity (8.15) ensures (8.61).
When inserting (8.63) into (8.60), we nd

Ãtot =


d4x


1

4c
(F̃ab − F̃E

ab)
2 − i

4c
F̃ab ǫabcdF̃

M
cd +

i

4c
F̃E
ab ǫabcdF̃

M
cd



. (8.64)

Integrating the second term by parts and using Eq. (8.16) we obtain

Ãtot =


d4x


1

4c
(F̃ab − F̃E

ab)
2 +

i

c2
Ããa



+∆A, (8.65)
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where

∆A =
i

4c



d4x F̃E
ab ǫabcdF

M
cd . (8.66)

Remembering Eqs. (8.11) and (8.62), this can be shown to be an integer multiple of
eg/c:

∆A = eg
i

4c



d4x δ̃ab(x;S) ǫabcd δ̃cd(x;S
′) = i

eg

c
n, n = integer. (8.67)

To see this we simply choose the surface S to be the 12-plane and S ′ to be the
34-plane. Then δ̃12(x;S) = −δ̃21(x;S) = δ(x1)δ(x2) and δ̃34(x;S

′) = −δ̃43(x;S
′) =

δ(x3)δ(x4), and all other components vanish, so that


d4x ǫabcdδ̃ab(x;S)δ̃ab(x;S
′) =

4


d4x δ(x1)δ(x2)δ(x3)δ(x4) = 4. This proof can easily be generalized to arbitrary
S, S ′ congurations.

We now impose Dirac’s quantization condition (8.39) to guarantee the invariance
under monopole gauge transformations (8.25), thereby ensuring the invariance under
string deformations (8.17). This makes the phase factor e−∆A/h̄ equal to unity, so
that it has no inuence upon any quantum process.

The dual version of the total action (8.35) of monopoles and charges is therefore

Ãtot ≡ Ã0 + Ãint + Ãmg =


d4x


1

4c
(F̃ab − F̃E

ab)
2 +

i

c2
Ããa



. (8.68)

It describes the same physics as the action (8.35). Here the magnetic monopole
is coupled locally whereas the world line of the charged particle is represented by
the charge gauge eld (8.62). With the predominance of electric charges in nature,
however, this dual action is only of academic interest.

Note that the dual magnetoelectric action (8.68) has the same double-gauge
invariance as the electromagnetic action with monopoles in Eq. (8.35). With the
Dirac quantization of the charge, it is invariant under the magnetoelectric gauge
transformations (8.58) and the deformations of the surface S monopole gauge trans-
formations (8.25).

8.5 Monopole Gauge Fixing

First we should eliminate the superuous monopole gauge transformation (8.29) with
the special gauge functions ΛM

a = g∂a


V4
δ(x;V4) which do not give any change in

FM
ab . They may be removed from Λ

M
a by a gauge-xing condition such as

naΛ
M
a ≡ 0, (8.69)

where na is an arbitrary xed unit vector.
The remaining monopole gauge freedom can be used to bring all Dirac strings

to a standard shape so that FM
ab (x) becomes only a function of the boundary lines

L. In fact, for any choice of the above unit vector na, we may always go to the axial
monopole gauge dened by

naF
M
ab = 0. (8.70)
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To see this we take na along the 4-axis and consider the gauge xing equations

F4i + ∂4Λ
M
i − ∂iΛ

M
4 = 0, i = 1, 2, 3. (8.71)

Equation (8.69) requires that ΛM
4 ≡ 0. The spatial components ΛM

i can be deter-
mined from (8.71). If they were ordinary real functions, this would be trivial. The
fact that they are superpositions of δ-functions makes the proof more subtle, but
still possible, so that the axial gauge (8.70) can indeed be reached.

This is most easily shown by proceeding as in Subsection 5.1.4. We approximate
four-space by a ne-grained hypercubic lattice of spacing a, and imagining the d(d−
1)/2 components of FM

ab to be functions dened on the plaquettes. Then the above
δ-functions (8.28), (8.26), (8.5), and (8.13) correspond to integer-valued functions
on sites δ(x;V4)=̂N(x), on links δa(x; V )=̂Na/a, on plaquettes δab(x;S)=̂Nab/a

2,
and on links δa(x;L)=̂Na/a

3, respectively. The derivatives ∂a correspond to lattice
derivatives ∇a across links as dened in Eq. (5.40). Thus FM

ab can be written as
gNab(x)/a

2 with integer Nab(x). The gauge xing in (8.71) with the restricted gauge
functions amounts then to solving a set of integer-valued equations of the type

N4i +∇4N
M
i −∇iN4 = 0, i = 1, 2, 3, (8.72)

with N4 ≡ 0. This is always possible as has been shown with similar equations in
Ref. [10].

Having xed the gauge in this way we can solve Eq. (8.1) uniquely by the
monopole gauge eld

FM
ab = −2ǫabcdnc(n∂)

−1 ̃d. (8.73)

With this, the interaction between electric and magnetic currents in the last term
of (8.42) becomes

Aj ̃ = ǫabcd



d4x ja(n∂ ∂
2)−1nb∂c̃d. (8.74)

This interaction can be found in textbooks [11].

8.6 Quantum Field Theory of Spinless Electric Charges

The full Euclidean quantum eld theory of electrically and magnetically charged par-
ticles is obtained from the functional integral over the Boltzmann factors e−Atot/h̄

with the action (8.35). The functional integral has to be performed over all elec-
tromagnetic elds Aa and over all electric and magnetic world line congurations L
and L′. These, in turn, can be replaced by uctuating disorder elds which account
for grand-canonical ensembles of world lines [12]. This replacement, the Euclidean
analog of second quantization, in many-body quantum mechanics, was explained in
the last chapter.

Let us assume that only a few xed worldlines L of monopoles are present. The
electric world lines, on the other hand will be assumed to consist of a few xed world
lines L′ plus a uctuating grand-canonical ensemble of closed world lines L′′. The
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latter are converted into a single complex disorder eld ψe whose Feynman diagrams
are pictures of the lines L′′ [13]. The technique was explained in Subsection 5.1.10
and corresponds to the second quantization of many-body quantum mechanics. In
other words, we shall study the partition function of the disorder eld theory

Z =


DAT
a e

−Atot



Dψe



Dψ∗
e e

−Aψe , (8.75)

with the eld action of the uctuating electric orbits

Aψe =


d4x
1

2



|Dψe|
2 +m2|ψe|

2 + λ|ψe|
4


, (8.76)

where Da denotes the covariant derivative involving the gauge eld Aa:

Da ≡ ∂a − i
e

c
Aa. (8.77)

When performing a perturbation expansion of this functional integral in powers of
the coupling constants λ and e, the Feynman loop diagrams of the ψe eld pro-
vide direct pictures of the dierent ways in which the uctuating closed charged
worldlines interact in the ensemble.

8.7 Theory of Magnetic Charge Connement

The eld action of uctuating electric charges is the four-dimensional version of the
Ginzburg-Landau Hamiltonian (5.151). We have learned in the previous chapter that
this Hamiltonian allows for a phase transition as a function of the mass parameter
m2 in (8.76). There exists a critical value of m2 where the system changes from
an ordered to a disordered phase. At the mean-eld level, the critical value is zero.
For m2 > 0, only a few vortex loops are excited. In this phase, the eld has a
vanishing expectation value ψe. For e < ec, on the other hand, the congurational
entropy wins over the Boltzmann suppression and innitely long vortex are thermally
created. The mass parameterm2 becomes negative and the disorder eld ψe develops

a nonzero expectation value ψe whose absolute value is equal to


−m2/2λ. This
is a condensed phase where the charge worldlines are innitely long and prolic.
The passage of e through ec is a phase transition. From the derivative term |Dψe|

2,
the vector eld Aa receives a mass term (m2

A/2c)A
2
a with m2

A equal to q2c|m2|/λ.
For very small e ≪ ec, the penetration depth 1/mA of the vector potential is much
larger than the coherence length 1/m of the disorder eld, and the system behaves
like a superconductor of type II.

Between magnetic monopoles of opposite sign, the magnetic eld lines are
squeezed into the four-dimensional analogs of the Abrikosov ux tubes. Within
the present functional integral, the initially irrelevant surfaces S enclosed by the
charge worldlines L acquire, via the phase transition, an energy proportional to
their area which removes the charge gauge invariance of the action. They become
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physical uctuating objects and generate the linearly rising static potential between
the charges, thus causing magnetic charge connement.

The connement mechanism is most simply described in the hydrodynamic or
London limit. In this limit, the magnitude |ψe| of the eld is frozen so it can be
replaced by a constant |ψe| multiplied by a spacetime-dependent phase factor eiθ(x).
The functional integral over ψe and ψ∗

e in (8.75) reduces therefore to



{V }

 ∞

−∞
Dθ exp



−m2
Ac

2q2



d4x


∂aθ − θva(x) −
e

c
Aa

2


, (8.78)

where θva(x) is the four-dimensional vortex gauge eld

θva(x) ≡ 2πδa(x; V ). (8.79)

This may be chosen in a specic gauge, for instance in the axial gauge with δ4(x; V ) =
0, so that V is uniquely xed by its surface S, the worldsheet of a vortex line in the
φe-eld. Thus the action in (8.75) reads, in the hydrodynamic limit,

Ahy,v=


d4x



1

4c
(Fab − FM

ab )
2 +

i

c2
ja(x)Aa(x) +

m2
Ac

2q2



∂aθ − θva(x) −
e

c
Aa

2


.

(8.80)

If we ignore the vortices and eliminate the θ-uctuations from the functional integral,
we generate a transverse mass term

m2
A

2c
AT

a
2 (8.81)

where AT
a ≡ (gab − ∂a∂b/∂

2)Ab. This causes the celebrated Meissner eect in the
superconductor. The action becomes therefore

Ahy =


d4x



1

4c
(Fab − FM

ab )
2 +

m2
A

2c
AT

a
2



. (8.82)

If we now integrate out the Aa-elds in the partition function (8.75), we obtain the
interaction between the worldlines of electric charges L and the surfaces S whose
boundaries are the monopole worldlines:

Ahy
int =



d4x


1

4c



(FM
ab )

2 − 2∂aF
M
ab (−∂2 +m2

A)
−1∂cF

M
cb



− i

c2
∂aF

M
ab (−∂2 +m2

A)
−1jb +

1

2c3
ja(−∂2 +m2

A)
−1ja



. (8.83)

This is a generalization of the previous current-current interaction (8.42), to which
it reduces for mA = 0. Applying the right-hand part of relation (8.48) to the rst
two terms of (8.83), and introducing the massive correlation function

(−∂2 +m2
A)

−1(x, x′) = GmA
(x− x′) ≡



d4k

(2π)4
e−ik(x−x′) 1

k2 +m2
A

, (8.84)
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we obtain

Ahy
int =



d4x


d4x′


mA
2

4c
FM
ab (x)GmA

(x−x′)FM
ab (x

′) +
1

2c3
̃a(x)GmA

(x−x′)̃a(x
′)

− i

c2
∂aF

M
ab (x)GmA

(x−x′)ja(x
′) +

1

2c3
ja(x)GmA

(x−x′)ja(x
′)


. (8.85)

The presence of the mass mA gives the interaction between the magnetic and electric
charges in the second and last terms a short range of the Yukawa type. The second
term is a short-range interaction between the surfaces and the boundary lines.

The rst term is the most interesting one. It gives an energy to the previously
irrelevant surfaces S whose boundary lines are the magnetic worldlines L. The
energy covers S and a vertical neighborhood of it up to a distance 1/mA. It converts
the innitely mathematical surface S into a fat energetic worldsheet of thickness
1/mA. This is the world surface of a fat ux tube of width 1/mA connecting the
magnetic charges. To leading order in the thickness, this causes a surface tension,
giving rise to a linearly rising potential between magnetic charges, and thus to
connement. To next order, it causes a curvature stiness [14].

The fact that the energy of the surface S enclosed by a monopole world line
causes connement can be phrased as a criterion for connement due to Wilson. In
the duality transformation of the monopole part of the action (8.35) to (8.56) we
have observed that a surface S in the monopole gauge eld FM

ab corresponds to a
local coupling (i/c)



d4x Ããa in the dual action. This implies that the expectation
value of the exponential,



exp


i

c



L
d4x Ããa



, (8.86)

falls o like exp (−area enclosed by L) in the conned phase where the interaction
is given by (8.85), but only like exp (−length of L) in the unconned phase where
the interaction is given by (8.42).

If the charged particles are electrons, the eld ψe(x) must consist of four anti-
commuting Grassmann components and the action must be of the Dirac type which
has the form in Minkowski spacetime:

ADirac
e =



d4x


ψ̄e(x)


γa


ih̄∂a −
e

c
Aa



ψe(x)−mec
2ψ̄e(x)ψe(x)



, (8.87)

where me is the mass of the electron and ψe(x) the standard Dirac eld and e the
electron charge. Fermi elds cannot form a condensate, so that there is no conne-
ment of monopoles. The second quantization of this theory leads to the standard
quantum eld theory of electromagnetism (QED) with the minimal electromagnetic
interaction:

Aint =
i

c2



d4xAaja, ja = ec ψ̄γaψ. (8.88)



8.8 Second Quantization of the Monopole Field 269

8.8 Second Quantization of the Monopole Field

For monopoles described by the action (8.76), second quantization seems at rst
impossible since the partition function contains sum over a grand-canonical ensemble
of surfaces S rather than lines. Up to now, there exists no satisfactory second-
quantized eld theory which could replace such a sum. According to present belief,
the vacuum uctuations of some nonabelian gauge theory is able to do this, but a
convincing theoretical formulation is still missing.

Fortunately, the monopole gauge invariance of the action (8.35) under (8.25)
makes most congurations of the surfaces S ′ physically irrelevant and allows us to
return to a worldline description of the monopoles after all. We simply x the gauge
as described above, which makes the monopole gauge eld unique. It is given by
Eq. (8.73) and thus completely specied by the worldlines L′ of the monopoles. With
this we can rewrite the action as [15]

A = A′
1 +Aint +Aλ1 +Aλ2

=


d4x


1

4c
(Fab − fM

ab )
2 +

i

c2
Aaja



+
i

c2
λab



nσ∂σf
M
ab + 2ǫabcdnc̃d





, (8.89)

where fM
ab and λab are now two arbitrary uctuating elds, i.e., fM

ab is no longer of
the restricted δ-function type implied by (8.11). This form restriction is enforced
by the uctuating λab-eld. The two terms in the action containing λab have been
denoted by Aλ1 and Aλ2. The monopole worldline appears only in the magnetic
current coupling

Amg ≡ Aλ2 =
i

c2



d4x Ãn
d ̃d, (8.90)

where Ãn
a is short for the vector eld

Ãn
d ≡ 2λabǫabcdnc. (8.91)

In the partition function associated with this action we may now sum over a grand-
canonical ensemble of monopole worldlines L by converting it into a functional
integral over a single uctuating monopole eld φg as in the derivation of (8.75).
If monopoles carry no spin, this obviously replaces the sum over all uctuating
monopole world lines with the magnetic interaction (8.90) by a functional integral



DφgDφ∗
g e

−An
g , (8.92)

where Ag is the action of the complex monopole eld

An
g =



d4x
1

2



|Dn
aφg|

2 +m2
g|φg|

2 + λ|φg|
4


, (8.93)

and Dn
a the covariant derivative

Dn
a ≡ ∂a −

g

c
Ãn

a . (8.94)
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By allowing all elds ψe,φg, Aa, f
M
ab , and λab, to uctuate with a Euclidean amplitude

e−A/h̄ we obtain the desired quantum eld theory of electric charges and Dirac
monopoles [16]. The total eld action of charged spin-1/2 particles and spin-zero
monopoles is therefore

A =


d4x


1

4c
(Fab − fM

ab )
2 +

i

c2
λabnσ∂σf

M
ab



+ADirac
e +An

g . (8.95)

Note that the eect of monopole gauge invariance is much more dramatic than
that of the ordinary gauge invariance in pure QED. The electromagnetic gauge
transformation Aa → Aa + ∂aΛ eliminated only the longitudinal polarization of
the photons. The monopole gauge transformations, in contrast, (8.25) reduce the
dimensionality of the uctuations from surfaces S to lines L, which is crucial for
setting up the disorder eld theory (8.92).

It is obvious that there exists a dual formulation of this theory with the action

A =


d4x


1

4c
(F̃ab − f̃E

ab)
2 +

i

c2
λabnσ∂σ f̃

E
ab



+Ag +ADirac
e

n, (8.96)

where Ag is the action (8.92) with the covariant derivative

Da ≡ ∂a −
g

c
Ãa, (8.97)

and ADirac
e

n is the Dirac action coupled minimally to the vector potential (8.91):

ADirac
e

n =


d4x


ψ̄e(x)


γa


ih̄∂a −
e

c
An

a



ψe(x)−mec
2ψ̄e(x)ψe(x)



. (8.98)

8.9 Quantum Field Theory of Electric Charge Connement

It has long been known that quantum electrodynamics on a lattice with a cyclic
vector potential (called compact QED) shows quark connement for a suciently
strong electric charge e. The system contains a grand-canonical ensemble of mag-
netic monopoles which condense at some critical value ec. The condensate squeezes
the electric eld lines emerging from any charge into a thin tube giving rise to a
conning potential [17, 18, 19]. In three spacetime dimensions, connement is per-
manent. This is due to the magnetic version of the Debye screening which always
generates a mass term in the dual vector potential Ãa, thus causing a physical ux
tube between electric charges.

It is possible to transform the partition function to the dual version of a standard
Higgs model coupled minimally to the dual vector potential Ãa [20]. The Higgs eld
is the disorder eld [10] of the magnetic monopoles, i.e., its Feynman graphs are
the direct pictures of the monopole worldlines in the ensemble. Two electric charges
in this model are connected by Abrikosov vortices producing the linearly rising po-
tential between the charges, thus leading to connement. The system is a perfect
dielectric. While there is no problem in taking the dual Higgs eld description of
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quark connement to the continuum limit [20], the same thing has apparently never
been done in the original formulation in terms of the gauge eld Aa. The reason was
a lack of an adequate continuum description of the integer-valued jumps in the elec-
tromagnetic gauge eld Aa across the worldsheets spanned by the worldlines of the
magnetic monopoles. After the development of the previous sections we can easily
construct a simple quantum eld theory which exhibits electric charge connement.
It is based on a slight modication of the dual magnetoelectric action (8.68). The
modication gives rise to the formation of thin electric ux tubes between opposite
electric charges.

For a xed set of electric and magnetic charges, the Euclidean action reads [recall
(8.35)]

Atot =
1

4c



d4x


Fab(x) − FM
ab (x)

2
+

i

c2



d4xja(x)Aa(x), (8.99)

where Fab = ∂aAb − ∂bAa is the electromagnetic eld tensor,

ja(x) ≡ ec δa(x;L) (8.100)

the electric current density (8.10), and

FM
ab (x) = gδ̃ab(x;S) (8.101)

the gauge eld of monopoles (8.11).
In Section 8.4 we have derived the completely equivalent dual action [see

Eq. (8.68)]

Ãtot =
1

4c



d4x


F̃ab(x) − F̃E
ab(x)

2
+

i

c2



d4x̃a(x)Ãa(x) (8.102)

where F̃ab = ∂aÃb − ∂bÃa is the dual eld tensor F̃ab ≡ (1/2)ǫabcdFab and

̃a(x) = gc δa(x; L̃) (8.103)

the dual current density (8.6) associated with the magnetic monopole worldlines L̃.
Now the electric charges are described by a charge gauge eld F̃E

ab of Eq. (8.62), that
is singular on some worldsheets S enclosed by the electric worldlines L:

F̃E
ab(x) = e δ̃ab(x;S). (8.104)

The Euclidean quantum partition function of the system is found by summing,
in a functional integral, the Boltzmann factor e−Ãtot over all eld congurations Ãa,
all line congurations L̃ in ̃a, and all surface congurations S in F̃E

ab. This action
(8.102) is invariant under the magnetoelectric gauge transformations

Ãa → Ãa + ∂aΛ̃, (8.105)
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and under the discrete-valued charge gauge transformations

Ãa → Ãa + Λ̃
E
a ,

F̃E
ab → F̃E

ab + ∂aΛ̃
E
b − ∂bΛ̃

E
a . (8.106)

We proceed as in the derivation of the disorder theory (8.75), but now in the
dual form. The resulting second-quantized action is

Ãtot=


d4x
1

4c
(F̃ab − F̃E

ab)
2+



d4x


|D̃φg|
2+m2|φg|

2+ λ|φg|
4


, (8.107)

where

D̃a ≡ ∂a −
g

c
Ãa. (8.108)

If we choose the mass parameter m2 of the monopole eld φg to be negative, then
φg acquires a nonzero expectation value (−m2/2λ)1/2, which generates a Meissner
mass m2

Ã
for the dual vector potential Ãa. The energy has again the form (8.85),

but with electric and magnetic sources exchanged:

Ahy
int =



d4x


d4x′


mÃ
2

2c
FE
ab(x)Gm

Ã
(x− x′)FE

ab(x
′) +

1

2c3
ja(x)Gm

Ã
(x− x′)ja(x

′)

− i

2c2
∂aF

E
abGm

Ã
(x− x′)̃a(x− x′) +

1

2c3
̃a(x)Gm

Ã
(x− x′)̃a(x

′)


. (8.109)

This gives the surfaces S ′ enclosed by the electric world lines an energy with the
properties discussed above, causing now the connement of electric charges. The sur-
face has tension and, due to its nite thickness 1/mÃ, a nonzero curvature stiness.
The consequences of this for world sheets of hadronic strings have been calculated
independently by Polyakov [22] and the author [21].

In the case of electric charge connement, the expectation value of the dual of
the Wilson loop (8.86)



exp


i

c



L
d4xAãa



(8.110)

behaves like exp (−area enclosed by L).
It goes without saying that in order to apply the model to quarks, the action

(8.87) has to be replaced by a Dirac action with three colors and six avors in a
gauge-invariant coupling

AD =


d4x ψ̄(D/−M)ψ, (8.111)

where Dµ + iGµ is a covariant derivative in color space, and Gµ a traceless 3 × 3-
matrix color-electric gauge eld with the eld action

AGµ = −1

4



d4x tr (∂µGν − ∂νGµ − [Gµ, Gν ])
2 . (8.112)
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The symbol M denotes a mass matrix in the six-dimensional avor space of
u, d, c, s, t, b.

If one applies the above model interaction (8.109) to quarks, one may study low-
energy phenomena by approximating it roughly by a four-Fermi interaction. This
can be converted into a chirally invariant eective action for pseudoscalar, scalar,
vector, and axial-vector mesons by functional integral technique (hadronization) [23].
The eective action reproduces qualitatively many of the low-energy properties of
these particles, in particular their chiral symmetry, its spontaneous breakdown, and
the dierence between the observed quark masses and the masses in the action
(8.111) (current quark masses). It also explains why the quarks u, d in a nucleon
have approximately a third of a nucleon mass while their masses Mu, Md in the
action (8.111) are very small.2

The technique of hadronization developed in [23] has been generalized in various
ways, in particular by including the color degree of freedom [24]. It has also been
used to describe the low-lying baryons and the restoration of chiral symmetry by
thermal eects [25].

An interesting aspect of (8.85) is that the local part of the four-Fermi interaction,
which is proportional to 1/m̃2

A, arises by the same mechanism as the conning poten-
tial, whose tension is proportional to m̃2

A log(Λ2/m̃2
A), with Λ being some ultraviolet

cuto parameter. One would therefore predict that at an increased temperature
of the order of m̃A the spontaneous symmetry breakdown, which is caused by the
four-Fermi interaction, takes place at the same temperature at which the potential
looses its deconnement properties. This initially surprising coincidence has long
been observed in Monte Carlo simulations of lattice gauge theories.

It is an important open problem to generalize the above hydrodynamic discussion
to the case of colored gluons. In particular, the existence of three- and four-string
vertices must be accounted for in a simple way. A promising intermediate solution
was suggested by ’t Hooft’s [26] hypothesis of dominance of abelian monopoles [27].
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Better die than live mechanically a life

that is a repetition of repetitions.

D. H. Lawrence (1885–1930)

9

Multivalued Mapping from Ideal Crystals

to Crystals with Defects

In the last chapter we have learned how multivalued gauge transformations allow us
to transform theories in eld-free space into theories coupled to electromagnetism.
By analogy, we expect that multivalued coordinate transformations can be used to
transform theories in at space into theories in spaces with curvature and torsion.
This is indeed possible. The mathematical methods have been developed in the
theory of line-like defects in crystals [1, 2, 3]. Let us briey review those parts of
the theory which will be needed for our purposes.

9.1 Defects

No crystal produced in the laboratory is perfect. It always contains a great number
of defects. These may be chemical, electrical, or structural in character, involving
foreign atoms. They may be classied according to their space dimensionality. The
simplest type of defect is the point defect. It is characterized by the fact that, within
a certain nite neighborhood only one cell shows a drastic deviation from the perfect
crystal symmetry. The most frequent origin of such point defects is irradiation or an
isotropic mechanical deformation under strong shear stresses. There are two types
of intrinsic point defects. Either an atom may be missing from its regular lattice site
(vacancy) or there may be an excess atom (interstitial) (see Fig. 9.1). Vacancies and
interstitials are mobile defects. A vacancy can move if a neighboring atom moves
into its place, leaving a vacancy at its own former position. An interstitial atom can
move in two ways. It may hop directly from one interstitial site to another. This
happens in strongly anisotropic materials such as graphite but also in some cubic
materials like Si or Ge. Or it may move in a way more similar to the vacancies by
replacing atoms, i.e., by pushing a regular atom out of its place into an interstitial
position which, in turn aects the same change on its neighbor, etc.

Intrinsic point defects have the property that the total energy of a bunch of
them is smaller than the sum of the individual energies. The reason for this is easily
seen. If two vacancies in a simple cubic lattice come to lie side by side, there are

278
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Figure 9.1 Intrinsic point defects in a crystal. An atom may become interstitial, leaving

behind a vacancy. It may perform random motion via interstitial places until it reaches

another vacancy where it recombines. The exterior of the crystal may be seen as a reservoir

of vacancies.

only 10 broken valencies compared to 12 when they are separated. If a larger set
of vacancies comes to lie side by side forming an entire disc of missing atoms, the
crystal planes can move together and make the disc disappear (see Fig. 9.2). In this
way, the crystal structure is repaired. Close to the boundary line, however, such a
repair is impossible. The boundary line forms a line-like defect.

Certainly, line-like defects can arise also in an opposite process of clustering
of interstitial atoms. If they accumulate side by side forming an interstitial disc,
the crystal planes move apart and accommodate the additional atoms in a regular
atomic array, again with the exception of the boundary line. Line-like defects of this
type are called dislocation lines .

It is obvious that a dislocation line may also be the result of several discs of
missing or excessive atoms stacked on top of each other. Their boundary forms
a dislocation line of higher strength. The energy of such a higher dislocation line
increases roughly with the square of the strength. Dislocations are created and set

Figure 9.2 Formation of a dislocation line (of the edge type) from a disc of missing

atoms. The atoms above and below the missing ones have moved together and repaired

the defect, except at the boundary.



280 9 Multivalued Mapping from Ideal Crystals to Crystals with Defects

into motion if stresses exceed certain critical values. This is why they were rst
seen in plastic deformation experiments of the nineteenth century in the form of slip
bands. The grounds for their theoretical understanding were laid much later by Y.
Frenkel who postulated the existence of crystalline defects in order to understand
why materials yield to plastic shear about a thousand times more easily than one
might expect on the basis of a naive estimate (see Fig. 9.3).

Figure 9.3 Naive estimate of maximal stress supported by a crystal under shear stress

as indicated by the arrows. The two halves tend to slip against each other.

Assuming a periodic behavior σ = σmax sin(2πx/a), this reduces to σ ∼
σmax2π(x/a) ∼ µ(x/a). Hence σmax = µ/2π. Experimentally, however, σmax ∼
10−3µ to 10−4µ.

The large discrepancy was explained by Frenkel by noting that the plastic slip
would not proceed by the two halves moving against each other as a whole but
stepwise, by means of defects. In 1934, Orowan, Polany, and Taylor identied these
defects as dislocation lines. The presence of a single moving edge dislocation allows
for a plastic shear movement of the one crystal half against the other. The movement
proceeds in the same way as that of a caterpillar. This is pictured in Fig. 9.4. One leg

Figure 9.4 Dislocation line permitting two crystal pieces to move across each other in

the same way as a caterpillar moves across the ground. The bonds can ip direction

successively, a rather easy process.
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is always in the air breaking translational invariance. This is step by step exchanged
against the one in front of it, etc. In the crystal shown in the lower part of Fig. 9.4,
the single leg corresponds to the lattice plane of excess atoms. Under stress along
the arrows, this leg moves to the right. After a complete sweep across the crystal,
the upper half is shifted against the lower by precisely one lattice spacing.

If many discs of missing or excess atoms come to lie close together, a further
cooperative phenomenon can be observed. This is illustrated in Fig. 9.5. On the

Figure 9.5 Formation of a disclination from a stack of layers of missing atoms (cf.

Fig. 9.2). Equivalently, one may cut out an entire section of the crystal. In a real crystal,

the section has to conform with the symmetry angles. In the continuum approximation,

the angel Ω is meant to be very small.

left-hand side, an innite number of atomic half planes (discs of semi-innite size)
has been removed from an ideal crystal. If the half planes themselves form a regular
crystalline array, they can t smoothly into the original crystal. Only the origin
shows a breakdown of crystal symmetry. Everywhere else, the crystal is only slightly
distorted. What has been formed is again a line-like defect called a disclination.
Dislocations and disclinations will play a central role in our further discussion.

Before entering into the detailed discussion, let us complete the dimensional
classication of two-dimensional defects. They are of three types.

First, there are grain boundaries where two regular lattice parts meet, with the
lattice orientations being dierent on both sides of the interface (see Fig. 9.6). They
may be considered as arrays of dislocation lines in which half planes of point defects
are stacked on top of each other with some spacing, having completely regular lattice
planes between them.

The second type of planar defects are stacking faults . They contain again com-
pletely regular crystal pieces on both sides of the plane, but instead of being oriented
dierently they are shifted against each other (see Fig. 9.7).

The third, always unavoidable, type of defects consists of the surfaces of the
crystal.

The defects which will play an important role in this textbook are the line-like
defects. Their presence will be seen to equip space with a discrete version of a
Riemann-Cartan geometry. Its continuous limit can be used as a basis for a theory
of gravitation.
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Figure 9.6 Grain boundary where two crystal pieces meet with dierent orientations in

such a way that not every atomic layer matches (here only every other one does).

Figure 9.7 Two typical stacking faults. The rst is called growth-stacking fault or twin

boundary, the second deformation-stacking fault.

9.2 Dislocation Lines and Burgers Vector

Let us rst see how a dislocation line can be characterized mathematically. For
this we look at Fig. 9.8 in which a closed circuit in the ideal crystal is mapped
into the disturbed crystal. The orientation is chosen arbitrarily to be anticlockwise.
The prescription for the mapping is that for each step along a lattice direction, a
corresponding step is made in the disturbed crystal. If the original lattice sites are
denoted by xn, the image points are given by x′

n = xn + u(xn), where u(xn) is
the displacement eld: At each step, the image point moves in a slightly dierent
original point. After the original point has completed a closed circuit, call it B, the
image point will not have arrived at the point of departure. The image of the closed
contour B is no longer closed. This closure failure is given precisely by a lattice
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Figure 9.8 Denition of Burgers vector. In the presence of a dislocation line the image

of a Burgers circuit B which is closed in the ideal crystal fails to close in the defected

crystal. The opposite is also true. The closure failure is measured by a lattice vector,

called Burgers vector b. The dislocation line in the gure is of the edge type, and the

Burgers vector points orthogonally to the line.

vector b(x) called a local Burgers vector , which points from the beginning to the
end of the circuit.1 Thus, the dislocation line is characterized by the equation



B

∆u(x) = b, (9.1)

where ∆u(xn) are the increments of the displacement vector from step to step. If
we consider the same process in the continuum limit, we can write



B
du(x) = b. (9.2)

The closed circuit B is called Burgers circuit .
Equivalently, we can consider a closed circuit in the disturbed crystal, call it B′,

and nd that its counter image in the ideal crystal does not close by a vector b′

1Our sign convention is the opposite of Bilby et al. and agrees with Read’s (see Notes and
References). Note that in contrast to the local Burgers vector, the true Burgers vector is dened
on a perfect lattice.
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called the true Burgers vector which now points from the end to the beginning of
the circuit. The two Burgers vectors are the same if both circuits are so large that
they lie deep in the ideal crystal. Otherwise they dier by an elastic distortion.

A few remarks are necessary concerning the convention employed in dening the
Burgers vector. The singular line L is in principle without orientation. We may
arbitrarily assign a direction to it. The Burgers circuit is then taken to encircle
this chosen direction in the right-handed way. If we choose the opposite direction,
the Burgers vector changes sign. However, the product b · dx, where dx is the
innitesimal tangent vector to L, is invariant under this change. Note that this is
similar to the magnetic case discussed in Part II, where the direction of the current
was dened by the ow of positive charge. The Burgers circuit gives



du = I . One
could, however, also reverse this convention referring to the negative charge. Then


du would give −I. Again, I dx is an invariant. Only products of this invariant
appear in physical observables such as the Biot-Savart law.

The invariance of b · dx under reversal of the orientation has a simple physical
meaning. In order to see this, consider once more the dislocation in line in Fig. 9.8
which was created by removing a layer of atoms. Its vector product b × dx points
inwards , i.e., towards the vacancies. Consider now the opposite case in which a
layer of new atoms is inserted between the crystal planes forcing the planes apart
to relax the local stress. If we now calculate



B du(x) = b, we nd that b × dx
points outwards , i.e., away from the inserted atoms. This is again the direction in
which there are fewer atoms. Both statements are independent of the choice of the
orientation of the Burgers circuit. Since the second case has extra atoms inside the
circle, where the previous one had vacancies, the two can be considered as antidefects
of one another. If the boundary lines happen to fall on top of each other, they can
annihilate each other and yield back a perfect crystal. This annihilation can happen
piece-wise in which case a large dislocation decomposes into several disjoint sections.

In the above examples, the Burgers vectors are everywhere orthogonal to the
dislocation line, and one speaks of a pure edge dislocation (see Fig. 9.2).

There is no diculty in constructing another type of dislocation: one cuts a
crystal along a lattice half-plane up to some straight line L, and translates one of
the lips against the other along the direction of L. In this way one arrives at the so-
called screw dislocation shown in Fig. 9.9 in which the Burgers vector points parallel
to the line L.

When drawing crystals out of a melt, it always contains a certain fraction of
dislocations. Even in clean samples, at least one in 106 atoms is dislocated. Their
boundaries run in all directions through space. We shall see very soon that their
Burgers vector is a topological invariant for any closed dislocation loop. Therefore,
the character “edge” versus “screw” of a dislocation line is not an invariant. It
changes according to the direction of the line with respect to the invariant Burgers
vector bi. It is obvious from the Figs. 9.2 to 9.9 that a dislocation line destroys the
translational invariance of the crystal by multiples of the lattice vectors. If there
are only a few lines this destruction is not very drastic. Locally, i.e., in any small
subspecimen which does not lie too close to the dislocation line, the crystal can still
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Figure 9.9 Screw dislocation which arises from tearing a crystal. The Burgers vector is

parallel to the vertical line.

be described by a periodic array of atoms whose order is disturbed only slightly by
a smooth displacement eld ui(x).

9.3 Disclination Lines and Frank Vector

Since the crystal is not only invariant under discrete translations but also under
certain discrete rotations we expect the existence of another type of defects which
is capable of destroying the global rotational order, while maintaining it locally.
These are the disclination lines of which an example was given in Fig. 9.5. It arose
as a superposition of stacks of layers of missing atoms. In the present context, it
is useful to construct it by means of the following Gedanken experiment. Take a
regular crystal in the form of a round cheese and remove a section subtending an
angle Ω (see Fig. 9.10). The free surfaces can be forced together. For large Ω this
requires considerable energy. Still, if the atomic layers on the free surfaces match
perfectly, and the crystal re-establishes locally its periodic structure. This happens
for all symmetries of the crystal. In a simple cubic crystal, Ω can be 900, 1800, 2700.

Figure 9.10 Volterra cutting and welding process leading to a wedge disclination.

The 900 case is displayed in Fig. 9.11. In that gure we have also gone through the
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Figure 9.11 Lattice structure at a wedge disclination in a simple cubic lattice. The

Frank angle Ω is equal to the symmetry angles 900 or −900. The crystal is locally perfect,

except close to the disclination line.

opposite procedure of going from the right in Fig. 9.10 to the left. The crystal is cut
and the lips are opened by Ω to insert new undistorted crystalline matter matching
the atoms in the free surfaces. These are the disclinations of negative angles Ω, here
−900.

The local crystal structure is destroyed only along the singular line along the
axis of the cheese. The rotation which has to be imposed upon the free surfaces
in order to force them together may be represented by a rotation vector Ω which,
in the present example, points parallel to L and to the cut. This is called a wedge
disclination. It is not dicult to construct other rotational defects. The three
possibilities are shown in Fig. 9.12. Each case is characterized by a vector . In
the rst case, points parallel to the line L and the cut. Now, in the second
case, points orthogonal to the line L, and parallel to the cut. This is a splay
disclination. In the third case, points orthogonal to the line and cut. This is a
twist disclination.

The vector is referred to as the Frank vector of the disclination. As in the
construction of dislocations, the interface at which the material is joined together
does not have any physical reality. For example, in Fig. 9.12a we could have cut out
the piece along any other direction which is merely rotated with respect to the rst
around L by a discrete symmetry irregular piece as long as the faces t together
smoothly (recall Fig. 9.10). Only the singular line is a physical object.

Disclinations were rst observed and classied by F.C. Frank in 1958 in the con-
text of liquid crystals. Liquid crystals are mesophases. They are liquids consisting
of rod-like molecules. Thus, they cannot be described by a displacement eld ui(x)
alone but require an additional orientational eld ni(x) for their description. This
orientation is independent of the rotational eld ωi(x) =

1
2
ǫijk∂juk(x). The discli-

nation lines dened by Frank are the rotational defect lines with respect to this
independent orientational degree of freedom. Thus, they are a priori unrelated to
the disclination lines in the rotation eld ωi(x) =

1
2
ǫijk∂juk(x). In fact, a liquid is

always lled with dislocations and ω-disclinations, even if the orientation eld nj(x)
is completely ordered.

In his book on dislocations, J.P. Friedel called these nj-disclinations rotation
dislocations (see the Notes and References at the end of chapter). But later the name
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disclinations became customary (see Kléman’s article cited in Notes and References).
In general, there is little danger of confusion, if one knows which system and phase
one is talking about.

The Gedanken experiments of cutting a crystal, removing or inserting slices
or sections, and joining the free faces smoothly together were rst performed by
Volterra in 1907. For this reason one speaks of the creation of a defect line as
a Volterra process and calls the cutting surfaces, where the free faces are joined
together, Volterra surfaces .

Figure 9.12 Three dierent possibilities of constructing disclinations: (a) wedge, (b)

splay, and (c) twist disclinations.

9.4 Defect Lines with Innitesimal Discontinuities
in Continuous Media

The question arises as to how one can properly describe the wide variety of line-like
defects which can exist in a crystal. In general, this is a rather dicult task due
to the many possible dierent crystal symmetries. For the sake of gathering some
insight it is useful to restrict oneself to continuous isotropic media. Then defects
may be created with arbitrarily small Burgers and Frank vectors. Such innitesimal
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defects have the great advantage of being accessible to dierential analysis. This is
essential for a simple treatment of rotational defects. It permits a characterization
of disclinations in a way very similar to that of dislocations via a Burgers circuit
integral. Consider, for example, the wedge disclination along the line L (shown in
Figs. 9.5, 9.10, 9.11 or 9.12a), and form an integral over a closed circuit B enclosing
L.

Just as in the case of dislocations this measures the thickness of the material
section removed in the Volterra process. Unlike the situation for dislocations, this
thickness increases with distance from the line. If Ω is very small, the displacement
eld across the cut has a discontinuity which can be calculated from an innitesimal
rotation

∆ui = (Ω× x)i , (9.3)

where x is the vector pointing to the place where the integral starts and ends.
In order to turn this statement into a circuit integral it is useful to remove the
explicit dependence on x and consider, instead of the displacement eld ui(x), the
local rotation eld accompanying the displacement instead. This is given by the
antisymmetric tensor eld

ωij(x) ≡
1

2
[∂iuj(x)− ∂jui(x)] . (9.4)

The rotational character of this tensor eld is obvious when looking at the change
of an innitesimal distance vector under a distortion

dx′
i − dxi = (∂jui) dxj = uij dxj − ωij dxj. (9.5)

The tensor eld ωij is associated with a vector eld ωi as follows:

ωij(x) = ǫijkωk(x), (9.6)

i.e.,

ωij(x) ≡
1

2
ǫijkωjk(x) =

1

2
(∇× u)i . (9.7)

The right-hand side of (9.6) separates the local distortion into a sum of a local
change of shape and a local rotation. Now, when looking at the wedge disclination
in Fig. 9.12a, we see that due to (9.3), the eld ωi(x) has a constant discontinuity
Ω across the cut. This can be formulated as a circuit integral

∆ωi =


B
dωi = Ωi. (9.8)

The value of this integral is the same for any choice of the circuit B as long as it
encloses the disclination line L.

This simple characterization depends essentially on the innitesimal size of the
defect. If Ω were nite, the dierential expression (9.3) would not be a rotation
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and the discontinuity across the cut could not be given in the form (9.8) without
specifying the circuit B. The diculties for nite angles are a consequence of the
nonabelian nature of the rotation group.

Only innitesimal local rotations have additive rotation angles, since the qua-
dratic and higher-order corrections can be neglected.

9.5 Multivaluedness of Displacement Field

The displacement eld is a prime example of a multivalued eld. In a perfect crys-
tal, in which the atoms deviate little from their equilibrium positions x, it is natural
to draw the displacement vector from the lattice places x to the nearest atom. In
principle, however, the identity of the atoms makes such a specic assignment im-
possible. Due to thermal uctuations, the atoms exchange positions from time to
time by a process called self-diusion. After a very long time, the displacement
vector, even in a regular crystal, will run through the entire lattice. Thus, if we
describe a regular crystal initially by very small displacement vectors ui(x), then,
after a very long time, these will have changed to a permutation of lattice vectors,
each of them occurring precisely once, plus some small uctuations around them.
Hence the displacement vectors are intrinsically multivalued, with ui(x) being in-
distinguishable from ui(x) + aNi(x), where Ni(x) are integer numbers and a is the
lattice spacing.

It is interesting to realize that this property puts the displacement elds on the
same footing with the phase variable γ(x) of superuid 4He. There the indistin-
guishability of γ(x) and γ(x) + 2πN(x) has an entirely dierent reason: it follows
directly from the fact that the physical eld is the complex eld ψ(x) = |ψ(x)|eiγ(x),
which is invariant under the exchange γ(x) → γ(x) + 2πN(x).

Thus, in spite of the dierent physics described by the variables γ(x), ui(x),
they both share the characteristic multivaluedness. It is just as if the rescaled ui(x)
variables γi(x) = (2π/a)ui(x) were phases of three complex elds

ψi(x) = |ψi(x)|e
iγi(x),

which serve to describe the positions of the atoms in a crystal.
In a regular crystal, the multivaluedness of ui(x) has no important physical

consequence. The atoms are strongly localized and the exchange of positions occurs
very rarely. The exchange is made irrelevant by the identity of the atoms and
symmetry of the many-body wave function. This is why the natural assignment of
ui(x) to the nearest equilibrium position x presents no problems. As soon as defects
are present, however, the full ambiguity of the assignment comes up: When removing
a layer of atoms, the result is a dislocation line along the boundary of the layer.
Across the layer, the positions ui(x) jump by a lattice spacing. This means that the
atoms on both sides are interpreted as having moved towards each other. Figure 9.13
shows that the same dislocation line could have been constructed by removing a
completely dierent layer of atoms, say S ′, just as long as it has the same boundary
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line. Physically, there is no dierence. There is only a dierence in the descriptions
which amounts to a dierence in the assignment of the equilibrium positions from
where to count the displacement eld ui(x). In contrast to regular crystals there
now exists no choice of the nearest equilibrium point. It is this multivaluedness
which will form the basis for the geometric description of line-like defects in solids.

Figure 9.13 In the presence of a dislocation line, the displacement eld is dened only

modulo lattice vectors. The ambiguity is due to the fact that the surface S, from which

the atoms have been removed in the Volterra process, is arbitrary as long as the boundary

line stays xed. Shifting S implies shifting the reference positions, from which to count

the displacements ui(x).

9.6 Smoothness Properties of Displacement Field
and Weingarten’s Theorem

In order to be able to classify a general defect line we must rst give a characteriza-
tion of the smoothness properties of the displacement eld away from the singularity.
In physical terms, we have to make sure that the crystal matches properly together
when cutting and rejoining the free faces.

In the gradient representation of magnetism in Subsection 4.2, the presence of
a magnetic eld was signalized by a violation of the integrability condition [recall
(4.37)]

(∂i∂j − ∂j∂i)Ω(x) = 0. (9.9)

In a crystal, this property will hold away from the cutting surface S, where ui(x) is
perfectly smooth and satises the corresponding integrability condition

(∂i∂j − ∂j∂i)uk(x) = 0. (9.10)

Across the surface, ui(x) is discontinuous. However, the open faces of the crystalline
material must t properly to each other. This implies that the strain as well as its
rst derivatives should have the same values on both sides of the cutting surface S:

∆uij = 0, (9.11)
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∆∂kuij = 0. (9.12)

These conditions restrict severely the discontinuities of ui(x) across S. In order to
see this let x(1),x(2) be two dierent crystal points slightly above and below S, and
C+, C− two curves connecting the two points (see Fig. 9.14). We can then calculate

Figure 9.14 Geometry used in the derivation of Weingarten’s theorem. See Eqs. (9.13)–

(9.22).

the dierence of the discontinuities as follows:

∆ui(1)−∆ui(2) =


ui(1
−)ui(1

+)


−


ui(2
−)− ui(2

+)


=
 2+

1+

C+

dxj∂jui −
 2−

1−

C−

dxj∂jui. (9.13)

Using the local rotation eld ωij(x) we can rewrite this as

∆ui(1)−∆ui(2) =
 2+

1+

C+

dxjdxj(uij − ωij −
 2−

1−

C−

dxj(uij − ωij). (9.14)

The ωij pieces may be integrated by parts:

−


xj − xj(1
+


ωij









2+

1+
+

 2+

1+
dxk



xj − xj(1
+)



∂kωij

+


xj − xj(1
−)



ωij









2−

1−
dxk



xj − xj(1
−)



∂kωij (9.15)

=



−


xj(2
+)− xj(1

+)


ωij(2
+) +

 2+

1+
dxk



xj − xj(1
+)



∂kωij



− [+ → −].

Since

xj(1
+) = xj(1

−), xj(2
+) = xj(2

−),
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we arrive at the relation

∆ui(1)−∆ui(2) = − (xj(1)− xj(2))


ωij(2
−)− ωij(2

+)


+


C+−

dxk {uik + (xj − xj(1))∂kωij} , (9.16)

where C+− is the closed contour consisting of C+ followed by −C−. Since C+ and
−C− are running back and forth on top of each other, the closed contour integral
can be rewritten as a single integral along −C− with uik and ∂kωij replaced by
their discontinuities across the sheet S. Moreover, the discontinuity of ∂kωij can be
decomposed in the following manner:

∆ (∂kωij) =
1

2
∂k (∂iuj − ∂jui) (x

−)−


x− → x+


= ∂iukj(x
−)− ∂juki(x

−) +
1

2
(∂k∂i − ∂i∂k)uj(x

−) (9.17)

− 1

2
(∂k∂j − ∂j∂k) ui(x

−) +
1

2
(∂j∂i − ∂i∂j)uk(x

−)−


x− → x−


.

Since the displacement eld is smooth above and below the sheet, the two derivatives
in front of u(x±) commute. Hence the integral in (9.16) becomes

−


C−

dxk {∆uij + (xj − xj)(1)∆(∂iukj − ∂juki)} . (9.18)

This expression vanishes due to the physical requirements (9.11) and (9.12). As a
result we nd that the discontinuities between two arbitrary points 1 and 2 on the
sheet have the simple relation

∆ui(2) = ∆ui(1)− Ωij (xj(2)− xj(1)) , (9.19)

where Ωij is a xed innitesimal rotation matrix given by

Ωij = ∆ωij(2) = ωij(2
−)− ωij(2

+). (9.20)

We now dene the rotation vector with components

Ωk =
1

2
ǫijkΩij (9.21)

in terms of which (9.19) reads

∆u(2) = ∆u(1) + × (x(2)− x(1)) . (9.22)

This is the content of Weingarten’s theorem which states that the discontinuity of
the displacement eld across the cutting surface can only be a constant vector plus
a xed rotation.

Note that these are precisely the symmetry elements of a solid continuum. When
looking back at the particular dislocation and disclination lines in Figs. 9.2–9.12 we
see that all discontinuities obey this theorem, as they should. The vector Ω is
the Frank vector of the disclination lines. For a pure dislocation line, Ω = 0 and
∆u(1) = ∆u(2) = b is the Burgers vector.
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9.7 Integrability Properties of Displacement Field

The rotation eld ωij(x) has also nontrivial integrability properties. Taking Wein-
garten’s theorem (9.19) and forming derivatives, we see that the jump of the ωij(x)
eld is necessarily a constant, namely Ωij . Hence ωkl also satises everywhere the
integrability condition

(∂i∂j − ∂j∂i)ωkl = 0, (9.23)

except on the defect line. The argument is the same as that for the vortex lines. We
simply observe that the contour integral over a Burgers circuit

∆ωij =


B
dωij =



B
dxk∂kωij (9.24)

can be cast, by Stokes’ theorem (4.21), in the form

∆ωij =


SB
dSmǫmkl∂k∂lωij, (9.25)

where SB is some surface enclosed by the Burgers circuit. Since the result is inde-
pendent of the size, shape, and position of the Burgers circuit as long as it encloses
the defect line L, this implies that everywhere away from L

ǫmkl∂k∂lωij(x) = 0, (9.26)

which is what we wanted to show.
In fact, the constancy of the jump in ωij could have been derived somewhat more

directly, without going through (9.23)–(9.26), by taking again the curves C+, C− on
Fig. 9.14 and calculating

∆ωij(1)−∆ωij(2) =
 2+

1+

C+

dxk∂kωij −
 2−

1−

C−

dxk∂kωij = −
 2−

1−

C−

dxk∆ (∂kωij) . (9.27)

From the assumptions (9.11) and (9.12), together with (9.18), we see that ∂kωij(x)
does not jump across the Volterra surface S. But then (9.27) shows us that ∆ωij is
a constant.

Let us now consider the displacement eld itself. As a result of Weingarten’s
theorem, the integral over the Burgers circuit B2 in Fig. 9.14 gives

∆ui(2) =


B2

dui = ∆u(1)− Ωij [xj(2)− xj(1)] , (9.28)

∆ui(1)− Ωij [xj(2)− xj(1)] =


B2

dxk {uik + [xj − xj(2)] ∂kωij} . (9.29)

Here we observe that the factors of xi(2) can be dropped on both sides by (9.24)
and ∆ωij = Ωij . By Stokes’ theorem (4.21), the remaining equation then becomes
an equation for the surface integral over SB2 ,

∆ui(1) + Ωijxj(1) =


SB2

dSl ǫlmk∂m (uik + xj∂kωij)

=


SB2

dSl ǫlmk [(∂muik + ∂kωm) + xj∂m∂kωij] . (9.30)
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This must hold for any size, shape, and position of the circuit B2 as long as it
encircles the defect line L. For all these dierent congurations, the left-hand side
of (9.30) is a constant. We can therefore conclude that



S
dSl [ǫlmk (∂muik + ∂kωim) + xjǫlmk∂kωij] = 0 (9.31)

for any surface S which does not enclose L. Moreover, from (9.23) we see that
the last term cannot contribute. The rst two terms, on the other hand, can be
rewritten, using the same decomposition of ∂kωim as in (9.18), in the form

−


S
dSl ǫlmk (Skmi − Smik + Sikm) =



S
dSl ǫlmkSmki, (9.32)

where we have abbreviated

Skmi(x) ≡
1

2
(∂k∂m − ∂m∂k)ui(x). (9.33)

Since this has to vanish for any S we conclude that, at some distance from the defect
line, the displacement eld ui(x) also satises the integrability condition

(∂k∂m − ∂m∂k)ui(x) = 0. (9.34)

On the line L, the integrability conditions for ui and ωij are, in general, both violated.
Let us rst consider ωij. In order to give the constant result ∆ij(x) ≡ Ωij in (9.25)
the integrability condition must be violated by a singularity in the form of a δ-
function along the line L (4.10), namely:

ǫlmk∂m∂kωij = δl(x;L). (9.35)

Then (9.25) gives ∆ωij = Ωij via the formula


SB
dSl δl(x;L) = 1. (9.36)

In order to see how the integrability condition is violated for ui(x), consider now
the integral (9.30) and insert the result (9.32). This gives

∆ui(1) + Ωijxj(1) =


SB2

dSl ǫlmk (Smki + xj∂m∂kωij) . (9.37)

The right hand side is a constant independent of the position of the surface SB2.
This implies that the singularity along L is of the form

ǫlmk (∂m∂kui + xj∂m∂kωij) = biδl(x;L), (9.38)

where we have introduced the quantity

bi ≡ ∆ui(1) + Ωijxj(1). (9.39)

Inserting (9.35) into (9.38) leads to the following violation of the integrability con-
dition for ui(x) along L:

ǫlmk∂m∂kui = (bi − Ωijxj) δl(x;L). (9.40)

In terms of the tensor (9.33), this reads

ǫlmkSmki = (bi − Ωijxj) δl(x;L). (9.41)
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9.8 Dislocation and Disclination Densities

The violation of the integrability condition for displacement and rotation elds pro-
portional to δ-functions along lines L is analogous to the situation in the multivalued
description of the magnetic eld in Chapter 4. The analogy can be carried further.
Consider, for example, the current density of magnetism in Eq. (4.1), which by
Eqs. (4.36), (4.23), and (4.37), can be rewritten in the multivalued description as

ji(x) = ǫijk∂jBk(x) =
I

4π
ǫijk∂j∂kΩ(x) = Iδi(x;L). (9.42)

Here Ω is the solid angle (4.25) under which the loop L is seen from the point x.
By analogy, we introduce densities for dislocations and disclinations, respectively,
as follows:

αij(x) ≡ ǫikl∂k∂luj(x), (9.43)

θij(x) ≡ ǫikl∂k∂lωj(x), (9.44)

where we have used the vector form of the rotation eld ωi = (1/2)ǫijkωjk, in order
to save one index. For the general defect line along L, these densities have the form

αij(x) = δi(x;L) (bj − Ωjkxk) , (9.45)

θij(x) = δi(x;L)Ωj , (9.46)

where Ωi = (1/2)ǫijkΩjk are the components of the Frank vector.
Note that in terms of the tensor eld Sijk(x) of Eq. (9.33), the dislocation density

(9.43) reads

αij(x) ≡ ǫiklSlkj(x). (9.47)

In (9.45) and (9.46) the rotation by Ω is performed around the origin. Obviously, the
position of the rotation axis can be changed to any other point x0 by a simple shift
in the constant bj → b′j + ( × x0)j . Then αij(x) = δi(x;L)



b′j + ( × (x− x0)j



.

Note that due to the identity ∂iδi(x;L) = 0 for closed lines L [recall (4.12)], the
disclination density satises the conservation law

∂iθij(x) = 0, (9.48)

which implies that disclination lines are always closed. This is not true for media
with a directional eld, e.g., for nematic liquid crystals. Such media are not consid-
ered here since they cannot be described by a displacement eld alone. Dierentiat-
ing (9.45) we nd the conservation law for dislocation lines ∂iαij(x) = −Ωijδi(x;L)
which, in turn, can be expressed in the form

∂iαij(x) = −ǫjklθkl(x). (9.49)

Expressed terms of the tensor Sijk via (9.47), it reads

ǫjkl (∂iSkli + ∂kSlnm − ∂lSknn) = −ǫjklθkl. (9.50)
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Indeed, inserting Sklj = (1/2)ǫkliαij from (9.47), this reduces to the conservation
law (9.49) for the dislocation density.

From the linearity of the relations (9.43) and (9.44) in uj and ωj, respectively,
it is obvious that these conservation laws remain true for any ensemble of innites-
imal defect lines. The conservation law (9.49) may, in fact, be derived by purely
dierential techniques from the rst smoothness assumption (9.11). Using Stokes’
theorem (4.21), ∆uij can be expressed in the same way as ∆ωij in (9.25). By the
same argument as the one used for ωij we conclude that the strain is an integrable
function in all space and satises

(∂i∂k − ∂k∂i) ulj(x) = 0. (9.51)

Now we take αij in the general denition (9.43) and rewrite it as

αij = ǫikl∂k∂luj = ǫikl∂k (ulj + ωlj)

= ǫikl∂kulj + δij∂kωk − ∂jωi. (9.52)

Applying to this the derivative ∂i, and using (9.51) we nd directly (9.49).
In a similar way, the conservation law (9.48) can be derived by combining the

two smoothness assumptions (9.11) and (9.12). The rst can be restated, via Stokes’
theorem (4.21), as an integrability condition for the derivative of strain, i.e.,

(∂l∂n − ∂n∂l) ∂kuij(x) = 0. (9.53)

Let us recall that from the assumption (9.11) has led in (9.18) to the conclusion that
∂kωij(x) is also a completely smooth function across the surface S. Hence, ∂kωij

must also satisfy the integrability condition

(∂l∂n − ∂n∂l) ∂kωij(x) = 0.

Together with (9.53) this implies that ∂k∂iuj(x) is integrable:

(∂l∂n − ∂n∂l) ∂k∂iuj(x) = 0. (9.54)

If we write down this relation three times, each time with l, n, k exchanged cyclically,
we nd

∂lRnkij + ∂nRklij + ∂kRlnij = 0, (9.55)

where Rnkij is an abbreviation for the expression,

Rnkij = (∂n∂k − ∂k∂n) ∂iuj(x). (9.56)

Contracting k with i and l with j gives

∂jRniij + ∂nRijij + ∂iRjnij = 0. (9.57)
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Now we observe that, because of (9.51), Rnkij is anti-symmetric not only in n and
k but also in i and j so that

2∂jRinji − ∂nRijji = 0. (9.58)

With the help of the identity (1A.16) for ǫ-tensors, this may be rewritten as [see
Eq. (1A.16)]

2∂j



1

4
ǫjpqǫnklRpqkl



= 0, (9.59)

Recalling now the denition (9.56) of the curvature tensor, and using ωn =
(1/2)ǫnkl∂kul, Eq. (9.59) becomes

2ǫipq∂i∂p∂qωm = 0. (9.60)

This is precisely the conservation law ∂iθik = 0 for disclinations in Eq. (9.48) which
we wanted to prove.

Figure 9.15 Illustration of Volterra process in which an entire volume piece is moved

with the vector bi.

Note the appearance of torsion and curvature in Eqs. (9.33) and (9.56). In fact,
Eqs. (9.50) and (9.55) will turn out to linearized versions of the famous fundamental
identity and Bianchi identity, to be discussed in detail in Sections 12.1 and 12.5 [see
Eqs. (12.104) and (12.116), respectively].

9.9 Mnemonic Procedure for Constructing
Defect Densities

There exists a simple mnemonic procedure for constructing the defect densities and
their conservation laws.
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Suppose we perform the Volterra cutting procedure on a closed surface S, di-
viding it mentally into two parts, joined along some line L (see Fig. 9.15). On one
part of S, say S+, we remove material of thickness bi and on the other we add the
same material. This corresponds to a simple translational movement of crystalline
material by bi, i.e., to a displacement eld

ul(x) = −δ(x; V )bl, (9.61)

with the δ-function on a volume V dened in Eq. (4.30). By this transformation the
elastic properties of the material are unchanged.

Consider now the distortion eld ∂kul(x). Under (9.61), it changes by

∂kul(x) → ∂kul(x)− ∂kδ(x; V )bl. (9.62)

The derivative of the δ-function is singular only on the surface of the volume V . In
fact, in Eq. (4.35) we derived the formula

∂kδ(x; V ) = −δk(x;S), (9.63)

so that (9.62) reads

∂kul(x) → ∂kul(x) + δk(x;S)bl. (9.64)

From this trivial transformation we can now construct a proper dislocation line by
assuming S to be no longer a closed surface but an open one, i.e. we may restrict S
to the shell S+ with a boundary L. Then we can form the dislocation density

αil(x) = ǫijk∂j∂kul(x) = ǫijk∂jδk(x;S)bl. (9.65)

The superscript + was dropped. Using Stokes’ theorem for the function δk(x;S) in
the form (4.24), this becomes simply

αil(x) = δi(x;L)bl. (9.66)

For a closed surface, (9.65) vanishes.
For a general defect line, the starting point is the trivial Volterra operation

of translating and rotating a piece of crystalline volume. This corresponds to a
displacement eld

ul(x) = −δ(x; V ) (bl + ǫlqrΩqxr) . (9.67)

If we now form the distortion, we nd using (9.63):

∂kul(x) = δk(x;S) (bl + ǫlqrΩqxr)− δ(x; V )ǫlqkΩq. (9.68)

In this expression it is still impossible to assume S to be an open surface, since
this would not have a well-dened enclosed volume V . However, if we form the
symmetric combination, the volume term cancels, and the strain tensor becomes

ukl =
1

2
(∂kul + ∂luk) =

1

2
[δk(x;S) (bl + ǫlqrΩqxr) + (k ↔ l)] , (9.69)
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It contains only the surface S which can be assumed to be open. In this case we
refer to ukl as the plastic strain and denote it by up

kl. The eld

β
p
kl ≡ δk(x;S) (bl + ǫlqrΩqxr) (9.70)

plays the role of a dipole density of the defect line across the surface S. It is called the
plastic distortion. It is a single valued eld, i.e., derivatives in front of it commute.
In terms of βp

kl, the plastic strain is simply

up
kl =

1

2
(βp

kl + β
p
kl) . (9.71)

The full displacement eld (9.67) is not dened for an open surface since it
contains the volume V . The dislocation density, however, is single valued. We can
easily calculate with the help of (9.63) and Stokes theorem (4.24):

αil = ǫijk∂j∂kul(x) = ǫijk∂j [δk(x;S) (bl + ǫlqrΩqxr)− δ(x; V )ǫlqkΩq]

= δi(x;L) (bl + ǫlqrΩqxr) , (9.72)

and see that this coincides with (9.45).
Let us now turn to the disclination density θpj = ǫpmn∂m∂nωj . From (9.67) we

nd the gradient of the rotation eld

∂nωj =
1

2
ǫjkl∂n∂kul

=
1

2
ǫjkl∂n [δk(x;S) (bl + ǫlqrΩqxr)− δ(x; V )ǫlqkΩq]

=
1

2
ǫjkl∂nβ

p
kl + δn(x;S)Ωj . (9.73)

This gradient is dened for an open surface S, and is called the eld of plastic
bend-twist , denoted by κ

p
nj ≡ ∂nω

p
j .

It is useful to dene the plastic rotation

φ
p
nj ≡ δn(x;S)Ωj , (9.74)

which plays the role of a dipole density for disclinations. With this, the plastic
gradient of ωj is given by

κ
p
nj = ∂nω

p
j =

1

2
ǫjkl∂nβ

p
kl + φ

p
nj. (9.75)

We can now easily calculate the disclination density:

θpj = ǫpmn∂m∂nωj = ǫpmn∂mκ
p
nj =

1

2
ǫjklǫpmn∂m∂nβ

p
kl + ǫpmn∂mφ

p
nj.

The derivatives in front of βp
kl commute [see (9.70)], so that the rst term vanishes.

Applying Stokes’ theorem (4.24) to the second term gives

θpj = ǫpmn∂mφ
p
nj, (9.76)
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in agreement with (4.12).

Note that according to the second line of (9.72), the dislocation density can also
be expressed in terms of βp

kl and φ
p
li as

αil = ǫijk∂jβ
p
kl + δilφ

p
pp − φ

p
li. (9.77)

In fact, this is a direct consequence of the decomposition (9.52), which can be written
in terms of plastic strain and bend-twist elds as

αij = ǫikl∂ku
p
lj + δijκ

p
qq − κ

p
ji. (9.78)

Expressing up
li in terms of βp

li, and κ
p
ij in terms of φp

ij [see (9.71) and (9.75)], we nd

αij =
1

2
ǫikl∂kβ

p
lj + δijφ

p
qq − φp

qq − φ
p
ji +

1

2



ǫijk∂kβ
p
jl + δijǫqkl∂qβ

p
kl − ǫikl∂iβ

p
kl



.

The quantity inside the parentheses is equal to 1
2
ǫikl∂kβ

p
lj, as can be seen by applying

to ∂qβkl the identity (1A.20). Thus αij takes again the form (9.77).

All defect densities are invariant under the plastic gauge transformations

β
p
kl → β

p
kl +∇ku

p
l − ǫklrω

p
r , (9.79)

φ
p
li → φ

p
li + ∂lω

p
i , (9.80)

where ωp
i ≡ 1

2ǫijk∇ju
p
k. The gauge eld φ

p
l is therefore a gauge eld of local rotations.

Alternatively we shall also use the plastic tensor of local rotations

Ap
ljk ≡ φ

p
liǫijk, (9.81)

which is gauge transformed as follows:

Ap
lij → Ap

lij + ∂l
1

2
(∇iu

p
j −∇ju

p
i ). (9.82)

The rst gauge transformation (9.79) is simplied by introducing a new plastic gauge
eld

hp
kl ≡ β

p
kl + ǫjklω

p
j = β

p
kl +

1

2
(∇ku

p
l −∇lu

p
k). (9.83)

This tranforms like a gauge eld of local translations:

hp
kl → hp

kl +∇ku
p
l . (9.84)

The defect conservation laws (9.48) and (9.49) are the Bianchi identities asso-
ciated with the gauge-eld decompositions (9.76) and (9.77). They are identically
fullled as a consequence of the single-valuedness of the gauge elds. This derivation
is equivalent to the integrability considerations in Eqs. (9.50)–(9.60).



9.10 Defect Gauge Invariance 301

9.10 Defect Gauge Invariance

A given defect distribution can be derived from many dierent plastic strains and
rotations. This is an obvious consequence of the freedom in choosing Volterra sur-
faces S for the construction of defect lines L. These lines run along the boundary
lines of surfaces S, whose shape is irrelevant. From the discussion of the gradient
representation of magnetic elds of current loops in Subsection 4.6, and from the
theory of vortex lines in superuids in Chapter 5 we know that this freedom can
be formulated mathematically as a gauge symmetry. Recall that a magnetic eld
caused by a line-like current density was represented as a curl of a δ-function on a
surface [see Eq. (4.92)]:

j(x) = I∇× (x;S). (9.85)

This representation was invariant under a gauge transformation

(x;S) → (x;S ′) = (x;S)−∇δ(x; V ), (9.86)

[see Eq. (4.29)], which shifts the surface S to a new position S ′ with the same
boundary line. The same gauge invariance was found for vortex lines [recall (5.29)].

The gauge eld (9.86) enabled us to construct a gauge-invariant gradient of a
multivalued eld. In the simplest case of a superuid, this was the cyclic phase angle
θ(x) with period 2π, and the gauge-invariant gradient was the superuid velocity
(5.28):

v(x) ≡ ∇θ(x) − v(x), (9.87)

In the light of the discussion in the previous section we may set up a simple
construction rule for this invariant. We perform a trivial “Volterra” operation on
the cyclic eld θ(x), shifting it −2π on an arbitrary volume V :

θ(x) → θ(x)− 2πδ(x, V ), (9.88)

Since θ(x) and θ(x)−2π are physically indistinguishable, this is certainly a symmetry
operation. Under this transformation, the gradient changes by

∇θ(x) → ∇θ(x) − 2π∇δ(x, V ) = ∇θ(x) + 2π (x, S), (9.89)

where S is the surface of V , and we have used the identity (9.63). The additional
term 2π (x, S) is not only dened for surfaces S which are boundaries of a volume
V which are closed, but also for open surfaces. In this case it is a plastic distortion
of the gradient

[∇θ(x)]p ≡ 2π (x, S). (9.90)

The vortex gauge-invariant (9.87) is obtained from the dierence

v(x) ≡ ∇θ(x) − [∇θ(x)]p. (9.91)

If we now perform a shift in the surface S to S ′, the plastic distortion (9.90) changes,
due to the gauge property (4.29), in precisely the same way as under a trivial
“Volterra” operation (9.88), except for the sign:

[∇θ(x)]p → [∇θ(x)]p + 2π∇δ(x, V ). (9.92)
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The only dierence is that V is now the volume over which th open surface S has
swept when being shifted to S ′. This change can therefore be compensated by the
“Volterra” operation

θ(x) → θ(x) + 2πδ(x, V ). (9.93)

This ensures vortex gauge-invariance under the simultaneous transformations (9.92)
and (9.93).

If we want to set up a theory of elasticity for crystals with defects, as will be
done in Chapter 10, we must nd analogs of the invariant gradient (9.91). By
analogy with (9.91), these are simply the dierences between elastic and plastic
distortions obtained from the mnemonic procedure in the previous section. For the
strain tensor ukl, we subtract from ukl the plastic strain tensor (9.71), and form the
defect gauge-invariant strain tensor

uinv
ij (x) ≡ uij(x)− up

ij(x). (9.94)

Indeed, under a shift of the Volterra surface from S to S ′, plastic strain tensor (9.72)
changes due to the transformation property (9.86) of δ(x;S) like

β
p
kl → β

p
kl − ∂kδ(x; V ) (bl + ǫlqrΩqxr) . (9.95)

This change is precisely compensated by the combined translation and rotation
(9.67), which produced the tensor (9.69) via the identity (9.61).

Similarly we can form the invariant combination

κinv
nj ≡ ∂nωj − κ

p
nj = ∂nωj −

1

2
ǫjkl∂nβ

p
kl − φ

p
nj, (9.96)

which is defect gauge-invariant since the transformation (9.95) is compensated by
the trivial Volterra operation (9.67) which produced the plastic bend-twist (9.75)
via (9.61).

Given the general form of plastic distortions in Eq. (9.70) we are able to charac-
terize the interdependence of dislocations and disclinations observed in Section 9.13
by an extra type of gauge invariance. Obviously, βp

kl remains invariant under the
transformations

bl → bl + ǫlqr∆Ωqxr, Ωq → Ωq −∆Ωq. (9.97)

Since xr are all integer numbers on a simple cubic lattice, there exists a choice of
∆Ωq which makes either bl of Ωq equal to zero.

9.11 Branching Defect Lines

Recall that, from the geometric point of view, the defect conservation laws imply
that disclination lines never end and dislocations end at most at a disclination line.
Consider, for example, a branching conguration where a line L splits into two lines
L′ and L′′ as shown in Fig. (9.16). Assign an orientation to each line and suppose
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Figure 9.16 Defect line L branching into L′ and L′′.

that their disclination density is

θij(x) = Ωiδj(x;L) + Ω
′
iδj(x;L

′) + Ω
′′
i δj(x;L

′′), (9.98)

and their dislocation density:

αij(x) = δi(x;L)


bj + [ × (x − x0)]j



+ δi(x;L
′)


b′j + [ ′ × (x− x′
0)]j



+ δi(x;L
′)


b′′j + [ ′′ × (x − x′′
0)]j



. (9.99)

The conservation law ∂iθij = 0 implies that the Frank vectors satisfy the equivalent
of Kirchho’s law for currents

′ + ′′ = . (9.100)

This follows directly from the identity for lines

∂iδi(x;L)=


L
dx̄i∂iδ

(3) (x− x̄)=−


L
dx̄i∂x̄i

δ(3) (x− x̄) = δ(3)(x− xi)−δ(3)(x− xf),

where xi and xf are the initial and nal points of the curve L. The conservation
law ∂iαij = ǫiklθkl, on the other hand, gives

b′ + [ × (x− x′
0)] + b′′ + [ ′′ × (x − x′′

0)] = b + [ × (x− x0)] . (9.101)

If the same positions are chosen for the three rotation axes, the Burgers vectors b

also satisfy a Kirchho-like law:

b′ + b′′ = b. (9.102)

Note that Burgers vectors are modied if we choose dierent rotation axes for the
disclinations.

9.12 Defect Density and Incompatibility

As far as classical linear elasticity is concerned, the information contained in αij and
θij can be combined eciently in a single symmetric tensor, called the defect density
ηij(x). It is dened as the double curl of the strain tensor resulting from the trivial
Volterra operation (9.61):

ηij(x) ≡ ǫiklǫjmn∂k∂muln(x). (9.103)
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If the surface S around V is opened, the incompatibility is nonzero and strain tensor
uln(x) on the right-hand side can be replaced by the plastic strain tensor up

ln(x).
In order to see its relation with αij and θij , we take (9.43) and contract the

indices i and j, obtaining

αii = 2∂iωi. (9.104)

Using this, (9.52) can be written in the form

ǫikl∂kuln = ∂nωi −


−αin +
1

2
δinαkk



. (9.105)

The expression in parentheses was rst introduced by Nye and called contortion2

Kni ≡ −αin +
1

2
δinαkk. (9.106)

The inverse relation is

αij = −Kji + δijKkk. (9.107)

Multiplying (9.103) by ǫjmn∂m, we nd with (9.44)

ηij = ǫjmnǫikl∂m∂kuln = ǫjmn∂m∂nωi − ǫjmn∂mKni

= θij − ǫjmn∂mKni. (9.108)

Although it is not at all obvious, the nal expression is symmetric in ij. Indeed,
if it is contracted with the antisymmetric tensor ǫlij , it yields ǫlijθij∂lKii − ∂iKli =
ǫlijθijθij+∂iαil, which vanishes due to the conservation law (9.49) for the dislocation
density.

There is yet another version of the decomposition (9.108) which is obtained after
applying the identity (1A.17) to ∂mαqn giving

ǫnjm∂m



αin −
1

2
δinαkk



= −1

2
∂m [ǫmjnαin + (i ↔ j) + ǫijnαmn] . (9.109)

Hence

ηij = θij −
1

2
∂m [ǫminαjn + (i ↔ j)− ǫijnαmn] . (9.110)

This type of decomposition will be encountered in the context of general relativity
later in Eqs. (22.42) and (18.53) in the Belinfante construction of symmetric energy-
momentum tensors.

2In terms of the plastic quantities introduced in the last section the plastic part of Kij reads

Kp
ij = −ǫikl∂kβ

p
li +

1

2
δijǫnkl∂kβ

p
ln + φ

p
ij .
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The double curl operation is a useful generalization of the curl operation on
vector elds to symmetric tensor elds. Recall that the vanishing of a curl of a
vector eld E implies that E can be written as the gradient of a scalar potential
φ(x) which satises the integrability condition (∂i∂j − ∂j∂i)φ(x) = 0:

∇×E = 0 ⇒ Ei = ∂iφ(x). (9.111)

The double curl operation implies a similar property for the symmetric tensor, as
was shown a century ago by Riemann and by Christoel. If the double curl of a
symmetric tensor eld vanishes everywhere in space, his eld can be written as the
strain of some displacement eld ui(x) which is integrable in all space [i.e., it satises
(9.34)]. We may state this conclusion briey as follows:

ǫiklǫjmn∂k∂muln(x) = 0 ⇒ uij =
1

2
(∂iuj + ∂jui) . (9.112)

If the double curl of uln(x) is zero one says that uln(x) is compatible with a dis-
placement eld. A nonzero double curl

(inc u)ij ≡ ǫiklǫjmn∂k∂muln (9.113)

measures the incompatibility of the displacement eld. The proof of statement
(9.112) follows from (9.111) for a vector eld: we simply observe that every
vector eld Vk(x) vanishing at innity and satisfying the integrability condition
(∂i∂j − ∂j∂i) Vk(x) = 0 can be decomposed into transverse and longitudinal pieces,
namely, a gradient whose curl vanishes and a curl whose gradient vanishes,

Vi = ∂iϕ+ ǫijk∂jAk, (9.114)

both elds ϕ and Ak being integrable. Explicitly these are given by

ϕ =
1

∂2
∂iVi, (9.115)

Ak = − 1

∂2
ǫklm∂lVm + ∂kC, (9.116)

where 1/∂2 is a short notation for the Coulomb Green function (1/∂2)(x,x′) which
acts on an arbitrary function in the usual way:

− 1

∂2
f(x) ≡



d3x
1

4π|x− x′|
f(x′). (9.117)

Note that the eld Ak is determined by (9.116) only up to an arbitrary pure gradient
∂kC.

By repeated application of this formula, we nd the decompositions of an arbi-
trary, not necessarily symmetric, tensor uil:

uil = ∂iϕ
′
l + ǫijk∂jA

′
kl = ∂iϕ

′
l + ǫijk∂j (∂lϕk + ǫlmn∂mAkn) . (9.118)
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Setting

ϕ′′
i ≡ ǫijk∂jϕk, (9.119)

this may be cast as

uil = ∂iϕ
′
l + ∂lϕ

′′
i + ǫijkǫlmn∂j∂mAkn. (9.120)

For the special case of a symmetric tensor uil we can symmetrize this result and
decompose it as

uil = 1
2(∂iuj + ∂jui) + ǫijkǫlmn∂j∂mA

S
kn, (9.121)

where

ui = 1
4 (ϕ

′
i + ϕ′′

i ) , (9.122)

and AS
kn is the symmetric part of Akn, both being integrable elds. The rst term

in (9.121) has zero incompatibility, the second has zero divergence when applied to
either index.

In the general case, i.e., when there is no symmetry, we can use the formulas
(9.115), (9.116) twice and determine the elds ϕ′

l,ϕ
′′
i , Akn as follows:

ϕ′
l =

1

∂2
∂kukl, (9.123)

A′
kl = − 1

∂2
ǫkpq∂puql + ∂kCl, (9.124)

ϕk = − 1

∂4
ǫkpq∂p∂luql +

1

∂2
∂k∂lCl, (9.125)

Akn = − 1

∂4
ǫklmǫnpqumq + ∂k



− 1

∂2
ǫnjl∂jCl



+ ∂nDk, (9.126)

so that from (9.118):

ϕ′′
i = − 1

∂4
∂i∂p∂qupq +

1

∂2
∂luil. (9.127)

Reinserting this into decomposition (9.120) we nd the identity

uil =
1

∂2
(∂i∂kukl + ∂l∂kuik)−

1

∂4
∂i∂l (∂p∂qupq)

+
1

∂4
ǫijkǫlmn∂j∂m (ǫkprǫnqs∂p∂qurs) , (9.128)
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which is valid for any tensor of rank two. This may be veried by working out the
contractions of the ǫ tensors.

While the statements (9.111) and (9.112) for vector and tensor elds are com-
pletely analogous to each other, it is important to realize that there exists an im-
portant dierence between the two. For a vector eld with no curl, the potential
can be calculated uniquely (up to boundary conditions) from

ϕ =
1

∂2
∂iEi. (9.129)

This is no longer true, however, for the compatible tensor eld uil. The point of
departure lies in the nonuniqueness of functions ϕ′

l and ϕ′′
i in the decomposition

(9.120). They are determined only modulo a common arbitrary local rotation eld
ωi(x). In order to see this we perform the replacements

∂iϕ
′
l(x) → ∂iϕ

′
l(x) + ǫilqωq(x), (9.130)

∂lϕ
′′
i (x) → ∂lϕ

′′
i (x) + ǫliqωq(x), (9.131)

and see that (9.120) is still true. The eld (9.122) is only a particular example of a
displacement eld which has the strain tensor equal to the given ukl:

u0
kl =

1
2



∂ku
0
l + ∂lu

0
k



= ukl. (9.132)

This displacement eld may not, however, be the true displacement eld ul(x) in
the crystal, which also satises

1
2 (∂kul + ∂luk) = ukl. (9.133)

In order to nd the latter, we need additional information on the rotation eld

ωkl = 1
2 (∂kul − ∂luk) . (9.134)

We must know both ukl(x) and ωkl(x) to calculate

∂kul(x) = ukl(x) + ωkl(x) (9.135)

and solve this equation for ul(x).
In order to make use of this observation we have to be sure that ωi =

1
2
ǫijkωjk

can be written as the curl of a displacement eld ui(x). This is possible if

∂iωi = ǫijk∂i∂juk = 0, (9.136)

which implies that [see (9.104)]

αii(x) = 0. (9.137)

In later discussions we shall be confronted with the situation in which ukl and ∂iωj

are both given. In order to obtain ωi from the latter we have to make sure that ωi

is an integrable eld, which is assured by the constraint

θij = ǫikl∂k∂lωj = 0. (9.138)
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Thus we can state the following important result: Suppose a crystal is subject to a
strain ukl(x) and a rotational distortion ωkl(x). There exists an associated single-
valued displacement eld ul(x), if and only if the crystal possesses a vanishing defect
density ηij(x), a vanishing disclination density θij(x), and a vanishing αii = 0, i.e.,

ηij(x) = 0, θij(x) = 0, αii(x) = 0. (9.139)

Relation (9.110) implies that this is only true if two of these densities vanish, for
example

ηij(x) = 0, αij(x) = 0, (9.140)

or

θij(x) = 0, αij(x) = 0. (9.141)

Note that it is possible to introduce nonzero rotational and translational defects into
a given elastically distorted crystal in such a way that θij and αij in (9.110) cancel
each other. Then the elastic distortions remain unchanged. The local rotation
eld, however, can be changed. In particular, it may no longer be integrable.

9.13 Interdependence of Dislocation and Disclinations

It must be pointed out that dislocation and disclination lines are not independent
from one another. We have seen before in Fig. 9.5 that a disclination line was
created by removing stacks of atomic layers from a crystal. But each layer can be
considered as a dislocation line running along the boundary. Thus a disclination line
is apparently indistinguishable from a stack of dislocation lines, placed with equal
spacing on top of each other.

Conversely, a dislocation line is very similar to a pair of disclination lines running
in opposite directions close to each other. This is illustrated in Fig. 9.17. What we
have here is a pair of opposite Volterra processes of disclination lines. We have cut
out a section of angle Ω, but instead of removing it completely we have displaced
it merely by one lattice spacing a. This is equivalent to generating a disclination
of the Frank vector Ω and another one with the opposite Frank vector −Ω whose
rotation axis is displaced by a. It is obvious from the gure that the result is a
dislocation line with Burgers vector b. Due to this interdependence of dislocations
and disclinations, the defect lines occurring in a real crystal will, in general, be of a
mixed nature.

Analytically, this is equivalence most easily seen in the two-dimensional version
of the defect relation (9.110):

η33 = θ33 + ǫ3mn∇mα3n. (9.142)

Each term is invariant under the plastic gauge transformations (9.45) and (9.46),
which simplify in two dimensions to

β
p
kl → β

p
kl +∇ku

p
l − ǫklω

p
3, (9.143)

φ
p
l → φ

p
l + ∂lω

p
3. (9.144)
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Figure 9.17 Generation of dislocation line from a pair of disclination lines running in

opposite directions at a xed distance b. The Volterra process amounts to cutting out a

section and reinserting it, but shifted by the amount b.

The general two-dimensional defect has a displacement eld [recall (9.70)]

ul = −δ(V2)[bl − Ωǫ3lr(xr − x̄r)]. (9.145)

The rst term is a dislocation, the second term a disclination. According to Figs. 9.2
and 9.17, the latter can be read as a superposition of dislocations with the same
Burgers vector b̃l = −  x

x̄ dx′
rΩǫ3lr. The former may be viewed as a dipole of discli-

nations: −∇̄l[− 1
2bmǫ3km]ǫ3kr(xr − x̄r).

The interdependence discussed here is of a purely topological character. It does
not imply that the elastic energies of equivalent defect congurations, such as those
in Fig. 9.17, is the same. This is only true for linear elasticity with rst gradients
of the displacement eld. Such a model will be presented in Eq. (10.9).

In a realistic crystal, the elastic energy will always contain higher-gradients of the
displacement elds, and these will make a dierence between the topologically equiv-
alent defect congurations. A model of this type will be proposed in Eq. (10.29).

Remarkably, the interdependence plays a role in the Einstein-Cartan theory of
gravitation. As will be shown in Chapter 21, there exists a reformulation of Ein-
stein’s theory of relativity in which all gravitational eects come from torsion rather
than curvature. This is the so-called teleparallel theory of gravity. In the next
chapter we shall see that curvature and torsion may be viewed as being due to
disclinations and dislocations in spacetime, the teleparallel theory is based precisely
on the above interdependence, the possibility of obtaining curvature from a combi-
nation of torsion elds.
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Women love us for our defects. If we have enough of them,

they will forgive us everything, even our intellects.

Oscar Wilde (1854–1900)

10

Defect Melting

In Chapter 5 we have seen that the phase transitions in superuid helium and in
superconductors can be understood as a consequence of the proliferation of vortex
lines at the critical temperature. A similar proliferation mechanism of dislocation
and disclination lines will now be shown to lead to the melting of crystals.

10.1 Specic Heat

The specic heat of solids has several parallels with the specic heat of the λ-
transition. For low temperature it starts out like T 3 [see Fig. 10.1], the typical
signal for the existence of massless excitations in a system. In solids, these are
the longitudinal and transverse phonons. They are the Goldstone modes caused
by the spontaneous breakdown of translational symmetry in the crystalline ground
state. For higher temperatures the specic heat saturates at a value 6× kBN/2, in
accordance with the Dulong-Petit rule of classical statistics. Recall that this rule
assigns a specic heat kB/2 to each harmonic degree of freedom. In the solid, these
are three potential and three kinetic degrees of freedom per particle.

The transition between the two regimes lies at the Debye temperature ΘD which
is determined by the longitudinal and transversal sound velocities cLs , c

T
s and the

particle density n ≡ N/V . For one atom per lattice cell, and three equal sound
velocities, it is given by

ΘD = 2π
h̄cs
kB



2n

4π

1/3

. (10.1)

The internal energy is given by the universal Debye function

D(z) ≡ 3

z3

 z

0

x3

ex − 1
(10.2)

as

U = 3NkBTD(ΘD/T ). (10.3)

The specic heat follows from this:

C =
∂U

∂T
= 3NkBT [D(ΘD/T )− (ΘD/T )D

′(ΘD/T )] . (10.4)
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Using the limiting behavior

D(z) =



















π2

5z3
− 3e−z + . . . for z ≫ 1,

1− 3

8
z2 + . . . for z ≪ 1,

(10.5)

we nd

C = 3NkB















4π4

5



T

ΘD

3

, for T ≪ ΘD,

1 for T ≫ ΘD.
(10.6)

The result agrees well with experiments as shown in Fig. 10.1.

T/ΘD

Figure 10.1 Specic heat of various solids. By plotting the data against the ratio T/ΘD,

where ΘD is the Debye temperature (10.1), the data fall on a universal curve. The insert

lists ΘD-values and melting temperature Tm.

10.2 Elastic Energy of Solid with Defects

In solids, the elastic energy of long-wavelength distortions is usually expressed in
terms of a material displacement eld ui(x) as

E =


d3x



µu2
ij(x) +

λ

2
u2
ii(x)



, (10.7)

where µ is the shear module, λ the Lamé constant, and

uij(x) =
1

2
[∂iuj(x) + ∂juj(x)] (10.8)
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the strain tensor (9.69). The elastic energy goes to zero for innite wave length
since in this limit ui(x) reduces to a pure translation and the energy of the system
is translationally invariant. The crystallization process causes a spontaneous break-
down of the translational symmetry of the system. The elastic distortions describe
the Nambu-Goldstone-modes resulting from this symmetry breakdown.

As discussed in the previous chapter, a crystalline material always contains de-
fects which make the displacement elds ui(x) multivalued. The elastic energy (10.8)
is therefore incorrect. It must necessarily depend on the defect gauge-invariant
strains uinv

ij of Eq. (9.94). The correct version of (10.8) is therefore

E =


d3x



µ(uij − up
ij)

2 +
λ

2
(uii − up

ii)
2



, (10.9)

where up
ij is the plastic strain tensor (9.71), with the latter describing the defects.

The above energy is the continuum limit of the energy of a crystal lattice. If we
want to study the statistical mechanics of elastic and defect uctuations, we may
discretize the energy (10.9) for mathematical simplicity, on a simple cubic lattice
of spacing 2π. Then the energy of ui(x) and ui(x) + 2πNi(x) are indistinguishable
for any integer-valued eld Ni(x), which correspond to permutations of the lattice
sites.

If we include only dislocation lines, the plastic strain tensor up
ij contains three

types of surfaces where the displacement eld ui(x) jumps by 2π, one for each lattice
direction. They are characterized by the three Burgers vectors b(1),(2),(3), and the
plastic distortion (9.70) has the simpler form

β
p
il(x) = δi(x;S)bl, (10.10)

where bl are the components of any of the three Burgers vectors b(i). The irrelevant
surfaces S are the Volterra surfaces of the dislocation lines. The lattice version of
(10.10) is

β
p
ij = 2πni(x)bj , (10.11)

where ni(x) are integer numbers. The lattice version of up
ij(x) is, of course [recall

(9.71)]

up
ij = 2π[ni(x)bj + nj(x)bj ]. (10.12)

By analogy with the superuid in Eq. (5.186), we may dene the expectation
value

Oi ≡ Oi(x) = eui(x) (10.13)

as an order parameter of the system. It will be nonzero in the crystalline phase
since ui(x) uctuates around zero, and will vanish in the molten state in which
ui(x) uctuate through the entire crystal.
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We can now calculate the partition function of lattice uctuations governed by
the energy (10.9) from the functional integral and the sum over all Volterra surfaces

Z ≡ e−βF =


Du


S

e−
¯calE, (10.14)

where β ≡ 1/kBT . This can be done approximately with the help of low- and high-
temperature approximations [1], and more precisely by Monte-Carlo simulations.
The resulting specic heat near the melting transition is shown in Fig. 10.2.

β

CV

3NkB

Figure 10.2 Specic heat of melting model (10.14). The solid lines are obtained from

lowest-order high- and low-temperature expansions. The symbols + and ◦ show results of

Monte Carlo simulations. The insert resolves the jump of the specic heat at the transition

temperature. For more details see Chapter 12 in the textbook [1].

The eect of defect lines upon the statistical mechanics of the crystal can be
exhibited by proceeding along the lines of Section 5.1.7 and transforming the energy
to the conjugate form corresponding to Eq. (5.89). Here the conjugate variable is
the stress tensor σij(x) playing the role of the supercurrent b(x) in (5.89).

For simplicity, let us ignore the term proportional to the Lamè constant λ. Then
we can easily see that the energy βE of Eq. (10.9) can be replaced by

βE =


d3x



1

4µ
σ2
ij + iσij(uij − up

ij)



, (10.15)

with an additional functional integral over the stress tensor σij . Indeed, by a qua-
dratic completion of this integral we recover (10.9).

If we now perform the integral over the displacement eld we obtain the analog
of the conservation law (5.98):

∂iσij = 0. (10.16)
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This allows us to represent σij with the help of a stress gauge eld χij as a double-
curl:

σij = ǫiklǫjmn∂k∂mχln, (10.17)

in terms of which the energy (10.15) takes the form

βE =


d3x



1

4µ
(ǫiklǫjmn∂k∂mχln)

2 − iǫiklǫjmn∂k∂mχlnu
p
ij



. (10.18)

This action is double-gauge invariant in a similar way as the superuid energy
(5.117). It is invariant under defect gauge transformations associated with the shift
of S to S ′:

up
ij → up

ij + ∂iδ(x; V )bj + ∂jδ(x; V )bi (10.19)

where V is the volume over which S has swept on the way to S ′, if ui is simultaneously
transformed as

ui → ui + 2πδ(x, V ). (10.20)

And it is manifestly invariant under stress gauge transformations

χij → χij + ∂iΛj + ∂jΛi. (10.21)

A partial integration of the energy (10.18) leads to the form [compare (5.117)]

βE =


d3x



1

4µ
(ǫiklǫjmn∂k∂mχln)

2 − iχijηij



, (10.22)

where ηij is the defect tensor dened in Eq. (9.103) [the analog of the magnetic
current (4.92), or of the vortex density (5.31)]. Note that the strain tensor uij of
Eq. (10.8) has no incompatibility so that only up

ij contributes to the defect tensor
ηij .

Let us simplify the expression (10.17) for the stress eld as follows. First we use
the identity (1A.16) to obtain

σij = − (∂2χij + ∂i∂jχk
k − ∂i∂kχi

k − ∂j∂kχi
k) + ηij(∂

2χk
k − ∂k∂lχ

kl). (10.23)

Then we introduce the modied gauge eld

φij ≡ χij − 1
2δijχkk, (10.24)

and nally we go to the so-called Hilbert gauge in which

∂iφij = 0. (10.25)

As a result, the stress eld becomes simply

σij = −∂2φij , (10.26)
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and the energy (10.22) takes the form

βE =


d3x



1

4µ
(∂2φij)

2 − iφij(ηij −
1

2
δijηkk)



. (10.27)

Extremization with respect to the eld φij yields the interaction of an arbitrary
distribution of defects [the analog of (4.93) and (5.85)]:

βE = µ


d3x (ηij − 1
2δijηkk)

1

(∂2)2
(ηij − 1

2δijηkk). (10.28)

Inserting for ηij the decomposition (9.110) into dislocation and disclination densities,
we nd that dislocation lines interact with Biot-Savart type forces with parallel line
elements having a repulsive 1/r-interaction. Disclination lines, on the other hand
repel each other with a linearly rising potential. For more details see Ref. [1].

In the interaction (10.28), the interplay between dislocations and disclinations
discussed in Section 9.13 is perfect. Dislocations can be replaced freely by adjacent
pairs of disclinations, and disclinations by a string of dislocations. The partition
function containing the energy (10.28) can therefore be done only over dislocations.
Otherwise it diverges due to overcounting. The interchangeability between the de-
fects is a kind of gauge freedom which must be xed in the partition function.

In a real crystal, however, the two kinds of defects can be distinguished, and for
this reason we must extend the elastic energy (10.9) by higher gradient terms in the
displacement eld. An extended energy contains the invariant bend-twist (9.96) and
reads, in the simplest possible version [1, 2]

βE = µ


d3x




uij − up
ij

2
+ ℓ2



∂iωj − κ
p
ij

2


. (10.29)

The parameter ℓ is the length scale over which the crystal is rotationally sti.
By analogy with the treatment of the above energy (10.9) we reformulate the

energy (10.29) in a canonical representation of the type (10.15). In addition to the
stress eld σij there is now a rotational stress eld τij , and we may rewrite the elastic
action of defect lines as [1, 2]

βE =


d3x



1

4µ
(σij + σji)

2 +
1

8µℓ2
τ 2ij

+iσij



∂iuj − ǫijkωk − β
p
ij



+ iτij


∂iωj − φ
p
ij



. (10.30)

We have found it convenient to introduce an independent variable ωi. The parti-
tion function is dened by integrating the Boltzmann factor e−βE functionally over
σij , τij , ui,ωj and summing over all jumping surfaces S in the plastic elds. The
functional integral over the antisymmetric part of σij xes the independent variable
ωi to satisfy ωi =

1
2
ǫijk(∂juk+β

p
ij). Reinserting this into (10.30) and integrating out

the remaining σij and τij we recover the original expression (10.29).
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Figure 10.3 Phase diagram in the T -ℓ-plane in two-dimensional melting. Theoretical

curves are from Ref. [2], Monte Carlo data from [3]. Detailed discussion is in textbook [1].

Alternatively, we may integrate out ωj and ui in the partition function. This
leads to the conservation laws, generalizing (10.16),

∂iσij = 0, ∂iτij = −ǫjklσkl. (10.31)

These are dual to the conservation laws for disclination and dislocation densities
(9.48) and (9.49), respectively.

The conservation laws are guaranteed as Bianchi identities by introducing the
stress gauge elds Aij and hij and writing

σij = ǫikl∂kAlj

τij = ǫikl∂khlj + δijAll − Aji. (10.32)

This allows us to re-express the energy (10.30) as

βE =


d3x



1

4µ
(σij + σji)

2 +
1

8µl2
τij

2 + Aijαij + hijθij



. (10.33)

The stress gauge elds couple locally to the defect densities, and these are singular
on the boundary lines of the Volterra surfaces. In the limit of a vanishing length
scale ℓ, τij is forced to be identically zero and (10.32) allows us to express Aij in
terms of hij which may be identied with the stress gauge eld χij in Eq. (10.17).
Then the energy (10.30) reduces to (10.22).

Depending on the length parameter ℓ of rotational stiness, the defect system was
predicted in Ref. [2] to have either a single rst-order transition (for small ℓ), or two
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Figure 10.4 Separation of rst-order melting transition into two successive Kosterlitz-

Thouless transitions in two dimensions when increasing the length scale ℓ of rotational

stiness of the defect model. Monte Carlo data are from Ref. [3]. See also textbook [1].

successive continuous melting transitions. In the rst transitions, dislocation lines
proliferate and destroy the translational order, in the second transition, disclination
lines proliferate and destroy the rotational order (see Figs. 10.4 and 10.3).

The existence of two successive continuous transitions was conjectured a long
time ago [4, 5, 6, 7] for two-dimensional melting, where these transitions should be
of the Kosterlitz-Thouless type. However, the simplest lattice defect models con-
structed to illustrate this behavior displayed only a single rst-order transition [8].
Only after introducing the angular stiness ℓ in Ref. [2] was it possible to separate
the rst-order melting transition into two successive Kosterlitz-Thouless transitions.
The dependence on ℓ is shown in Figs. 10.4 and 10.3.
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In a true zero-defects approach, there are no unimportant items.

Philip Crosby (1926–2001)

11

Relativistic Mechanics in Curvilinear Coordinates

The basic idea which led Einstein to his formulation of the theory of gravitation in
terms of curved spacetime was the observation by Galileo Galilei (1564-1642) that, in
the absence of air friction, all bodies would fall with equal velocity. This observation
was conrmed with higher accuracy by C. Huygens (1629-1695). In 1889, R. Eötvös
found a simple trick to remove the air friction completely [1]. This enabled him to
limit the relative dierence between the falling speeds of wood and platinum to one
part in 109. This implies that the inertial mass m which governs the acceleration
of a body if subjected to a force f(t) in Newton’s equation of motion

m ẍ(t) = f(t), (11.1)

which appears on the left-hand side of the equations of motion (1.2), and the grav-
itational mass on the right-hand side of Eq. (1.2) cannot dier by more than this
extremely small amount.

11.1 Equivalence Principle

Einstein considered the result of the Eötvös experiment as evidence that inertial
and gravitational masses are exactly equal. From this he concluded that the motion
of all point particles under the inuence of a gravitational eld can be described
completely in geometric terms. The basic thought experiment which led him to this
conclusion consisted in imagining an elevator in a large sky scraper to fall freely.
Since all bodies in it would fall with the same speed, they would appear weightless.
Thus, for an observer inside the cabin, the gravitational attraction to the earth would
have disappeared. Einstein concluded that gravitational forces can be removed by
acceleration. This is the content of the equivalence principle.

Mathematically, the cabin is just an accelerating coordinate frame. If the original
spacetime coordinates with gravity are denoted by xµ, the coordinates of the small
cabin are given by a function xµ(xa). Hence the equivalence principle states that
the behavior of particles under the inuence of gravitational forces can be found
by going to a new coordinate frame xa(xµ) in which the motion within the cabin
proceeds without gravity.

320



11.2 Free Particle in General Coordinates Frame 321

There is a converse way of stating this principle. Given an inertial frame xa,
we can simulate a gravitational eld at a point by going to a small cabin with xµ,
which is accelerated with respect to the inertial frame xa. In the coordinates xµ,
the motion of the particle looks the same as if a gravitational eld were present.

This suggests a simple way of nding the equations of motion of a point particle
in a gravitational eld: one must simply transform the known equations of motion
in an inertial frame to arbitrary curvilinear coordinates xµ. When written in general
coordinates xµ, the at-spacetime equations must be valid also in the presence of
gravitational elds.

In formulating the equivalence principle it must be realized that by a coordinate
transformation the gravitational eld can only be removed at a single point. In a
falling cabin, a point particle will remain at the same place only if it resides at the
center of mass of the cabin. Particles in the neighborhood of this point will move
slowly away from this point. The force causing this are called tidal forces. They are
the same forces which give rise to the tidal waves of the oceans. Earth and moon
circle around each other and their center of mass circles around the sun. The center
of mass is in “free fall”, the gravitational attraction proportional to the gravitational
mass being canceled by the centrifugal force proportional to the inertial mass. Any
point on the earth which lies farther from the sun than the center of mass is pulled
outwards by the centripetal force, those which lie closer are pulled inwards by the
gravitational force.

It is important to realize that the existence of tidal forces makes it impossible to
simulate gravitational forces by coordinate transformation in quantum mechanics.
Due to Heisenberg’s uncertainty relation, quantum particles can never be localized
to a point but always occur in the form of wave packets. These ow apart and
are therefore increasingly sensitive to the tidal forces. If one wants to remove the
gravitational forces for a wave packet, multivalued coordinate transformations will
be necessary of the type used in the last chapter to create defects. These will supply
us with a quantum equivalence principle to be derived in Chapter 12.

11.2 Free Particle in General Coordinates Frame

As a rst application of Einstein’s equivalence principle, consider the action (2.19)
of a free massive point particle in Minkowski spacetime:

m

A = −mc
 sb

sa
ds =

 σb

σa

dσ
m

L (11.2)

with the Lagrangian density

m

L = −mcds/dσ = −mc


gab ẋa(σ)ẋb(σ). (11.3)

The parameter s denotes the invariant length along the path x(σ) dened in
Eq. (1.139), which is proportional to the proper time s = cτ [recall (1.141)].
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A free particle moves along a straight line

ẍ a(τ) = 0, (11.4)

which is the shortest spacetime path between initial and nal points. This path
extremizes the action:

δ
m

A = 0. (11.5)

When going to an arbitrary curvilinear description of the same Minkowski space-
time in terms of coordinates xµ carrying latin indices

xµ = xµ(xa), (11.6)

the invariant length ds is given by

ds = dσ


gµν(x(σ))ẋµ(σ)ẋν(σ). (11.7)

The 4× 4 spacetime-dependent matrix

gµν(q) = gab
∂xa

∂xµ

∂xb

∂xν
(11.8)

plays the role of a metric in the spacetime. Note that the inverse metric is given by

gµν(x) = gab
∂xµ

∂xa

∂xν

∂xb
. (11.9)

Since spacetime has not really changed, only its parametrization, the path is still
straight. The equation of motion in the new curvilinear coordinates xµ can be found
in two ways. One is to simply transform the free equation of motion in Minkowski
spacetime (11.4) to curvilinear coordinates. This will be done at the end of this
section.

To begin we derive the equation of motion by extremizing the action written in
general coordinates:

m

A =
 σb

σa

dσ
m

L (ẋµ(σ)) , (11.10)

with the transformed Lagrangian [compare (2.19)]

m

L (ẋµ(σ)) = −mc
ds

dσ
= −mc [gµν(x(σ))ẋ

µ(σ)ẋν(σ)]
1
2 . (11.11)

As observed in Subsection 2.2, the action (11.10) is invariant under arbitrary repa-
rametrizations

σ → σ′ = f(σ). (11.12)

Variation of the action yields

δ
m

A =
 σb

σa

dσ δL (ẋµ(σ))

= −m2c2
1

2

 σb

σa

dσ

L (ẋµ(σ))



(∂λgµν) δx
λ ẋµ(σ)ẋν(σ) + 2gλν

dδxλ

dσ
ẋν(σ)



. (11.13)
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On the right-hand side we have used the property (2.7) that the variation of the
derivative is equal to the derivative of the variation.

The factor before the bracket is equal to dσ/(−mc ds/dσ) = −(dσ/ds)2ds/mc.
Thus, if we choose σ to be the proper time τ for which dσ/ds = dτ/ds = 1/c, we
may rewrite the variations as

δ
m

A = −m
1

2

 τb

τa

dτ



(∂λgµν) δx
λ ẋµ(τ)ẋν(τ) + 2gλν

dδxλ

dτ
ẋν(τ)



. (11.14)

This shows that if we use the proper time τ to parameterize the paths, the equations
of motion can alternatively be derived from the simpler action

m

Ā =
 τb

τa

dτ
m

L̄ (ẋµ(τ)) , (11.15)

where
m

L̄ (ẋµ(τ)) ≡ −m

2
gµν(x(τ))ẋ

µ(τ)ẋν(τ). (11.16)

This has the same form as the action of a nonrelativistic point particle in four-
dimensional spacetime parameterized by a pseudotime τ . Note that although the
action (11.15) has the same extrema as (11.10), it has only half the size.

The second integral in (11.14) can be performed by parts to yield

2gλν(x(τ))δx
λ(τ)ẋν(τ)







τb

τa
− 2

 τb

τa

dτ δxλ(τ)
d

dτ
[gλν(x(τ))ẋ

ν(τ)] . (11.17)

According to the extremal principle of classical mechanics, we derive the equations
of motion by varying the action with vanishing variations of the paths δqµ at the
endpoints [recall (2.3), which leads to the equation

1

2

 τb

τa

dτ [(∂λgµν − 2∂µgλν) ẋ
µ(τ)ẋν(τ)− 2gλν ẍ

ν(τ)] δxλ(τ) = 0. (11.18)

This is valid for all δxµ(τ) vanishing at the endpoints, in particular for the innites-
imal local spikes:

δxµ(τ) = ǫδ(τ − τ0). (11.19)

Inserting these into (11.18) we obtain the equations of motion

gλν ẍ
ν(τ) +



∂µgλν −
1

2
∂λgµν



ẋµ(τ)ẋν(τ) = 0. (11.20)

It is convenient to introduce a quantity called the Riemann connection, or Christoel
symbol :

Γ̄µνλ ≡ {µν, λ} =
1

2
(∂µgνλ + ∂νgµλ − ∂λgµν) . (11.21)

Then the equation of motion can be written as

gλν ẍ
ν(τ) + Γ̄µνλ ẋ

µ(τ)ẋν(τ) = 0. (11.22)
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By further introducing the modied Christoel symbol

Γ̄µν
κ ≡



κ

µν



= gκλΓ̄µνλ = gκλ {µνλ} , (11.23)

we can bring Eq. (11.20) to the form

ẍλ(τ) + Γ̄µν
λẋµ(τ)ẋν(τ) = 0. (11.24)

A path xλ(τ) satisfying this dierential equation of shortest length is called a geodesic
trajectory . It is Einstein’s postulate, that this equation describes correctly the mo-
tion of a point particle in the presence of a gravitational eld.

Now we turn to the simpler direct derivation of the equation of motion applying
the coordinate transformation xa(xµ) to the straight-line equation of motion (11.4)
in Minkowski spacetime:

ẍ a(τ) =
d

dt



∂xa

∂xµ
ẋµ(τ)



=
∂xa

∂xµ
ẍµ(τ) +



d

dt

∂xa

∂xµ



ẋµ(τ) = 0, (11.25)

where we have written ∂xa/∂xµ for the coordinate transformation matrix evaluated
on the trajectory x(τ). Multiplying this by ∂xλ/∂xa and summing over repeated
indices a yields

ẍλ(τ) +
∂xλ

∂xa



d

dt

∂xa

∂xµ



ẋµ(τ) = ẍλ(τ) +
∂xλ

∂xa
(∂µ∂νx

a) ẋµ(τ)ẋν(τ) = 0. (11.26)

The second term can be processed using (11.9) as follows:

∂xλ

∂xa
(∂µ∂νx

a) = gλσ(∂σxa)(∂µ∂νx
a). (11.27)

It takes a little algebra to verify that this is equal to Γ̄λκ
µ, so that the transformed

equation of motion (11.26) coincides, indeed, with the geodesic equation (11.24).

11.3 Minkowski Geometry formulated in General
Coordinates

In Einstein’s theory, all gravitational eects can be completely described by a non-
trivial geometry of spacetime. As a rst step towards developing this theory it is
important to learn to distinguish between inessential properties of the geometry
which are merely due to the formulation in terms of general coordinates, as in the
last section, and those which are caused by the presence of gravitational forces. For
this purpose we study in more detail the mathematics of coordinate transformation
in Minkowski spacetime.
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11.3.1 Local Basis tetrads

As in Eq. (1.25) we use coordinates xa (a = 0, 1, 2, 3) to specify the points in
Minkowski spacetime. From now on it will be convenient to use fat latin letters
to denote four-vectors in spacetime. Thus we shall denote the four-dimensional
basis vectors by ea, and an arbitrary four-dimensional vector with coordinates xa by
x = eax

a. The basis vectors are orthonormal with respect to the Minkowski metric
gab of Eq. (1.29):

eaeb = gab. (11.28)

The basis vectors ea dene an inertial frame of reference.
Let us now reparametrize this Minkowski spacetime by a new set of coordinates

xµ whose values are given by a mapping

xa → xµ = xµ(xa). (11.29)

Since xµ still labels the same spacetime we shall assume the function xµ(xa) to
possess an inverse xa = xa(xµ) and to be suciently smooth so that xµ(xa) and
xa(xµ) have at least two smooth derivatives. These will always commute with each
other. In other words, the general coordinate transformation (11.29) and their
inverse xa(xµ) will satisfy the integrability conditions of Schwartz:

(∂µ∂ν − ∂ν∂µ)x
a(xκ) = 0, (11.30)

(∂µ∂ν − ∂ν∂µ) ∂λx
a(xκ) = 0. (11.31)

The conditions xµ(xa) = const. dene a network of new coordinate hypersurfaces
whose normal vectors are given by (see Fig. 11.1)

eµ(x) ≡ eae
a
µ(x) = ea

∂xa

∂xµ
. (11.32)

These are called local basis vectors . Their components eaµ(x) are called local basis
tetrads . The dierence vector between two points x′ and x has, in the inertial frame

xµ(x′a) ↔ x′a(xµ)
(a) (b)

outside oberverinside oberver

Figure 11.1 Illustration of crystal planes (xµ = const.) before and after elastic distortion,

once seen from within the crystal (a) and once from outside (b).
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of reference, the description ∆x = ea (x
′a − xa). When going to coordinates x′µ, xµ,

this becomes

∆x = ea

 x′

x
eaµ(x)dx

µ. (11.33)

The length of an innitesimal vector dx is given by

ds =
√
dx2 =



(eµdxµ)2 =


eµeνdxµdxν . (11.34)

The right-hand side shows that the metric in the curvilinear coordinates can be
expressed as a scalar product of the local basis vectors:

gµν(x) = eµ(x)eν(x). (11.35)

Indeed, inserting here (11.32) and using (11.28) leads back to Eq. (11.8):

gµν(x) = gabe
a
µ(x)e

b
ν(x) = eaeb

∂xa

∂xµ

∂xb

∂xν
= gab

∂xa

∂xµ

∂xb

∂xν
. (11.36)

In the sequel, we shall freely raise and lower the latin index using the Minkowski
metric gab = gab, and dene

eaµ ≡ gabeb
µ, eaµ ≡ gabe

b
µ. (11.37)

Then we can rewrite (11.35) as

gµν(x) = eµ(x)eν(x) = eaµ(x)eaν(x). (11.38)

Since the general coordinate formulation (11.28) was assumed to have an in-
verse, we can also calculate the derivatives ∂xµ/∂xa. These are orthonormal to the
derivatives ∂xa/∂xµ in two ways:

∂xa

∂xµ

∂xµ

∂xb
= δab,

∂xµ

∂xa

∂xa

∂xν
= δµν . (11.39)

It is useful to denote the inverse derivatives ∂xµ/∂xa by ea
µ and introduce the vec-

tors eµ = eag
abeb

µ, called the reciprocal multivalued basis tetrads (see also Fig. 11.2).
With this notation, the equations in (11.39) become orthonormality and complete-
ness relations of the tetrads:

eaµ(x)eb
µ(x) = δab, ea

µ(x)eaν(x) = δµν . (11.40)

The position of the greek indices can be raised and lowered freely so that also

eaµ(x)ebµ(x) = δab, eaµ(x)e
aν(x) = δµ

ν . (11.41)

The scalar product

gµν(x) = eµ(x)eν(x) = eaµ(x)ea
ν(x) (11.42)

is obviously the inverse metric, satisfying

gµν(x)gνλ(x) = δνλ. (11.43)

The metric gµν(x) and its inverse gµν(x) can be used to freely lower and raise greek
indices on any tensor, and to form invariants under coordinate transformations by
contraction of all indices.
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11.3.2 Vector- and Tensor Fields in Minkowski Coordinates

In Section 1.4 we have analyzed physical quantities according to their transforma-
tion properties under Lorentz transformations. These transformations change the
coordinates of an inertial frame by multiplication with a matrix Λa

b,

xa → x′a ≡ (Λx)a = Λ
a
bx

b. (11.44)

This is done in such a way that the scalar products (1.78) and length elements (1.142)
are the same in both sets of coordinates xa and x′a. The transformation matrices
Λa

b satisfy the pseudo-orthogonality relation (1.28), and have the innitesimal
representation (1.103):

Λ
a
b = δab + ωa

b,


Λ
−1

a

b = δab − ωa
b, (11.45)

where ωab = −ωba has the six independent matrix elements rotation angle ϕk and
rapidity ζ i of Eqs. (1.55) and (1.56).

Since the physical points are the same before and after a Lorentz transformation,
the basis vectors ea change according to the law

ea → e′a ≡ eb


Λ
−1

b

a. (11.46)

This gives

x ≡ eax
a −→ e′ax

′a = eb



Λ
−1

b

aΛ
a
cx

c = eax
a = x, (11.47)

showing that the vectors in the inertial frame are the same before and after the
transformation. So far the discussion is only a reminder of Section 1.4.

Consider now a vector eld va(x). It assigns to every point P a vector

v(P ) = eav
a(x). (11.48)

After a Lorentz transformation of the coordinates xa and the basis vectors ea, the
observable vector v(P ) species the same point, i.e.,

v′(P) = v(P). (11.49)

Writing this as

v′(P ) = e′av
′a(x′) = v(P ) = eav

a(x) (11.50)

we see that the components of the vector in the two sets of coordinates have to be
related in the same way as the coordinates x′a and xa, i.e.,

v′a(x′) = Λ
a
bv

′b(x), (11.51)

or, after replacing x′ → x and x → x−1x,

v′a(x) = Λ
a
bv

b


Λ
−1x



. (11.52)



328 11 Relativistic Mechanics in Curvilinear Coordinates

For innitesimal transformations (1.74 of the coordinates

Λ
a
bx

b = (δab + ωa
b) x

b,


Λ
−1x

a
= xa − ωa

bx
b, (11.53)

the contravariant vector eld va(x) goes over into

v′a(x) = va(x) + ωa
bv

b(x)− ωb′
bx

b∂b′v
a(x). (11.54)

The innitesimal version of the transformation law (11.54) is recognized to be a
substantial variation δs as dened in (3.6), which we shall write for Lorentz trans-
formations as

δΛv
a(x) = v′a(x) − va(x)

= ωa
bv

b(x)− ωb
b′x

b′∂bv
a(x). (11.55)

Let us nd the innitesimal transformation laws also for the covariant vector
eld va(x) = gab(x)v

b(x). The substantial variation of va(x) analogous to (11.55) is

δΛva(x) = ωa
bvΛ(x) − ωb′

bx
b∂b′va(x)

= ωa
bvb(x) + ωb

b′xb∂b′va(x) (11.56)

where we have introduced the matrix elements of ωab:

ωb
b′ = gabg

a′b′ωa
b′ = ga

′b′ωba. (11.57)

The derivatives of a covariant vector eld va with respect to changes of xa are
higher tensor elds. Innitesimally, derivatives transform via the sum of opera-
tions (11.56), one applied to each index. This follows directly from (11.56) and the
commutation rule [∂a, xb] = gab:

δΛ∂bva = ∂bδΛva

= ∂b


ωa
a′va′ + ωa

c′xc∂c′va


(11.58)

= ωa
a′∂bva′ + ωb′

b ∂b′va + ωc
c′xc∂c′∂bva.

This simple rule can easily be extended to arbitrary higher derivatives thereby form-
ing higher tensor elds. Note that since the arguments in f and f ′ in (3.6) are the
same, the operation “substantial variation” commutes with the derivative.

11.3.3 Vector- and Tensor Fields in General Coordinates

Consider now the same physical objects but described in terms of curvilinear coor-
dinates xµ(xa). Then the components of v(P ) are not measured with respect to the
basis ea but with respect to the local basis eµ(x) = eae

a
µ(x) of Eq. (11.32). It is

then natural to specify v(P ) in terms of its local components vµ(x) = va(x)ea
µ(x).

On the elds vµ(x) one cannot only perform Lorentz transformations but any gen-
eral coordinate transformation xµ → x′µ(xµ) which will be referred to as Einstein
transformations .
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Under Einstein transformations the vectors ea
µ(x), being derivatives of the co-

ordinate transformation functions xµ(xa), undergo the following changes

ea
µ(x) → e′a

µ(x′) ≡ ∂x′µ(x)

∂xa
=

∂x′µ(x)

∂xν

∂xν

∂xa

= αµ
ν(x)ea

ν(x) (11.59)

eaµ(x) → e′aµ(x
′) ≡ ∂xa(x)

∂x′µ =
∂xν(x′)

∂x′µ
∂xa

∂xν

= αµ
ν(x)eaν(x).

The matrices

αµ
ν(x) ≡

∂x′µ

∂xν
, αµ

ν(x) ≡ ∂xν

∂x′µ (11.60)

are orthogonal to each other

αν
λαν

µ = δλ
µ, αν

µαλ
µ = δν

λ, (11.61)

i.e.,


α−1
ν

λ = αλ
ν (11.62)

is a right- as well as a left-inverse of the matrix αν
µ.

A tensor under Einstein transformations has, by analogy with Eq. (1.77), the
transformation property

t′µ
′ν′(x′) = αµ′

µ(x)α
ν′

ν(x)t
µν , t′µ

′ν′λ′

(x′) = αµ′

µ(x)α
ν′

ν(x)α
λ′

λ(x)t
µνλ(x). (11.63)

Similarly we have, by analogy with Eq. (1.93),

t′µ′ν′(x
′) = αµ′

µ(x)αν′
ν(x)tµν , t′µ′ν′λ′(x′) = αµ′

µ(x)αν′
ν(x)αλ′

λ(x)tµνλ(x). (11.64)

It will be convenient to write the transformation xµ → x′µ(xµ) also as

xµ → x′µ ≡ xµ − ξµ(x), (11.65)

which shows that Einstein transformations can be interpreted as local translations.
The transformation matrices are

αλ
ν(x) = δν

λ − ∂νξ
λ(x), αµ

ν(x) = δµ
ν + ∂µξ

ν(x). (11.66)

Let us now study the substantial variations δs under Einstein transformations, to be
denoted by δE [recall again the denition in Eq. (3.6)]. Thus we consider innitesimal
translations ξλ(x) and nd for the basis tetrads ea

µ(x) and eaµ(x):

δEea
µ(x) ≡ e′a

µ(x) − ea
µ(x) = e′a

µ(x′)− ea
µ(x′)

= ea
µ(x) − ea

µ(x′) + e′a
µ(x′)− ea

µ(x)

= ξλ∂λea
µ(x)− ∂λξ

µea
µ(x), (11.67)

δEe
a
µ(x) = ξλ∂λe

a
µ(x) + ∂µξ

λeaλ(x). (11.68)
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Analogous substantial variations can be derived for the components of the vector
elds vµ(x) and vµ(x). These follow from the fact that the components va(xb), va(x

b)
remain the same under changes of the general coordinates from xµ to xµ′

. Thus we
have the obvious relation

v′a(xb) = va(xb). (11.69)

When reparametrizing the point xb in two dierent coordinates x′µ and xµ, this
relation takes the form

v′a(x′) = va(x), (11.70)

where we have omitted the greek superscripts of x′ and x. With these arguments, the
substantial variations, i.e., the changes at the same values of the general coordinates
xµ, are

δEv
a(x) = v′a(x) − va(x) = ξλ∂λv

a(x). (11.71)

Using this and (11.68), we derive from (11.70)

v′µ(x′) = αµ
νv

ν(x), v′µ(x
′) = αµ

νvν(x), (11.72)

with the substantial variations

δEv
µ(x) = v′µ(x)− vµ(x) = ξλ∂λv

µ − ∂λξ
µvλ (11.73)

δEvµ(x) = v′µ(x)− vµ(x) = ξλ∂λvµ∂µξ
λvλ. (11.74)

Any four-component eld with these transformation properties is called Einstein
vector or world vector .

This denition can trivially be extended to higher Einstein- or world tensors .
We merely apply separately the transformation matrices (11.66) to each index. In
particular, the metric gµν(x) transforms as

g′λκ(x
′) = αλ

µακ
νgµν(x), g′λκ(x′) = αλ

µα
κ
νg

µν(x), (11.75)

or, innitesimally, as

δEgµν = ξλ∂λgµν + ∂µξ
λgλν + ∂νξ

λgµλ, (11.76)

δEg
µν = ξλ∂λg

µν − ∂λξ
µgλν − ∂λξ

νgµλ. (11.77)

This can be rewritten in a manifestly covariant form as follows:

δEgµν = D̄µξν + D̄νξµ, (11.78)

δEg
µν = D̄µξν + D̄νξµ. (11.79)

It is now obvious from (11.61) that one can multiply any set of world tensors with
each other by a simple contraction of upper and lower indices. The contracted
object transforms again like a world tensors. In particular, one obtains an Einstein-
or world invariants if the contraction is complete, i.e., if no uncontracted index is
left.
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11.3.4 Ane Connections and Covariant Derivatives

The multiplication rules for world tensors are completely analogous to those for
Lorentz tensors. There is, however, one important dierence. Contrary to the
Lorentz case, derivatives of world tensors are no longer tensors. In curvilinear co-
ordinates, certain modications of the derivatives are required in order to make
them proper tensors. It is quite easy to nd these modications and construct ob-
jects analogous to the derivative tensors in the Minkowski coordinates. For this we
rewrite the derivative tensors in terms of the general curvilinear components. Take,
for example, the tensor ∂bva(x). Going over to curvilinear components xµ we can
write this as

∂bva = ∂b (ea
µvµ) . (11.80)

If we take the derivative ∂b past the basis tetrad ea
µ, we nd

∂bva = ea
µ∂bvµ + ∂bea

µvµ. (11.81)

Using the relation

∂b = eb
λ∂λ (11.82)

we see that

∂bva = ea
µeb

ν∂νvµ +


eb
ν∂νea

λ


vλ. (11.83)

The right-hand side can be rewritten as

∂bva ≡ ea
µeb

νDνvµ, (11.84)

where the symbol Dν stands for the modied derivative

Dνvµ = ∂νvµ − ec
λ∂νeµ

cvλ ≡ ∂νvµ − Γνµ
λvλ. (11.85)

The explicit form on the right-hand side follows from the simple relation

∂νea
λ = −ea

µ


ec
λ∂νe

c
µ



(11.86)

∂νe
a
λ = −eaµ (e

c
λ∂νec

µ) (11.87)

which, in turn, is a consequence of dierentiating the orthogonality relation ea
λebλ =

δa
b. Similarly, we can nd the Einstein version of the derivative of a contravariant

vector eld ∂bv
a(x), which can be rewritten as

∂bv
a = ∂b (e

a
µv

µ) = eaµeb
ν∂νv

µ + (eb
ν∂νe

a
λ) v

λ (11.88)

and brought to the form

eaµeb
νDνv

µ, (11.89)
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with a covariant derivative

Dνv
µ = ∂νv

µ − ecλ∂νec
µvλ = ∂νv

µ + ec
µ∂νecλv

λ ≡ ∂νv
µ + Γνλ

µvλ. (11.90)

The extra term appearing in (11.85) and (11.90):

Γµν
λ ≡ ea

λ∂µe
a
ν ≡ −eaν∂µea

λ (11.91)

is called the ane connection of the spacetime under consideration. In general,
a spacetime with a metric gµν and an ane connection Γµν

λ dening covariant
derivatives is called an ane spacetime, and the associated geometry is referred to
as a metric-ane geometry . Note that by denition, the covariant derivatives of eaν
and ea

ν vanish:

Dµe
a
ν = ∂µe

a
ν − Γµν

λeλ
a = 0, (11.92)

Dµea
ν = ∂µea

ν + Γµλ
νea

λ = 0. (11.93)

Since gµν = eaµeaν , the same property holds for the metric tensor1.

Dλgµν = ∂λgµν − Γλµ
σgσν − Γλν

σgµσ = 0, (11.94)

Dλg
µν = ∂λg

µν + Γλσ
µgσν + Γλσ

νgµσ = 0. (11.95)

It is worth noting that the metric satises once more relations like (11.95), in which
the connections are replaced by Christoel symbols. In fact, from the denition
(11.21) we can verify directly that

D̄λgµν = ∂λgµν − Γ̄λµ
σgσν − Γ̄λν

σgµσ = 0, (11.96)

D̄λg
µν = ∂λg

µν + Γ̄λσ
µgσν + Γ̄λσ

νgµσ = 0. (11.97)

The left-hand sides of (11.84) and (11.88) are tensors with respect to Lorentz
transformations. Hence the covariant derivatives Dνvµ and Dνv

µ in Eqs. (11.85)
and (11.90) must be tensors with respect to general coordinate transformation, i.e.,
world tensors. In fact, one can easily verify that they transform covariantly:

D′
µ′vν′(x

′) = αµ′

µαν′
νDµvν(x). (11.98)

Working out the derivative on the left-hand side we obtain

∂′
µ′vν′(x

′) = αµ′

µ∂µ [αν′
νvν(x)]

= αµ′

µαν′
ν∂µvν(x) + αµ′

µ∂µαν′
ν . (11.99)

The last term is an obstacle to covariance. It is compensated by a similar term in
nontensorial behavior of Γµν

λ:

Γ
′
µ′ν′

λ′

(x′) = e′a
λ′

∂′
µ′e′αν′ = αλ′

λαµ′

µea
λ∂µ (xν′

νeaν)

= αµ′

µ


αν′
ναλ′

λΓµν
λ(x) + αλ′

ν∂µαν′
ν


, (11.100)

1There exist more general geometries where this is no longer true [2]
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Γ
′
µ′ν′

λ′

(x′) = −e′aν′∂µ′ea
λ′

= −αν′
ναµ′

µeaν∂µ


αλ′

λea
λ


= αµ′

µ


αν′
ναλ′

λΓ
λ
µν(x) − αν′

ν∂µα
λ′

ν



. (11.101)

Innitesimally, the transformation matrices are αµ
ν = δµ

ν + ∂µξ
ν and αµ

ν = δµν −
∂νξ

µ, and we easily verify that the covariant derivatives Dµvν , Dµv
ν have the correct

substantial transformation properties of world tensors:

δEDµvν = ξλ∂λDµvp + ∂µξ
λDλvν + ∂vνξ

λDµvλ,

δEDµv
ν = ξλ∂λDµv

ν + ∂µξ
λDλvν − ∂νξ

νDµv
λ. (11.102)

The last noncovariant piece in

δE∂µvν = ∂µδEvµ = ∂µ


ξλ∂λνν + ∂νξ
λvλ



= ξλ∂λ∂µvν + ∂µξ
λ∂λνν + ∂νξ

λ∂µvλ + ∂µ∂νξ
λvλ (11.103)

is canceled by the last nontensorial piece in δEΓ
κ
µν :

δEΓµν
κ = ξλ∂λΓµν

κ + ∂µξ
λ
Γµν

κ + ∂νξ
λ
Γµν

κ + ∂µ∂νξ
κ. (11.104)

One can easily check that the same cancellation occurs in the covariant derivative
of an arbitrary tensor eld, dened as

Dµtν1...νn
ν′1...ν

′

n′ ≡ ∂µtν1...νn
ν′1...ν

′

n′ −


i

Γµνi
λi tν1...λi...νn

ν′1...ν
′

n′

+


i′

Γµλ′

i′

ν′
i′ tν1...νn

ν′1...λ
′

i′
...ν′

n′ . (11.105)

11.4 Torsion Tensor

As long as the coordinate transformations xµ(xa) and xa(xµ) are integrable, the
derivatives of the innitesimal local translation eld ξµ(x) commute with each other:

(∂µ∂ν − ∂ν∂µ) ξ
λ(x) = 0. (11.106)

For multivalued coordinate transformations, this is no longer true. Then there exists
a nonzero antisymmetric part of the connection

Sµν
λ ≡ 1

2



Γµν
λ − Γνµ

λ


=
1

2
(ea

λ∂µe
a
ν − ea

λ∂νe
a
µ), (11.107)

whose linear approximation is

Sµν
λ =

1

2
(∂µ∂ν − ∂ν∂µ) ξ

λ(x). (11.108)

Remarkably, this transforms like a proper tensor,

δESµν
κ = ξλ∂λSµν

κ + ∂µξ
λSµν

κ + ∂νξ
λSµν

κ, (11.109)



334 11 Relativistic Mechanics in Curvilinear Coordinates

as follows directly from the transformation law (11.104). The additional derivative
term ∂µ∂νξ

κ arising in the transformation of Γµν
κ is symmetric in µν, and thus

disappears after antisymmetrization. For this reason, Sµν the torsion tensor.
It is useful to realize that with the help of the torsion tensor, the connection

can be decomposed into tow parts: a Christoel part (11.23), which depends only
on the metric gµν(x), and a second part called the contortion tensor, which is a
combination of torsion tensors.

To derive this decomposition, which is valid in spacetimes with torsion, let us
dene the modied connection

Γµνλ ≡ Γµν
κgκλ = eaλ∂µe

a
ν ,

and decompose this trivially as

Γµνλ =
e

Γ̄µνλ +
e

Kµνλ, (11.110)

where
e

Γ̄µνλ ≡
1

2
{eaλ∂µe

a
ν+∂µeaλe

a
ν +eaµ∂νe

a
λ+eaλ∂νe

a
µ−eaµ∂λe

a
ν−∂λeaµe

a
ν}, (11.111)

e

Kµνλ ≡
1

2
{eaλ∂µe

a
ν−eaλ∂νe

a
µ−eaµ∂νe

a
λ+eaµ∂λe

a
ν+eaν∂λe

a
µ−eaν∂µe

a
λ}. (11.112)

The terms in the rst expression can be combined to
e

Γ̄µνλ=
1

2
{∂µ (eaλe

a
ν) + ∂ν (eaµe

a
λ)− ∂λ(eaµe

a
ν)} =

1

2
(∂µgλν + ∂νgµλ − ∂λgµν) ,

(11.113)

which shows that
e

Γ̄µνλ is equal to the Riemann connection Γ̄µνλ in Eq. (11.21),
i.e., to the Christoel symbol. The second expression, the contortion tensor contor-
tion tensor Kµνλ, is a combination of three torsion tensors (11.107). Dening an
associated torsion tensor Sµνλ ≡ Sµν

κgκλ, we see that
e

Kµνλ ≡ Kµνλ ≡ Sµνλ − Sνλµ + Sλµν . (11.114)

The order of the indices of the three torsion terms are easy to remember: The rst
starts out with the same indices as Kµνλ. The second and third terms are shifted
cyclically to the left with alternating signs. Note that the antisymmetry of Sµνλ in
the rst two indices makes the contortion tensor Kµνλ antisymmetric in the last two
indices.

Summarizing, we have found that the full ane connection Γµνλ can be decom-
posed into a sum of a Riemann connection and a contortion tensor:

Γµνλ = Γ̄µνλ +Kµνλ. (11.115)

Since torsion transforms like a tensor, also the contortion is a tensor. As a
consequence we may omit the contortion part in the covariant derivatives (11.85)
and (11.90), and dene the Riemann-covariant derivatives

D̄νvµ ≡ ∂νvµ − Γ̄νµ
λvλ, D̄νv

µ ≡ ∂νv
µ + Γνλ

µvλ, (11.116)

which contain only the Christoel part of the ane connection.
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11.5 Covariant Time Derivative and Acceleration

It is useful to introduce the concept of a covariant time derivative of an arbitrary
vector eld vµ(x) in spacetime along a trajectory xµ(τ), where it has the time de-
pendence vµ(τ) ≡ vµ(q(τ)). The four-velocity uµ(τ) = ẋµ(τ) transforms like a
four-vector. By analogy with the covariant derivative of a vector eld vµ(x) in
Eqs. (11.85) and (11.90), we dene the covariant time derivatives of vµ(τ) and
vµ(τ) = gµν(x(τ))v

µ(τ) as

D

dτ
vµ(τ) ≡ uκDκv

µ(τ),
D

dτ
vµ(τ) ≡ uκDκvµ(τ), (11.117)

which become, by Eqs. (11.85) and (11.90):

D

dτ
vµ(τ) ≡ d

dτ
vµ(τ) + Γλκ

µvλ(τ)uκ(τ),
D

dτ
vµ(τ) ≡

d

dτ
vµ(τ) − Γλµ

κuλ(τ)vκ(τ).

(11.118)
If the vector trajectory is the velocity trajectory of a point particle, we replace vµ(τ)
and vµ(τ) by uµ(τ) and uµ(τ), and obtain the covariant accelerations .

We may also dene the Riemann-covariant time derivatives

D̄

dτ
vµ(τ) ≡ d

dτ
vµ(τ) + Γ̄λκ

µvλ(τ)uκ(τ),
D̄

dτ
vµ(τ) ≡

d

dτ
vµ(τ) − Γ̄λµ

κuλ(τ)vκ(τ),

(11.119)
and the corresponding accelerations.

The above equations serve to dene covariant derivatives and accelerations along
any curve in a metric-ane spacetime. From the variation of the action (11.2) of
a point particle we have learned in Section 11.2 that the particle trajectories in a
curved space are geodesics with the equation of motion (11.24). Thus we may also
say that the particle orbit has a zero Riemann-covariant acceleration (11.119).

If a particle trajectory has a vanishing acceleration (11.118) involving the total
metric-ane connection Γµν

λ, it is called an autoparallel trajectory . This will play
an important role in Chapter 14.

The dierences between the two covariant time derivatives (11.118) and (11.119)
are found with the help of the decomposition (11.115) as:

D

dτ
vµ(τ) =

D̄

dτ
vµ(τ) +Kλκ

µvλ(τ)uκ(τ),
D

dτ
vµ(τ) =

D̄

dτ
vµ(τ)−Kλµ

κuλ(τ)vκ(τ).

(11.120)

11.6 Curvature Tensor as Covariant Curl of Ane
Connection

In the last section we have seen that even though the connection Γµν
λ is not a tensor,

its antisymmetric part, the torsion Sλ
µν , is a tensor. The question arises whether it

is possible to form a covariant object which contains information on the content
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of gravitational forces in the symmetric Christoel part of the connection. Such a
tensor does indeed exist.

When looking back at the transformation properties (11.104) of the connection
we see that the tensor character is destroyed by the last term which is additive in
the derivative of an arbitrary function ∂µ∂νξ

κ(x). Such additive derivative terms
were encountered before in Subsection 2.4.4 in gauge transformations of electromag-
netism. Recall that the gauge eld of magnetism transform with such an additive
derivative term [recall (2.104)]

δAa(x) = ∂aΛ(x), (11.121)

where Λ(x) are arbitrary gauge functions with commuting derivatives [recall (2.105)].
The experimentally measurable physical elds are given by the gauge invariant an-
tisymmetric combination of derivatives (2.81):

Fab = ∂aAb − ∂bAa. (11.122)

The additional derivative terms (11.121) disappear in the antisymmetric combina-
tion (11.122). This suggests that a similar antisymmetric construction exists also
for the connection. The construction is slightly more complicated since the transfor-
mation law (11.104) contains also contributions which are linear in the connection.

In a nonabelian gauge theory associated with an internal symmetry which is
independent of the spacetime coordinate x, the covariant eld strength Fab is a
matrix. If g are the elements of the gauge group and D(g) a representation of g in
this matrix space, the eld strength transforms like a tensor

Fab → F ′
ab = D(g)FabD

−1(g). (11.123)

The gauge eld Aa behaves under such transformations as

Aa(x) → A′
a(x) = D(g)Aa(x)D

−1(g) + [∂aD(g)]D−1(g), (11.124)

which is the generalization of the gauge transformations (2.104). The covariant eld
strength with the transformation property (11.123) is obtained from this by forming
the nonabelian curl

Fab = ∂aAb − ∂bAa − [Aa, Ab]. (11.125)

This kind of gauge transformations and covariant eld strengths appear in non-
abelian gauge theories used to describe the vector bosons W 0,± and Z0 of weak
interactions, where the gauge group is SU(2). They are also needed to describe the
octet of gluons G1,...,8 in the theory of strong interactions, where the gauge group
is SU(3). In either case, the representation matrices D(g) belong to the adjoint
representation of the gauge group.

Now we observe that the transformation law (11.100) of the ane connection
can be written in a way completely analogous to the transformation law (11.124) of
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a nonabelian gauge eld. For this we consider Γλ
µν as the matrix elements of four

4× 4 matrix Γµ matrices:

Γµν
λ = (Γµ)ν

λ. (11.126)

Then (11.101) may be viewed as a matrix equation

′
µ′(x′) = αµ′

µ


α µ(x)α
−1 + (∂µα)α

−1


. (11.127)

This equation is a direct generalization of Eq. (11.124) to the case that the symmetry
group acts also on the spacetime coordinates. To achieve covariance, the vector index
µ of the gauge eld must be transformed accordingly.

Actually, this observation comes as no surprise if we remember the original pur-
pose of introducing the connection Γµν

λ. It served to form the covariant derivatives
(11.85) and (11.90). Equation (11.127) shows that the connection may be viewed
as a nonabelian gauge eld of the group of local general coordinate transformations
αµ

ν(x). Einstein vectors and tensors in curvilinear coordinates are the associated
gauge covariant quantities.

By analogy with the eld strength (16.15), we can immediately write down a
covariant curl of the matrix eld µ:

Rµν ≡ ∂µ ν − ∂ν µ − [ µ, ν ] , (11.128)

which should transform like a tensor under general coordinate transformations. In
component form, this tensor reads

Rµνλ
σ = ∂µΓνλ

σ − ∂νΓµλ
σ − Γµλ

δ
Γνδ

σ + Γνλ
δ
Γµδ

σ. (11.129)

The covariance properties of Rµνλ
κ follow most easily by realizing that, in terms of

the basic tetrads ea
µ, the covariant curl has the simple representation

Rµνλ
σ = ea

σ (∂µ∂ν − ∂ν∂µ) e
a
λ = −eaλ (∂µ∂ν − ∂ν∂µ) ea

σ. (11.130)

The rst line is obtained directly by inserting Γµν
λ = ea

λ∂µe
a
ν into (11.128), and

executing the derivatives


∂µΓνλ
κ − (ΓµΓν)λ

κ


− [µ ↔ ν]

=


∂µea
κ∂νe

a
λ + ea

κ∂µ∂νe
a
λ + eb

ρ∂µe
b
λe

a
ρ∂νea

κ


− (µ ↔ ν)

= ea
κ (∂µ∂ν − ∂ν∂µ) e

a
λ. (11.131)

The second line in (11.131) is obtained from the rst by inserting Γµν
λ = −eaν∂µea

λ

or Γνρ
κ = ea

κ∂νe
a
ρ.

We are now ready to realize another property of Minkowski spacetime. Just as
this spacetime had a vanishing torsion tensor for any curvilinear parametrization,
it also has a vanishing curvature tensor. The representation (11.130) shows that a
spacetime xµ can have curvature only if the derivatives of the mapping functions
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xa → xµ are not integrable in the Schwarz sense. Expressed dierently, the vanishing
of Rµνλ

κ follows from the obvious fact that

Rµνλ
κ = ea

κ (∂µ∂ν − ∂ν∂µ) e
a
λ ≡ 0 (11.132)

for the trivial choice of the basis tetrad ea
κ = δa

κ. Together with the tensor trans-
formation law (11.64) we nd that Rµνλ

κ remains identically zero in any curvilinear
parametrization of Minkowski spacetime.

From the tetrad expression for Rµνλ
κ the tensor transformation law is easily

found [using (11.60)]

Rµνλ
κ(x) → R′

µ′ν′λ′

κ′

(x′)

= ea
x′

(x′)


∂′
µ′∂

′
ν′ − ∂′

ν′∂
′
µ′



e′aλ′(x)

= ακ′

καµ′

µea
κ(x) (∂µ∂ν − ∂ν∂µ)



αλ′

λeaλ


= αµ′

µαν′
ναλ′

λακ′

κRµνλ
κ(x)

+αµ′

µαν′
νακ′

λ



(∂µ∂ν − ∂ν∂µ)αλ′

λ


. (11.133)

Since general coordinate transformations are assumed to be smooth, the derivatives
in front of αλ′

λ commute and Rµνλ
κ is a proper tensor. It is called the curvature

tensor .
By construction, this curvature tensor is antisymmetric in the rst index pair.

A property that is not so easy to see is the antisymmetry with respect to the second
index pair, if the last index is lowered to Rµνλκ ≡ Rµνλ

σgκσ:

Rµνλκ = −Rµνκλ (11.134)

Indeed, if we calculate the dierence between the two sides using the denition
(11.130) we nd

Rµνλκ + Rµνκλ = eaκ (∂µ∂ν − ∂ν∂µ) e
a
λ + eaλ (∂µ∂ν − ∂ν∂µ) e

a
κ

= ∂µ∂ν (eaκe
a
λ)− ∂ν∂µ (eaκe

a
λ)

= (∂µ∂ν − ∂ν∂µ) gλκ. (11.135)

The physical observability requires the metric

gλκ(x) =
∂xa

∂xλ

∂xa

∂xκ
(11.136)

to be a smooth single-valued function, so that it satises the integrability condition

(∂µ∂ν − ∂ν∂µ) gλκ = 0. (11.137)

Inserting this into Eq. (11.135) proves that the Riemannian-Cartan curvature tensor
is indeed antisymmetric in the last two indices [3]. According to the denition given
after Eq. (2.89), this antisymmetry is therefore a Bianchi identity.
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An integrability assumption of the type (11.137) must also be imposed upon the
ane connection to make it a physically observable eld:

(∂µ∂ν − ∂ν∂µ)Γλκ
δ = 0. (11.138)

This integrability condition gives rise to the famous Bianchi identity of Riemann-
Cartan spacetimes to be derived in Section 12.5.

It should be pointed out that a nonvanishing curvature tensor has the conse-
quence that covariant derivatives no longer commute. If we form

DµDµvλ −DνDµvλ (11.139)

we nd using (11.85), (11.90), and (11.129):

DνDµvλ −DµDνvλ = −Rνµλ
κvκ − 2Sνµ

ρRρvλ,

DνDµv
κ −DµDνv

κ = Rνµλ
κvλ − 2Sνµ

ρDρv
κ. (11.140)

Since Rµνλ
κ is a tensor, it can be contracted with the metric tensor to form

covariant quantities of lower rank. There are two possibilities

Rµν ≡ Rκµν
κ (11.141)

called the Ricci tensor and

R = Rµνg
µν (11.142)

called the scalar curvature. A combination of both

Gµν ≡ Rµν −
1

2
gµνR (11.143)

was introduced by Einstein and is therefore called the Einstein curvature tensor . It
can also be written as

Gνµ =
1

4
eµαβγeνα

δτRβγδτ , (11.144)

where eµνλκ is the contravariant version of the Levi-Civita tensor dened in Ap-
pendix 11A. The equality between (11.144) and (11.143) follows directly from the
curved-spacetime version of the identity (1A.24).

11.7 Riemann Curvature Tensor

Actually, Einstein worked with a related tensor which deals exclusively with the
Riemann part of the connection and the curvature tensor. Since the contortion Kµν

λ

is a tensor, the Riemann part Γ̄µν
λ of Γµν

λ has the same transformation properties
(11.104) as Γλ

µν , and we can form the Riemann curvature tensor

R̄µνλ
σ = ∂µΓ̄νλ

σ − ∂ν Γ̄µλ
σ − Γ̄µλ

ρ
Γ̄νρ

σ + Γ̄νλ
ρ
Γ̄µρ

σ. (11.145)
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Contrary to Rµνλ
κ in Eq. (11.129), this curvature tensor can be expressed completely

in terms of derivatives of the metric [recall (11.21), (11.23)]. The dierence between
the two tensors is the following function of the contortion tensor

Rµνλ
κ − R̄µνλ

κ = D̄µKνλ
κ − D̄νKµλ

κ − (Kµλ
ρKνρ

κ −Kνλ
ρKµρ

κ) , (11.146)

where D̄µ denotes the Riemann-covariant derivative (11.116) formed with the
Christoel part of the connection.

Note that Eq. (11.146) is compatible with the antisymmetry of Rµνλκ and R̄µνλκ

in the rst and second index pairs. For the rst index pair, where the antisymmetry
is implied by the denitions (11.129) and (11.145), the dierence in (11.146) has
obviously the same antisymmetry. The antisymmetry of the dierence in the second
index pair λκ is a consequence of the antisymmetry of the contortion tensor Kνλκ

in the last two indices.
In addition the curvature tensor R̄µνλκ is symmetric under the exchange of the

rst and the second index pair

R̄µνλκ = R̄λκµν . (11.147)

This can be shown by expressing the rst two terms in (11.145) as derivatives of the
metric tensor

R̄µνλκ=



gκδ∂µ
gδσ

2
(∂νgλσ+∂λgνσ−∂σgνλ)



−[µ ↔ ν]−gκδ


Γ̄µλ
ρ
Γ̄νρ

δ−Γ̄νλ
ρ
Γ̄µρ

δ


,

(11.148)

and using (11.97) to express ∂µg
δσ in terms of Christoel symbols,

gκδ∂µg
δσ = − (∂µgκδ) g

δσ

= −


Γ̄µκ
τgτδ + Γ̄µδ

τgκτ


gδσ = −Γ̄µκ
σ − Γ̄µδκg

δσ. (11.149)

In this way we obtain

R̄µνλκ =
1

2
[(∂µ∂λgνκ − ∂µ∂κgνλ)− (µ ↔ ν)]

−


Γ̄µκ
σ + Γ̄µκ′κg

λσ


Γ̄νλσ − (µ ↔ ν)


−


Γ̄µλ
ρ
Γ̄νρκ − Γ̄νλ

ρ
Γ̄µρκ



.(11.150)

A further use of relation (11.97) brings the second line to

−1

2



Γ̄µκ
σ + gδσΓ̄µδκ

 

Γ̄νλσ + Γ̄νσλ



+ (λ ↔ ν)− Γ̄σνλ − Γ̄σλν



− {µ ↔ ν} ,

and we nd that almost all terms cancel, due to the symmetry of Γ̄µνλ in µν. Only

−


Γ̄µκ
σ
Γ̄νλσ + Γ̄µδκΓ̄νλ

δ


+ (µ ↔ ν)
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survives, whose second term cancels the third line in (11.150), bringing R̄µνλκ to the
form

R̄µνλκ =
1

2
[(∂µ∂λgνκ − ∂µ∂κgνλ)− (µ ↔ ν)]−



Γ̄µκ
σ
Γ̄νλσ − Γ̄νκ

σ
Γ̄µλσ



. (11.151)

This expression shows manifestly the symmetry µν ↔ λκ as a consequence of the
integrability property (∂µ∂ν − ∂ν∂µ) gλκ = 0. The same property makes R̄µνλκ anti-
symmetric under the exchange µ ↔ ν, as follows from Eqs. (11.135) and (11.146).

By contracting (11.151) with gνλgµκ, we can derive the following compact ex-
pression for the curvature scalar

√
−gR̄= ∂λ



(gµν
√
−g)



Γ̄µν
λ−δµ

λ
Γ̄νκ

κ


+
√
−ggµν



Γ̄µλ
κ
Γ̄νκ

λ−Γ̄µν
λ
Γ̄λκ

κ


. (11.152)

It is instructive to check this equation. For this we use the identity (11.149) in the
form

∂κgµν = −gµσgντ∂κg
στ = Γ̄κµν + Γ̄κνµ. (11.153)

In addition, we employ the identity

∂λ
√−g =

1

2

√−ggστ∂λgστ = Γ̄λµ
µ, (11.154)

which follows directly from Eq. (11A.23). Combining these we derive

∂λ(g
µν
√
−g) =

√
−g



−gµσΓ̄λσ
ν − gνσΓ̄λσ

µ + gµνΓ̄λσ
σ


. (11.155)

This allows us to rewrite the rst term in (11.152) as

∂λ(g
µν√−g)



Γ̄µν
λ − δµ

λ
Γ̄νκ

κ


(11.156)

=
√−g



−gµσΓ̄σλ
ν − gνσΓ̄σλ

µ + gµνΓ̄σλ
σ
 

Γ̄λµν − δµ
λ
Γ̄κν

κ


= −2
√−g



Γ̄µνσg
µλgνκΓ̄λκ

σ − Γ̄λσ
σgλκΓ̄κµ

µ


.

As a consequence, Eq. (11.152) becomes

√
−gR̄ =

√
−g



gµνgλκ


∂λΓκµν − ∂µΓνλκ − gστ Γ̄λσµΓ̄κτν + Γ̄σλ
σ
Γ̄κµν



, (11.157)

which is the contraction of the dening equation (11.145) for the Riemann curvature
tensor with δµσg

νλ.

Appendix 11A Curvilinear Versions of Levi-Civita Tensor

In Appendix 1A we have listed the properties of the Levi-Civita tensor ǫa1...aD in
Euclidean space as well as Minkowski spacetime. These properties acquire little
change if the spacetimes are reparametrized with curvilinear coordinates. To be
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specic, we consider only a four-dimensional Minkowski spacetime whose metric
arises from a coordinate transformation of (1A.21). The same formulas hold also if
the spacetime is curved. The curvilinear Levi-Civita tensor is

eµ1... µD =
1√−g

ǫµ1... µD , (11A.1)

where

−g ≡ det (−gµν) (11A.2)

is the positive determinant of −gµν , and
√−g is the positive square root of it. Just

as ǫa1...aD was a pseudotensor under Lorentz transformations [recall (1A.11)], eµ1... µD

is a pseudotensor under general coordinate transformations, which transform

ǫµ1... µD → αµ1
ν1 · · ·α

µD
νDǫ

ν1... νD = det (α) ǫµ1... .µD . (11A.3)

Since gµν is transformed as

gµν → αµ
λαν

κgλκ, (11A.4)

its determinant behaves like

g → det


αµ
λ
2

g = det (αµ
ν)

−2 g. (11A.5)

Hence

eµ1... µD → det (αµ
ν)

|det (αµ
ν) |

eµ1... µD , (11A.6)

showing the pseudotensor property.
The same thing holds for the tensor

eµ1... µD
=

√−g ǫµ1... µD
. (11A.7)

It arises from eν1... µD by multiplication with gµ1ν1 · · · gµDνD , as it should.
The co- and contravariant antisymmetric tensors eµ1... µD

, eµ1... µD share an im-
portant property with the symmetric tensors gµ1µ2

, gµ1µ2 . All of them are invariant
under covariant dierentiation:

Dλeµ1... µD
= 0, Dλe

µ1... µD = 0. (11A.8)

Indeed, since eµ1... µD
is a tensor, we can write this equation explicitly as

∂λeµ1... µD
= Γλµ1

ν1eν1µ2... µD
+ Γλµ2

ν2eµ1ν2... µD
+ . . .+ ΓλµD

νDeµ1µ2... νD . (11A.9)

Using eµ1... µD
=

√−gεµ1... µD
, the left-hand side is equal to

1√−g



∂λ
√−g



eµ1... µD
, (11A.10)
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from which the equality follows from the covariant version of the identity (1A.27):

eµ1... µD
gστ = eτµ2... µD

gσµ1
+ eµ1τ ... µD

gσµ2
+ . . .+ eµ1µ2... τgσµD

, (11A.11)

after multiplying it by gσδΓλδ
τ .

An important consequence of the vanishing covariant derivative of the antisym-
metric tensors in Eq. (11A.8) is that antisymmetric products satisfy the covariant
version of the chain rule of dierentiation without an extra term. For instance, the
vector product in three curved dimensions

(x×w)µ = eµλκx
λwκ (11A.12)

has the covariant derivative

Dσ(x×w) = Dσx×w + x×Dσw, (11A.13)

just as in at spacetime. The same rule applies, of course, to the scalar product

x ·w = gµνv
µωλ, (11A.14)

as a consequence of the vanishing covariant derivative of the metric in Eq. (11.94):

Dσ(x ·w) = Dσx ·w + x ·Dσw. (11A.15)

The determinant of an arbitrary tensor tµν is given by a formula similar to (1A.9)

det (tµν)=
1

D!
ǫµ1...µDǫν1...νDtµ1ν1 . . . tµDνD=− g

D!
eµ1...µDeν1...νDtµ1ν1 . . . tµDνD . (11A.16)

The determinant of tµ
ν , on the other hand, is equal to

det (tµ
ν) = − 1

D!
ǫµ1...µDǫν1...νDtµ1

ν1 = − 1

D!
eµ1...µDeν1...νDtµ1

ν1 . . . tµD

νD , (11A.17)

in agreement with the relation det (tµ
ν) = det



tµλg
λν


= det (tµν) g
−1.

The covariant tensors eν1...νD are useful for writing down explicitly the cofactors
Mν

µ in the expansion of a determinant.

det (tµ
ν) =

1

D
tµ

νMν
µ. (11A.18)

By comparison with Eq. (11A.17) we identify:

Mν1
µ1 = − 1

(D − 1)!
ǫµ1...µDǫν1...νDtµ2

ν2 . . . tµD

νD . (11A.19)

The inverse of the matrix tµ
ν has then the explicit form



t−1


ν

µ =
1

det (tµν)
Mν

µ. (11A.20)
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For a determinant det (tµν) we nd, similarly,

det (tµν) =
1

D
tµνM

µν , (11A.21)

with

Mµ1ν1 =
1

(D − 1)!
eµ1...µDeν1...νDtµ2ν2 . . . tµDνD

= det (tµν)


t−1
µ1νν1

. (11A.22)

This equation is useful for calculating variations of the determinant g upon variations
of the metric gµν , which will be needed later in Eq. (15.25). Inserting gµν into
(11A.16) and using the rst line of (11A.22), we nd immediately

δg =
1

D!
ǫµ1...µDǫν1...νDδ (gµ1ν1 gµ2ν2 . . . gµDνD)

=
1

(D − 1)!
ǫµ1...µDǫν1...νDδgµ1ν1gµ2ν2 . . . gµDνD = δgµνM

µν = det (gµν) g
µνδgµν

= ggµνδgµν . (11A.23)

The identity gµνgνλ = δµλ implies opposite signs of co- and contravariant variations:

gλµδgµν = −gνκδg
λκ, (11A.24)

so that δgλκ = −gλµgκνδgµν and

δg = ggµνδgµν = −ggµνδg
µν . (11A.25)

Another way of deriving this result employs the identity valid for any nonsingular
matrix A:

detA = etr logA, (11A.26)

from which we nd

δ detA = detA δ(tr logA) = detA tr(A−1δA). (11A.27)

Replacing A by the metric gives directly (11A.23).
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In such spaces, the correction is dened as

Γµν
λ ≡ ea

λ (∂µ −Dµ) e
a
ν

and can be decomposed as

Γµν
λ ≡ ea

λ (∂µ−Dλ) e
a
ν = Γ̄µν

λ −


Sλ
µν − Sλ

νµ + Sλ
νµ



+
1

2
(Qµ

λ
ν −Qλ

νµ +Qλ
νµ),

with Sµν
λ from Eq. (11.107).

[3] In the more general geometries of the previous remark, there can also exist a
nonzero symmetric part

Rµνλκ + Rµνκλ = [DµQνλκ − (ν ↔ µ)] + 2Sµν
ρQρλκ .



Get your facts rst,

and then you can distort them as much as you please.

Mark Twain (1835–1910)

12
Torsion and Curvature from Defects

In the last chapter we have seen that Minkowski spacetime has neither torsion nor
curvature. The absence of torsion follows from its tensor property, which was a con-
sequence of the commutativity of derivatives in front of the innitesimal translation
eld

(∂µ∂ν − ∂ν∂µ) ξ
κ(x) = 0. (12.1)

The absence of curvature, on the other hand, was a consequence of the integrability
condition (11.31) of the transformation matrices

(∂µ∂ν − ∂ν∂µ)α
κ
λ(x) = 0. (12.2)

Innitesimally, this implies that

(∂µ∂ν − ∂ν∂µ) ∂λξ
κ(x) = 0, (12.3)

i.e., that derivatives commute in front of derivativesof the innitesimal translation
eld.

The situation is similar to those in electromagnetism in Chapter 4. Arbitrary
gauge transformations (2.104) whose gauge functions Λ(x) have commuting deriva-
tives [see (2.105)] do not change the electromagnetic elds in spacetime. In partic-
ular, a eld-free spacetime remains eld-free. In Subsection 4.3 we have seen how-
ever, that it is possible to generate thin nonzero magnetic eld tubes in a eld-free
spacetime by performing multivalued gauge transformations which violate Schwarz’
integrability conditions. It is useful to imagine these coordinate transformations
as being plastic distortions of a world crystal . Ordinary single-valued coordinate
transformations correspond to elastic distortions of the world crystal which do not
change the geometry represented by defects.

In Chapter 9 we have shown that the theoretical description of crystals with
defects is very similar to that of electromagnetism in terms of a multivalued scalar
eld. This suggests a simple way of constructing general ane spacetimes with
torsion or curvature or both from a Minkowski spacetime by performing multivalued
coordinate transformations which do not satisfy (12.1) and (12.3).

346
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12.1 Multivalued Innitesimal Coordinate Transformations

Let us study the properties of spacetimes which can be reached from basis tetrads
ea

µ = δa
µ, eaµ = δaµ by applying innitesimal multivalued coordinate transformations

ξκ(x). According to (11.68), the new basis tetrads are

ea
µ = δa

µ − ∂aξ
µ, eaµ = δaµ + ∂µξ

a, (12.4)

and the metric is

gµν = eaµeaν = ηµν + (∂µξν + ∂νξµ) , (12.5)

where ηµν denotes the Minkowski metric (1.29). The dierent notation with respect
to (1.29) is necessary in order to adhere to our convention that Greek subscripts
refer to curvilinear coordinates (otherwise we would have had to write somewhat
clumsily gab|a=µ,b=ν).

Inserting the basis tetrads (12.4) into Eq. (11.91) we nd the ane connection

Γµν
λ = ∂µ∂νξ

λ, (12.6)

and from this the torsion and curvature tensors

Sµν
λ =

1

2
(∂µ∂ν − ∂ν∂µ) ξ

λ, Rµνλ
κ = (∂µ∂ν − ∂ν∂µ) ∂λξ

κ. (12.7)

Since ξλ are innitesimal displacements, we can lower the last index in both equa-
tions with an error quadratic in ξκ, and thus negligible for small ξκ, so that

Γµνλ = ∂µ∂νξλ, Sµνλ =
1

2
(∂µ∂ν − ∂ν∂µ) ξλ, Rµνλκ = (∂µ∂ν − ∂ν∂µ) ∂λξκ. (12.8)

The curvature tensor is trivially antisymmetric in the rst two indices [as in
(11.134)].

For singular ξ(x), the metric and the connection are, in general, also singular.
This would cause diculties in performing consistent length measurements and par-
allel displacements. To avoid such diculties, Einstein postulated that the metric
gµν and the connection Γµν

λ should be smooth enough to permit two dierentiations
which commute which each other, as stated earlier in (11.137) and (11.138). For
the innitesimal expressions (12.4) and (12.5), these properties imply that we must
consider only such singular coordinate transformations which satisfy the condition

(∂µ∂ν − ∂ν∂µ) (∂λξκ + ∂κξλ) = 0, (12.9)

(∂µ∂ν − ∂ν∂µ) ∂σ∂λξκ = 0. (12.10)

The integrability conditions (12.9) show again, now for the linearized metric, that
the curvature tensor (12.12) is antisymmetric in the last two indices [recall (11.135)].
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The pure Christoel part of the connection is btained by inserting (12.5) into
(11.23):

Γ̄µνκ=
1

2
{µν, κ}=

1

2
[∂µ (∂νξκ+∂κξν) + ∂ν (∂µξκ+∂κξµ)− ∂κ (∂µξν+∂νξµ)] . (12.11)

For completeness let us also write down the innitesimal form of the decompo-
sition (11.110) of the connection into the Christoel part and the contortion tensor
obtained by inserting (12.11) into (11.110):

Γµνκ = {µν, κ}+Kµνκ, (12.12)

with

Kµνλ =
1

2
(∂µ∂ν − ∂ν∂µ) ξλ −

1

2
(∂ν∂λ − ∂λ∂ν) ξµ +

1

2
(∂λ∂µ − ∂µ∂λ) ξν

=
1

2
∂µ (∂νξλ − ∂λξν) +

1

2
∂λ (∂νξµ + ∂µξν)−

1

2
∂ν (∂λξµ + ∂µξλ) . (12.13)

From the Christoel symbol we nd the Riemann curvature tensor

R̄µνλκ =
1

2
∂µ [∂ν (∂λξκ + ∂κξλ) + ∂λ (∂νξκ + ∂κξν)− ∂κ (∂νξλ + ∂λξν)]

= −1

2
∂ν [∂µ (∂λξκ + ∂κξλ) + ∂λ (∂µξκ + ∂κξµ)− ∂κ (∂µξλ + ∂λξλ)] . (12.14)

Due to the integrability condition (12.10) the rst terms in each line cancel and this
becomes

R̄µνλκ =
1

2
{[∂µ∂λ (∂νξκ + ∂κξν)− (µ ↔ ν)]− (λκ)} . (12.15)

The geometry generated in this way coincides with the geometry generated in
crystals by innitesimal multivalued displacements of the atoms. The innitesimal
singular transformations of spacetime

xa → xµ =


xa − ξa


xb


δa
µ (12.16)

correspond roughly to the innitesimal displacements of atoms of Section 9.2:

xn → x′
n = xn + u(xn), (12.17)

where x′
n are the shifted positions, as seen from an ideal reference crystal. If we

change the point of view to an intrinsic description, i.e., if we measure coordinates
by counting the number of atomic steps within the distorted crystal, then the atoms
of the ideal reference crystal are displaced by

xn → x′
n = xn − u(xn), (12.18)
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This corresponds now precisely to the transformations (12.16). Hence the noncom-

mutativity of derivatives in front of singular coordinate changes ξa


xλ


is com-

pletely analogous to that in front of crystal displacements ui(x). In crystals this
was a signal for the presence of defects. For the purpose of a better visualization,
let us restrict our consideration to the three-dimensional at sub-spacetime of the
Minkowski spacetime. Then we have to identify the physical coordinates of material
points xa for a = 1, 2, 3 with the previous spatial coordinates1 xi for i = 1, 2, 3,
and ∂a = ∂/∂xa(a = i) with the previous derivatives ∂i. The innitesimal transla-
tions ξa=i(x) in (11.143) are equal to the displacements ui(x). The associated basis
tetrads are, as in (12.4),

e′a = δia − ∂aui, eai = δai + ∂iua, (12.19)

and the metric becomes, as in (12.5),

gij = eaie
a
j = δij + ∂iuj + ∂jui = δij + 2uij. (12.20)

The connection is simply

Γijk = ∂i∂juk (12.21)

with torsion and curvature tensors

Sijk =
1

2
(∂i∂j − ∂j∂i) uk, Rijkl = (∂i∂j − ∂j∂i) ∂kul. (12.22)

The integrability conditions (12.9) and (12.10) can be combined to the three relations

(∂i∂j − ∂j∂i) (∂kul + ∂luk) = 0, (12.23)

(∂i∂j − ∂j∂i) ∂n (∂kui + ∂1uk) = 0, (12.24)

(∂i∂j − ∂j∂i) ∂k (∂kui − ∂luk) = 0. (12.25)

They state that the strain tensor, its derivative, and the derivative of the local
rotation eld are all twice-dierentiable single-valued functions everywhere. It was
argued that this should be true in a crystal. We can take advantage of the rst
condition and write the curvature tensor alternatively as

Rijkl = (∂i∂j − ∂j∂i)
1

2
(∂kul − ∂luk) . (12.26)

The antisymmetry in ij and kl suggests, in three dimensions, the introduction of a
tensor of second rank analogous to (11.144)

Gji ≡
1

4
eiklejmnR

klmn, (12.27)

1When working with four-vectors it is conventional to consider the upper indices as physical
components. In purely three-dimensional calculations we employ the metric gab = δab such that
xa=i and xi are the same.
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where eijk is the covariant Levi-Civita tensor dened in Eq. (11A.7). The tensor Gji

coincides with the Einstein tensor (11.143) due to the identity (1A.17). Inserting
here Rijkl of Eq. (12.22), we nd in linear approximation

Gij = ǫikl∂k∂l



1

2
ǫjmn∂mun



. (12.28)

The expression in parentheses is the local rotation ωj =
1
2
ǫjmn∂mun, implying that

the Einstein curvature tensor can be written as

Gji = ǫikl∂k∂lωj. (12.29)

Let us also form the Einstein tensor Ḡij associated with the Riemann curvature
tensor R̄ijkl. Using (12.15) we nd

Ḡji = ǫiklǫjmn∂k∂m 1
2 (∂lun + ∂nul) . (12.30)

In the discussion of crystal defects we have introduced the following measures for
the noncommutativity of derivatives. The dislocation density

αij = ǫikl∂k∂luj, (12.31)

the disclination density

θij = ǫikl∂k∂lωj, (12.32)

and the defect density

ηij = ǫiklǫjmn∂k∂mulm. (12.33)

Comparison with (12.15) shows that αij is directly related to the torsion tensor
Skl

i = 1
2
(Γkl

i − Γlk
i):

αij ≡ ǫiklΓklj ≡ ǫiklSklj. (12.34)

Hence torsion is a measure of the translational defects contained in the multivalued
coordinate transformations, which may be pictured as combinations of elastic plus
plastic distortions of our world crystal.

We can also use the decomposition (11.115) and write, due to the symmetry of
the Christoel symbol {kl, j} in kl:

αij = ǫiklKklj, (12.35)

where Kklj is the contortion tensor. In terms of the displacement eld u(x),

Kijk =
1

2
∂j (∂juk − ∂kuj)−

1

2
[∂j (∂kuj + ∂iuk)− (j ↔ k)]

= ∂iωjk − (∂juki − ∂kuji) . (12.36)
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Since Kijk is antisymmetric in jk, it is useful to introduce the tensor of second rank
called Nye contortion tensor :

Kln =
1

2
Kkljǫljn. (12.37)

Inserting this into (12.35) we see that

αij = −Kji + δijKll. (12.38)

In terms of the displacement and rotation elds, one has

Kil = ∂iωl − ǫlkj∂jukj. (12.39)

Consider now the disclination density θij . Comparing (12.33) with (12.29) we see
that it coincides exactly with the Einstein tensor Gjl formed from the full curvature
tensor

θij ≡ Gji. (12.40)

The defect density (12.33), nally, coincides with the Einstein tensor formed from
the Riemann curvature tensor:

ηij = Ḡij . (12.41)

The defect relation (9.110) can be rewritten with the the help of the torsion tensor
(12.34) as

Ḡij = Gij −
1

2
∂m (Sij,m − Sjm,i + Smij + 2δimSj − 2δjiSm) . (12.42)

Hence we can conclude: Spacetime with small torsion and curvature can be gener-
ated from a Minkowski spacetime via multivalued coordinate transformations. It is
completely equivalent to a crystal containing dislocations and disclinations after a
plastic deformation.

In Minkowski spacetime, the trajectories of free particles are straight lines. In
spacetime with defects, this is no longer possible and particles run along the straight-
est possible path. In Einstein’s theory, the motion of mass points in a gravitational
eld is governed by the principle of shortest path in the geometry dened by metric
gµν . There the metric contains all gravitational eects in the world crystal. The
motion of particles in the world crystal will be discussed later in Chapter 14.

The natural length scale of gravitation is the Planck length which is the following
combination of Newton’s gravitational constant GN ≈ 6.673× 10−8 cm3/g s2 [recall
(1.3)] with the light velocity c (≈ 3×1010 cm/s) and Planck’s constant h̄ (≈ 1.05459×
10−27 erg/s):

lP =



c3

GNh̄

−1/2

≈ 1.616× 10−33cm. (12.43)
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The Planck length is an extremely small quantity. It is by a factor 10−25 smaller
than an atom, which is roughly the ratio between the radius of an atom (≈ 10−8 cm)
and the radius of the solar system (≈ 1010 km). Such small distances are at present
beyond any experimental resolution, and will probably be so in the distant future.
Particle accelerators are presently able to probe distances which are still 10 orders
of magnitude larger than lP. Considering the fast growing costs of accelerators
with higher energy, it is unimaginable, that they will be able to probe distances
near the Planck length for many generations to come. This length may therefore
be considered as the shortest length accessible to experimental physics. Thus the
Planck length lP may easily be imagined as the lattice constant of our world crystal
with defects, without running into experimental contradictions.

The mass whose Compton wavelength is lP,

mP =
h̄

clP
=



h̄c

GN

= 1.221 047(79)× 1019GeV

= 0.021 7671(14)mg = 1.30138(6)× 1019mproton, (12.44)

is called the Planck mass . Being 19 orders of magnitude larger than the proton
mass, it is much larger than any elementary particle mass.

12.2 Examples for Nonholonomic Coordinate
Transformations

It may be useful to give a few explicit examples of multivalued mappings xµ(xa)
leading from a at spacetime to a spacetime with curvature and torsion. We shall
do so by appealing to actual physical situations. For simplicity, we consider two
dimensions. Imagine an ideal crystal with atoms placed at xa = (n1, n2) with
innitesimal lattice constant b.

12.2.1 Dislocation

The simplest example for a crystalline defect is the edge dislocation and the edge
disclination shown in Fig. 12.1. The mapping transforms the lattice points to new
distorted positions of which xµ(xa) are the Cartesian coordinates. There exists no
one-to-one mapping between the two gures since the excessive atoms in the middle
horizontal layer xa < 0, x2 = 0 have no correspondence in xa spacetime. In the
continuum limit of an innitesimally small Burgers vector, the mapping can be
described by the multivalued function

x̄1 = x1, x̄2 = x2 − b

2π
φ(x), (12.45)

where

φ(x) = arctan
x2

x1
(12.46)
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Figure 12.1 Edge dislocation in a crystal associated with a missing semi-innite plane of

atoms. The multivalued mapping from the ideal crystal to the crystal with the dislocation

introduces a δ-function type torsion in the image space.

with the multivalued denition of arctg. On the physical Riemann sheet it is equal
to ±π for x1 = 0, x2 = ±ǫ. Its dierential version is

dx̄1 = dx1 (12.47)

dx̄2 = dx2 +
b

2π

1

(x1)2 + (x2)2



x2dx1 − x1dx2


(12.48)

with the basis diads eaµ = ∂x̄a/∂xµ

eaµ =







1 0
b

2π

x2

(x1)2 + (x2)2
− b

2π

x1

(x1)2 + (x2)2





 . (12.49)

We have used the notation x̄a ≡ xa in order to distinguish xa=1,2 from xµ=1,2.
Let us now integrate dxµ over a Burgers circuit which consists of a closed circuit

C (xµ) in xµ-space around the origin,

ba =


C(xµ)
dx̄a =



C(xµ)
dxµ ∂x̄

a

∂xµ
=



C(xµ)
dxµeaµ. (12.50)

Inserting (12.47) and (12.48) we see that

b1 =


C(xµ)
dx1̄ =



C(xµ)
dxµ ∂x

1̄

∂xµ
=



C(xµ)
dxµe1µ = 0, (12.51)

b2 =


C(xµ)
dx2̄ =



C(xµ)
dxµ ∂x

2̄

∂xµ
=



C(xµ)
dxµe2µ = −b. (12.52)

It is easy to calculate the torsion tensor Sa
µν associated with the multivalued mapping

(12.47) and (12.48). Because of its antisymmetry, only S12
1 and S12

2 are indepen-
dent. These become

S12
2 = ∂1e

2
2 − ∂2e

2
1 = ∂1

∂x̄2

∂x2
− ∂2

∂x̄2

∂x1
= −bδ(2)(x),

S1
12 = ∂1e

1
2 − ∂2e

1
1 = ∂1

∂x̄1

∂x2
− ∂2

∂x̄2

∂x1
= 0. (12.53)
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We may write this result with the Burgers vector ba = (0, b) in the form

Sa
µν = baδ(2)(x). (12.54)

Let us now calculate the curvature tensor for this defect which is

Rµνλκ = eaκ (∂µ∂ν − ∂ν∂µ) e
a
λ. (12.55)

Since eaµ in (12.49) is single-valued, derivatives in front of it commute. Hence Rµνλκ

vanishes identically,

Rµνλκ ≡ 0. (12.56)

A pure dislocation gives rise to torsion but not to curvature.

12.2.2 Disclination

As a second example for a multivalued mapping, we generate curvature by the
transformation

xī = δiµ



xµ +
Ω

2π
ǫµνx

νφ(x)


, (12.57)

with the multi-valued function (12.46). The symbol ǫµν denotes the antisymmetric
Levi-Civita tensor. The transformed metric

gµν = δµν −
Ω

π
ǫµνǫ

µ
λ

xλxκ

xσxσ

. (12.58)

is single-valued and has commuting derivatives. The torsion tensor vanishes since
(∂1∂2 − ∂2∂1)x

1,2 is proportional to x2,1δ(2)(x) = 0. The local rotation eld ω(x) ≡
1
2(∂1x

2 − ∂2x
1), on the other hand, is equal to the multi-valued function −Ωφ(x),

thus having the noncommuting derivatives:

(∂1∂2 − ∂2∂1)ω(x) = −Ωδ(2)(x). (12.59)

To lowest order in Ω, this determines the curvature tensor, which in two dimensions
possesses only one independent component, for instance R1212. Using the fact that
gµν has commuting derivatives, R1212 can be written as

R1212 = (∂1∂2 − ∂2∂1)ω(x). (12.60)

In defect physics, the mapping (12.57) is associated with a disclination which
corresponds to an entire section of angle α missing in an ideal atomic array (see
Fig. 10.2).

12.3 Dierential Geometric Properties of Ane Spaces

Up to now we have studied only ane spacetimes obtained from a Minkowski space-
time by innitesimal defects. In reality, defects can pile up, and the full ane
spacetime requires a nonlinear formulation, which will now be developed.
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12.3.1 Integrability of Metric and Ane Connection

The general, ane spacetime will be characterized by the same type of integrability
conditions as the spacetime with innitesimal defects stated in Eqs. (12.9) and
(12.10). In the nonlinear formulation, these conditions are imposed upon metric
and ane connection:

(∂µ∂ν − ∂ν∂µ) gλκ = 0, (12.61)

(∂µ∂ν − ∂ν∂µ)Γ
κ
σλ = 0. (12.62)

Remember that the rst condition ensures the antisymmetry of the curvature tensor
in the last two indices [see (11.135)]. By antisymmetrizing the second condition in
σλ it can also be replaced by an integrability condition for the torsion

(∂µ∂ν − ∂ν∂µ)Sσλ
κ = 0. (12.63)

Moreover, using the decomposition (11.115), the Christoel symbol is seen to be
integrable as well:

(∂µ∂ν − ∂ν∂µ)



κ

σλ



= 0. (12.64)

There exists also the nonlinear version of Eq. (12.24):

(∂µ∂ν − ∂ν∂µ) ∂σgλκ = 0. (12.65)

To prove this we note that products of integrable functions f and g are themselves
integrable since

(∂µ∂ν − ∂ν∂ν) (fg) = [(∂µ∂ν − ∂ν∂µ) f ] g + f (∂µ∂ν − ∂ν∂µ) g = 0. (12.66)

Since the derivatives of gλκ can be expressed as sums of products of Christoel
symbols and metric tensors, which are integrable, Eq. (12.65) is indeed true. Thus,
given the integrability property (12.61) of the metric tensor, the two equations
(12.64) and equivalent (12.65) are equivalent.

Figure 12.2 Edge disclination in a crystal associated with a missing semi-innite section

of atoms of angle Ω. The multivalued mapping from the ideal crystal to the crystal with

the disclination introduces a δ-function type curvature in the image spacetime.
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12.3.2 Local Parallelism

In order to understand the geometric properties of such a general ane spacetime
let us rst introduce the concept of local parallelism.

Consider a vector eld v(x) = eav
a(x) which is parallel in the inertial frame

in the naive sense that all vectors point in the same direction. This simply means
∂bv(x) = ea∂bv

a = 0. But when changing to the coordinates xµ we nd

∂bv
a = ∂be

a
µv

µ = eb
ν∂ν



eaµv
µ


= eνbe
a
µDνv

µ = 0. (12.67)

Thus parallel vector elds have their local components vµ change in such a way that
their covariant derivatives vanish:

Dνv
µ = ∂νv

µ + Γνλ
µvλ = 0. (12.68)

Similarly we nd:

Dνvµ = ∂νvµ − Γνµ
λvλ = 0. (12.69)

Note that the basis tetrads eνa, e
a
ν are parallel vector elds, by construction [see

(11.93)].
Let us study this type of situation in general: Given an arbitrary connection

Γµν
λ we rst ask the question under what condition it is possible to nd a parallel

vector eld in the whole spacetime. For this we consider the vector eld vµ(x) at a
point x0 where it has the value v

µ(x0). Let us now move to the neighboring position
x0 + dx. There the eld has the components

vµ (x0 + dx) = vµ(x0) + ∂νv
µ(x0)d

ν
x. (12.70)

If vµ(x) is a parallel vector eld with Dνv
µ = 0 the derivative satises

∂νv
µ = −Γνκ

µvκ. (12.71)

This dierential equation is integrable over a nite region of spacetime if and only
if Schwarz’s criterion is fullled:

(∂λ∂ν − ∂ν∂λ) v
µ = 0. (12.72)

If we calculate

(∂λ∂ν − ∂ν∂λ) v
µ = −∂λ (Γ

µ
νκv

κ) + ∂ν (Γλκ
µvκ) , (12.73)

we nd

− (∂λΓνκ
µ − ∂νΓλκ

µ) vκ − Γ
µ
νκ∂λv

κ + Γ
µ
λκ∂νv

κ (12.74)

which becomes after using once more (12.71):

(∂λ∂ν − ∂ν∂λ) v
µ = −Rλνκ

µvκ. (12.75)
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Thus the parallel eld vµ(x) exists in the whole spacetime if and only if the curvature
tensor vanishes everywhere.

If Rλνκ is nonzero, the concept of parallel vectors cannot be carried over from
Minkowski spacetime to the general ane spacetime over any nite distance. Such
spacetimes are called curved . One says that in curved spacetimes there exists no
teleparallelism.

We have illustrated before, that this is the case in the presence of disclinations.
Disclinations generate curvature, i.e., a crystal containing disclinations is curved in
the dierential-geometric sense.

This is in accordance with the previous observation that the disclination density
θij coincides with the Einstein curvature tensor Gij.

In Fig. 12.3 we also see that even in the presence of a disclination it still is
meaningful to dene a vector eld as locally parallel . The condition for this is that
the covariant derivatives vanish at the point x0 : Dνv

µ(xa) = 0. If this condition is
satised, neighboring vectors vµ(x) dier from vµ(x0) at most by terms of the order
(x− x0)

2, rather than (x− x0) for nonparallel vectors. In order to see this in more
detail let us draw an innitesimal quadrangle ABCD in the coordinates xµ spanned
by AB = dxµ = DC and BC = dxµ

2 = AD (see Fig. 12.3). Now we compare the
directions of vµ(x) before and after going around the circumference. When passing
from A at xµ to B at xµ + dxy

1 the vector components change from vµ1 = vµ(x) to

Figure 12.3 Illustration of parallel transport of a vector around a closed circuit ABCD.

vµB = vµ


xµ + x
1

ν



= vµ1 + ∂νv
µd x

1

νvA
µ−

A

Γνλ
µvλd x

1

ν . (12.76)

When continuing to C at xµ + d
µ
x
1
+d

µ
x
2
we have

vC
µ = vB

µ−
B

Γτκ
µvB

κd x
2

τ

= vA
µ−

A

Γνλ
µvλd x

1

ν−
B

Γτκ
µvA

κd x
2

τ+
B

Γτκ
µ

A

Γνλ
κvAd

ν
x
1
d x

2

τ
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= vµA −
A

Γνλ
µvλ



d x
1

ν + d x
2

ν



− ∂ν
A

Γτκ
µvκAd x1

νd x
2

τ +

+
A

Γτκ
µ

A

Γνλ
κvλAd x1

νd x
2

τ +O


dx3


. (12.77)

We can now repeat the same procedure along the line ADC, and we nd the same
result with interchanged d x

1
and d x

2
. The dierence between the two results is

vµABC − vµADC = −1

2
Rντκ

µva
κdsντ +O



dx3


(12.78)

where dsντ =


d
ν
x
1
d

τ
x
2
− d

τ
x
1
d

ν
x
2



is the innitesimal surface element of the quadran-

gle.
There exists a similar geometric illustration of the torsion property Sµν

λ = 0.
Consider a crystal with an edge dislocation (see Fig. 12.2). Let us focus attention
upon a closed circuit with the form of a parallelogram in the ideal reference crystal
(i.e., in the coordinate frame ea) and suppose its image in the eµ-frame encloses the
dislocation line (see Fig. 12.4).

Figure 12.4 Illustration of non-closure of a parallelogram after inserting an edge dislo-

cation.

Volterra process of constructing the dislocation, the reference crystal was cut
open, and a layer of atoms was inserted. In this process, the original parallelogram
is opened such that the dislocation crystal has a gap between the open ends. The
gap vector is precisely the Burgers vector. To be specic, let the parallelogram in the

ideal reference crystal be spanned by the vectors AB = d
a
x
1
= DC,AD = d

2
x
a
= BC.

In the defected spacetime xµ these become AB = d
µ
x
1
, AD = d

µ
x
2
, D′C = d

′
x
1

µ, BC =

d
′
x
2

µ. Since d
′
x
1

µ, d
′
x
2

µ are parallel in the ideal reference crystal, they are parallel

vectors, i.e., the vectors vµ(x) = d
µ
x
2
, vµ



xµ + d
µ
x
1



satisfy (12.71) when going from

A to Bj , i.e., ∂νd
µ
x
2
= −Γνλ

µd
λ
x
2
and hence

dx′
2
µ = d x

2

µ − Γνλ
µd x

2

νd x
2

λ. (12.79)
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Similarly the vectors d
µ
x
1
and d

′
x
1

µ are parallel and therefore related by

d
′
x
1

µ = d x
1

µ − Γ
µ
νλd

ν
x
2
d

λ
x
1
. (12.80)

From this it follows that

bµ =


d
′
x
2
+d x

1

µ

−


d
′
x
1
+d x

2

µ

= −Sνλ
λdsνλ. (12.81)

In a Minkowski spacetime, the torsion vanishes and the image is again a closed
parallelogram. Einstein assumed the vanishing of torsion in gravitational spacetime.

12.4 Circuit Integrals in Ane Spaces with Curvature
and Torsion

In order to establish contact with the circuit denitions of disclinations and dislo-
cations in crystals, let us phrase the dierential results (12.78) and (12.81) in terms
of contour integrals.

12.4.1 Closed-Contour Integral over Parallel Vector Field

Given a vector eld vµ(x) which is locally parallel , i.e., which has Dνv
µ(x) = 0,

consider the change of vµ(x) while going around a closed contour which is

∆vµ =


dvµ(x) =


dxν∂νv
µ(x). (12.82)

By decomposing C into a large set of innitesimal surface elements we can apply
(12.78) and nd

∆vµ =


C(xµ)
dxν∂νv

µ = −1

2



S(xµ)
dsτνRτνκ

µ(x)vκ(x). (12.83)

Note that the tetrad elds eµa are locally parallel by denition such that they
satisfy

∆ea
µ = −



C(xµ)
dxν∂νea

µ = −1

2



S(xµ)
dsτνRτνκ

µ(x)eκa(x). (12.84)

Actually, this relation follows directly from Stokes’ theorem:

∆eµa =


C(xµ)
dxν∂νea

µ =


C(xµ)
dsτν∂τ∂νea

µ =

= −1

2



S(xµ)
dsτνRτυκ

µea
κ. (12.85)

For an innitesimal circuit, we can remove the tetrad from the integral and have

∆ea
µ ≈



−1

2



S(xµ)
dsτνRτυκ

µ



ea
κ ≡ ωµ

κe
κ
a. (12.86)
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The matrix ωµ
κ has the property that ωµκ = gµλω

λ
κ is antisymmetric, due to the

antisymmetry of Rǫνκµ in κµ. Hence ωµ
κ can be interpreted as the parameters of

an innitesimal local Lorentz transformation. In three dimensions, this is a local
rotation in agreement with what we observed previously:
Curvature is a signal for disclinations and these are rotational defects.

12.4.2 Closed-Contour Integral over Coordinates

Let us now give an integral characterization of torsion. For this we consider an
arbitrary closed contour C(xa) in the inertial frame (which generalizes the paral-
lelogram used in the previous discussion). In the defected spacetime this contour
has an image C ′(xa) which does not necessarily close. In order to nd how much is
missing we form the integral

∆xµ =


C(xa)
dxµ =



C(xa)
dxa∂x

µ

∂xa
=



C(xa)
dxaea

µ(xa). (12.87)

By Stokes’ theorem, this becomes

1

2



C(xa)
dsab (∂aeb

µ − ∂bea
µ) =

1

2



S(xa)
dsab (ea

ν∂νeb
µ − (a ↔ b)) = −



dsabSab
µ.

(12.88)

The quantity

Sab
µ = −1

2
ea

ν [∂νeb
µ − (a ↔ b)] (12.89)

is related to the torsion Sλκ
µ conversion of the lower indices from the local to the

inertial form

Sab
µ = ea

λeb
κSλκ

µ = −1

2



ea
λeb

κ [ecκ∂λec
µ − (a ↔ b)]



≡ −1

2



ea
λ∂λeb

µ − (a ↔ b)


. (12.90)

If the tetrad vectors are known as functions of the external coordinates xa, we can
also use ea

λ∂λ = ∂a and write Sab
µ in the form

Sab
µ ≡ −1

2
[∂aeb

µ − (a ↔ b)] . (12.91)

Sometimes one also converts the upper Einstein index µ into a local Lorentz index
c and works with

Sab
c = ecµSab

µ = −1

2
[ecµ∂aeb

µ − (a ↔ b)] . (12.92)

If there is no torsion, the integral (12.88) vanishes. Otherwise the image of the
closed contour C(xa) has a gap and thus is dened as the Burgers vector

bµ =


C′(xµ)
dxµ = −



C(xa)
dsabSab

µ. (12.93)
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12.4.3 Closure Failure and Burgers Vector

It should be mentioned that the circuit integrals measuring curvature and torsion
may be executed in the opposite way by forming closed circuits C(xµ) around the
defect in the spacetime xµ and studying the properties of the image circuit C ′(xa)
in the ideal reference crystal. The torsion measures how much the image c′(xa) fails
to close. The closure failure is given by the Burgers vector

ba =


c′(xa)
dxa =



c(x′µ)
dxµ ∂x

a

∂xµ
=



c(xµ)
dxµeaµ (12.94)

which can be rewritten, using Stokes’ theorem, as

ba


S(xµ)
dsνµ∂νe

a
µ =



S(xµ)
dsνµSνµ

a. (12.95)

The tensor Sµν
a ≡ Sνµ

λeaλ = 1
2



∂µe
a
ν − ∂νe

a
µ



is related to (12.91) by the exchange
of Einstein and local Lorentz indices.

12.4.4 Alternative Circuit Integral for Curvature

There is an analogous circuit integral characterizing the curvature from the stand-
point of the coordinates xa. For this we introduce the local Lorentz tensor related
to Rµνρ

κ:

Rabc
d ≡ ea

µeb
νec

λedκRµνλ
κ. (12.96)

Then the circuit integral reads

∆ea
µ = −1

2



S(xµ)
dsedReda

beb
µ. (12.97)

If one wants to calculate Rabc
d directly in xa spacetime using dierentiations one

has to keep in mind that under the multivalued mapping xa → xµ, Rµνλ
κ does not

transform like a tensor. In fact, a simple manipulation shows

Rµνλ
κ = ea

κ (∂µ∂ν − ∂ν∂µ) e
d
λ

= ed
κ


eaµ∂ae
b
ν∂b − (µ ↔ ν)



edλ

= eaµe
b
νed

κ (∂a∂b − ∂b∂a) e
d
λ +



eaµed
κ


∂ae
b
ν

 

∂be
d
λ



− (µ ↔ ν)


= eaµe
b
νR̃abλ

κ +


eaµed
κea

σ
Γσν

beb
τ
Γτλ

d − (µ ↔ ν)


= eaµe
b
νR̃abλ

κ + [Γµν
σ
Γ
κ
σλ − (µ ↔ ν)]

= eaµe
b
νR̃abλ

κ + 2Sµν
σ
Γσλ

κ, (12.98)

where

R̃abλ
κ ≡ ed

κ (∂a∂b − ∂b∂a) e
d
λ (12.99)
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is evaluated in the same way as Rµνλ
κ in Eq. (11.130), but by forming ∂a derivatives

rather than ∂µ. Expressing also the torsion Sµν
σ in terms of derivatives ∂/∂xa = ∂a

as in (12.91) we can write

Sµν
σ = eaµe

b
νec

σSab
c. (12.100)

For the ane connection we may dene, similarly,

Γµν
σ ≡ eaµe

b
νec

σ
Γab

c (12.101)

with

Γab
c = ea

µeb
νecλΓµν

λ = −ea
µeb

νecλe
d
ν∂µed

λ = −ea
µecλ∂µeb

λ

= −ecλ∂aeb
λ ≡ ecλΓab

λ = eb
λ∂ae

c
λ. (12.102)

Then Rabc
d of (12.96) can be written as

Rabc
d = R̃abd

d + 2Sab
e
Γec

d. (12.103)

12.4.5 Parallelism in World Crystal

From the standpoint of our world crystal with defects, parallelism has a simple
meaning. Consider Fig. 11.1b. We identify the dashed curves xa(xµ) = const. with
the crystal planes of an elastically distorted crystal as seen from the local frame
with coordinates xµ. An observer living on the distorted crystal orients himself by
the planes xa(xµ) = const. He measures distances and directions by counting atoms
along the crystal directions. The above denition of parallelism amounts to vectors
being dened as parallel if they are so from his point of view, i.e., if they correspond
to parallel vectors in the undistorted crystal. Thus the normal vectors to the dashed
coordinate planes xa(xµ) = const. are parallel to each other. Indeed, they form the
vector elds eµa(x), which always satisfy Dνe

µ
a = 0 [see (11.93].

If the mapping xµ(xa) contains defects it is, in general, impossible to nd a
global denition of parallelism. Consider, for example, a wedge disclination which
is shown in Fig. 12.2, say the −900 one. The crystal has been cut from the left,
and new crystalline material has been inserted in the Volterra construction process.
The crystalline coordinate planes dene parallel lines. Since the right-hand piece
remembers the original crystal, there exists a completely consistent denition of
parallelism. For example, the almost horizontal planes are all parallel. The lines
cutting these vertically are also parallel by denition. On the left-hand side, the
vertical lines continue smoothly into the inserted new crystalline material. In the
middle, however, they meet and turn suddenly out to be orthogonal. Still, the
coordinate planes dene parallelism in any small region inside the original as well
as the inserted material, except on the disclination line.
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12.5 Bianchi Identities for Curvature and Torsion Tensors

Let us derive a few important properties of curvature and torsion tensors. As noted
before, the curvature tensor is antisymmetric in µν, by construction, and in λκ, due
to the integrability condition (11.18) for the metric tensor. In addition, it satises
the so-called fundamental identity . This follows directly from the representation
(11.129) by adding terms in which µνλ are interchanged cyclically:

. (12.104)

where the symbol denotes a sum of cyclic permutations of the indicated sub-
scripts. The derivation of the fundamental identity requires commuting derivatives
in front of the metric tensor, i.e., it requires that the metric gµν satises the inte-
grability condition

(∂µ∂ν − ∂ν∂µ)gλκ = 0. (12.105)

The fundamental identity is therefore a Bianchi identity [recall the denition given
after Eq. (2.89)].

In symmetric spacetimes where Sµνλ = 0 and Rµνλκ = R̄µνλκ, the fundamental
identity implies the additional symmetry property of the Riemann tensor

R̄µνλκ + R̄νλµκ + R̄λµνκ = 0. (12.106)

Using the antisymmetry in µν and λκ leads once more to the property (11.147):

R̄µνλκ = R̄λκµν . (12.107)

Another important identity is the original Bianchi identity which has given the
name to all similar identities in this book which are based on the integrability condi-
tion of observable elds. The original Bianchi identity follows from the assumption
of the single-valuedness of the ane connection which implies that it satises the
integrability condition

(∂µ∂ν − ∂ν∂µ)Γλκ
ρ = 0. (12.108)

Consider the vector

Rσνµ ≡ (∂σ∂ν − ∂ν∂σ) eµ, (12.109)

which determines the curvature tensor Rσνµ
λ via the scalar product with eλ [recall

(11.130)]. Applying the covariant derivative gives

DτRσνµ = ∂τRσνµ − Γτσ
κRκνµ − Γτυ

κRσνκ. (12.110)

Performing cyclic sums over τσν and using the antisymmetry of Rσνµ in σν leads
to

DτRσνµ = ∂τRσνµ − Γτµ
κRσνκ + 2Sτσ

κRνκµ. (12.111)
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Now we use

∂σ∂νeµ = ∂σ (Γνµ
αeα) = Γνµ

κeκ, (12.112)

to derive

∂τ∂σ∂νeµ = ∂τΓνµ
κ∂σeκ + (τσ) + ∂τ∂σΓνµ

κeα + Γνµ
κ∂τ∂σeκ. (12.113)

Antisymmetrizing in στ gives

∂τ∂σ∂νeµ − ∂σ∂τ∂νeµ = Γνµ
αRτσα + [(∂τ∂σ − ∂σ∂τ )Γνµ

α] eα. (12.114)

At this point we make use of the integrability condition for the connection (12.108)
to drop the last term, resulting in

. (12.115)

Inserting this into (12.111) and multiplying by en we obtain an expression involving
the covariant derivative of the curvature tensor

(12.116)

This is the Bianchi identity which guarantees the integrability of the connection.
Within the defect interpretation of torsion and curvature, we are now prepared

to demonstrate that these two identities have a simple physical interpretation. They
are the nonlinear versions of the conservation laws for dislocation and disclination
densities. These read2

∂iαij = −ǫjklθkl, (12.117)

∂iθij = 0. (12.118)

They state that disclination lines never end while dislocation lines can end at most
at a disclination line.

Consider now Eq. (12.116). Its linearization gives

∂τRσνµ
λ + ∂σRντµ

λ + ∂νRτµσ
λ = 0. (12.119)

Contracting ν and µ and τ with λ we obtain

∂τRσν
ντ + ∂σRνλ

νλ + ∂νRτ
ν
σ
τ = 2∂τRσ

τ + ∂σR = 2∂τGσ
τ = 0. (12.120)

In three dimensions, the Einstein tensor Gµν corresponds to the disclination density
θµν in Eq. (12.34), and (12.120) coincides indeed with the defect conservation law
(12.118).

2See Eqs. (11.90) and (11.91) in Part III of Ref. [1].
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The fundamental identity (12.104) has the linearized form

2 (∂νSµλ
κ + ∂µSλν

κ + ∂λSνµ
κ) = Rνµλ

κ + Rµλν
κ + Rλνµ

κ. (12.121)

Contracting ν and κ gives

2 (∂νSµν
ν + ∂µSλν

ν − ∂λSµν
ν) = Rνµλ

ν + Rµλκ
κ + Rλνµ

ν = Rµλ − Rλµ,(12.122)

where we have used the antisymmetry of Rνµλκ in the last two indices which is a
consequence of the integrability condition for the metric tensor. The right-hand side
is the same as Gµλ −Gλµ.

In three dimensions we can contract this equation with the ǫ-tensor and nd

ǫjkl (∂iSkli + ∂kSlnm − ∂lSknn) = ǫijklGkl. (12.123)

Inserting here Sklj = (1/2)ǫkliαij from (12.34), and Eq. (12.40) for Glk, this becomes
the conservation law (12.117) for the dislocation density.

12.6 Special Coordinates in Riemann Spacetime

Since the theory of gravity is independent of the coordinates by which spacetime
is parametrized, there are many possible choices of coordinates, depending on the
physical problem to be studied. A fw of these will be sketched in this section.

12.6.1 Geodesic Coordinates

To a local observer, curved spacetime looks at in his immediate neighborhood.
After all, this is why men believed for a long time that the earth has the form
of a at disc. In four-dimensional spacetime the equivalent statement is that, in
a freely falling elevator one does not experience any gravitational force as long as
the elevator cabin is small enough to make higher nonlinear eects negligible. The
cabin constitutes an inertial frame of reference for the motion of a mass point. From
Eq. (11.21) we see that its coordinates in an arbitrary geometry can be determined
from the requirement of a vanishing Christoel symbol {µ′λ′, κ′} = 0, which amounts
to

∂λ′gµ′λ′(x′) = 0, (12.124)

∂λ′gµ
′λ′

(x′) = −gµ
′σ′

gλ
′τ ′∂λ′gσ′τ ′(x

′) = 0. (12.125)

Given an arbitrary set of coordinates x, the derivatives are connected by

∂λ′gµ
′λ′

(x′) = ∂λ


gµν(x)αµ
µ′

αν
ν′


αλ
λ′

= ∂λg
µν(x)αµ

µ′

αν
ν′αλ

λ′

+ gµν∂λαµ
µ′

αν
ν′αλ

λ′ + gµναµ
µ′

∂λαν
ν′αλ

λ′ . (12.126)
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Recall that derivative symbols ∂µ are meant to act only on the rst function behind
it. Equations (12.124) and (12.125) provide us with D2(D + 1)/2 partial dierential
equations for the D coordinates x′µ′

(x) which do not, in general, have a solution
over a nite region. If ∂λ′gµ

′λ′

were to vanish over a nite region, the spacetime
would necessarily be at. So we can, at best, achieve

∂λ′gµ
′ν′(X ′) = 0 (12.127)

at some point x = X . This implies, via (12.124), that also ∂λ′gσ′τ ′(X
′) = 0. and

thus the vanishing of the Christoel symbols at that point. Then a mass point will
move force-free at X . In any neighborhood of X there are gravitational forces of
order O(x−X).

Let us try and solve (12.127) by an expansion

x′µ′

= Xµ + aµλ(x−X)λ +
1

2!
aµλκ(x−X)λ(x−X)κ

+
1

3!
aµλκδ(x−X)λ(x−X)κ(x−X)δ + . . . . (12.128)

The associated transformation matrix αµ
µ′ ≡ ∂x′µ′

/∂xµ satises

αµ
µ′

= aµ
µ′

+ aµλ
µ′

(x−X)λ +
1

2!
aµλκ

µ′

(x−X)λ(x−X)κ + . . . ,

∂λαµ
µ′

= aµλ
µ′

+ aµλκ
µ′

(x−X)κ + . . . ,

∂κ∂λαµ
µ′

= aµλκ
µ′

+ . . . . (12.129)

Inserting this into (12.126) we nd

∂λg
µ′ν′ = ∂λg

µν(X)aµ
µ′

aν
ν′ + gστ (X)



aσλ
µ′

aτ
ν′ + (µ′ ↔ ν ′)



= 0 +O(x−X). (12.130)

This is solved by

aµ
µ′ = gµ

µ′

(X), aλκ
µ =

1

2
Γ̄λκ

µ(X), (12.131)

in accordance with (11.97). Hence the coordinates which are locally geodesic at X
are given by

x′µ = Xµ + (x−X)µ +
1

2
Γ̄λκ

µ(x−X)λ(x−X)κ +O


(x−X)3


. (12.132)

Note that while the Christoel symbols vanish in the geodesic frame at X , their
derivatives are nonzero if the curvature is nonzero at X .

In order to complete the construction of a freely falling coordinate system we
just note that, in the neighborhood of the point X , the geodesic coordinates can
always be brought to a Minkowski-form by a further linear transformation

(x′ −X)
µ → Lµ

α (x−X)α (12.133)
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which transforms gµν into gαβ, i.e.,

gαβ = Lµ
αL

ν
βgµν = gαβ. (12.134)

Such a linear transformation does not change the geodesic property of the coordi-
nates such that the coordinates (x′′ −X)α are a local inertial frame, which is what
we wanted to nd.

As far as the crystalline defects are concerned, the possibility of constructing
geodesic coordinates is related to the fact that, in the regions between defects, the
crystal can always be distorted elastically to form a regular array of atoms. In the
continuum limit, these regions shrink to zero, but so do the Burgers’ vectors of the
defects. Therefore, even though any small neighborhood does contain some defects,
these themselves are innitesimally small, so that the perfection of the crystal is
disturbed only innitesimally.

12.6.2 Canonical Geodesic Coordinates

The condition of being geodesic determined the coordinates transformation (12.128)
up to the coecients of the quadratic terms.

x′µ = Xµ + (x−X)µ +
1

2
Γ̄λκ

µ (x−X)λ (x−X)κ

+
1

3!
aµλκδ (x−X)λ (x−X)κ (x−X)δ + . . . (12.135)

By construction, the transformation matrix

αµ
ν =

∂x′µ

∂xν
= δµν + Γ̄λν

µ (x−X)λ +
1

2
aµλκν (x−X)λ (x−X)κ + . . . (12.136)

has the property of making the Christoel symbol of the point X vanish. It is
obvious that the higher coecients aµλκδ must have an inuence upon the derivatives
of the Christoel symbols. In general, these cannot be made zero since the curvature
tensor at the point X , where Γ̄µ′ν′

λ′

vanishes, is

Rµ′ν′λ′

κ′

= ∂µ′Γ̄ν′λ′

κ′ − (µ′ ↔ ν ′) . (12.137)

This implies that one can nd aµλκν to make also ∂µ′Γ̄ν′λ′
κ′

= 0 only if spacetime is
at.

Even though the derivatives cannot be brought to zero, there is a most conve-
nient coordinate system referred to as canonical , in which the derivatives satisfy the
following relation

∂µ′ Γ̄ν′λ′

κ′

+ ∂λ′Γ̄ν′µ′

κ′

= 0. (12.138)

Before we show how to nd such a system, let us rst see what its advantages are.
The canonical condition allows us to invert the relation (12.137) for Rκ′

µ′ν′λ′ and
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express (always at a geodesic coordinate point) the derivatives of the Christoel
symbols uniquely in terms of the curvature tensor

∂ν′Γ̄µ′λ′

κ′

= −1

3



Rµ′ν′λ′

κ′

+ Rλ′µ′ν′
κ′


. (12.139)

Thus we can expand the Riemann connection Γµν
λ(x) in the neighborhood of the

point Xµ uniquely up to rst order x−X :

Γ̄µλ
κ = −1

3
(Rµνλ

κ + Rλµν
κ) (x−X)λ +O((x−X)2). (12.140)

For the metric gµν(x) we nd a related expansion up to second order x − X . In
order to see this we recall Eqs. (11.96). Dierentiating this once more we nd

∂κ∂λgµν = ∂κΓ̄λµ
σgσν + ∂κΓ̄λν

σ + Γ̄λµ
σ∂κgσν + Γ̄λν

σ∂κgµσ. (12.141)

At a point where the coordinates are geodesic, this becomes simply

∂κ′∂λ′gµ′ν′ = −1

3



Rλ′κ′µ′

σ′

+ Rµ′κ′λ′

σ′


gσ′ν′ −
1

3



Rλ′κ′ν′
σ′

+ Rν′κ′λ′

σ′


gµ′σ′

=
1

3
(Rκ′µ′λ′υ′ + Rκ′ν′λ′µ′) . (12.142)

Hence the metric has the expansion

gµ′ν′(x
′) = gµ′ν′(X) +

1

2
∂κ′∂λ′gµ′ν′(X) (x′ −X)

κ′

(x′ −X)
λ′

+ . . .

= gµ′ν′ (X) +
1

3
Rz′µ′λ′ν′ (x

′ −X)
κ′

(x′ −X)
λ′

+ . . .

= gµ′ν′(X) +
1

3
Rz′µ′λ′ν′ (x

′ −X)
κ′

(x′ −X)
λ′

+ . . . . (12.143)

If we insert the Riemann connection (12.140) into the geodesic equation of motion
(11.22), we nd

gλσδẍ
ν(σ)− 1

3
(Rµνλ

κ + Rλµν
κ) δxλ(τ)δ̇xµ(τ)δ̇xν(τ) = 0, δx ≡ x′ −X. (12.144)

This equation shows that while there is no acceleration at X , since the point with
coordinate X falls freely, the neighborhood of X experiences the so-called tidal
forces . These distort all extended bodies in free fall, such as the planets in orbit
around the sun.

Let us now turn to the construction of these canonical coordinates. For this we
take the transformation law for the Christoel symbols (11.101)

Γ̄µ′ν′
λ′

= αµ′

µαν′
ναλ′

λΓ̄µν
λ − αµ′

µαν′
ν∂µα

λ′

ν , (12.145)

and dierentiate them once more with

∂κ′ =
∂xκ

∂xκ′
∂κ = ακ′

κ∂κ. (12.146)
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This gives

∂κ′Γ̄µ′ν′
λ′

= ακ′

καµ′

µαν′
ναλ′

λ∂κΓ̄µν
λ + ακ′

κ∂καµ′

µαν′
ναλ′

λΓ̄µν
λ

+ ακ′

καµ′

µ∂καν′
ναλ′

λΓ̄µν
λ + ακ′

καµ′

µαν′
ν∂κα

λ′

λΓ̄µν
λ (12.147)

− ακ′

κ∂καµ′

µαν′
ν∂µα

λ′

ν− ακ′

καµ′

µ∂καν′
ν∂µα

λ′

ν + ακ′

καµ′

µαν′
ν∂κ∂µα

λ′

ν .

Besides the known transformation coecient αµν, this formula also involves the
inverse coecients ακ

λ. Since are close to unity for x ∼ X, αµ
ν , the inverse is

simply [recall (11.66)]

αµ
ν =

∂xν

∂x′µ = δµ
ν − Γ̄λν

µ (x−X)λ + . . . , (12.148)

which shows that, indeed,

αµ
ναµ′

ν = δµ
µ′

+ Γ̄λν
µ (x−X)λ − Γ̄λν

µ (x−X)λ + . . . = δµ
µ′

. (12.149)

Inserting αµ
ν and αν

ν into the above transformation law gives

∂κ′Γ̄µ′ν′
λ′

=


∂κΓ̄µν
λ + Γ̄µν

σ
Γ̄σκ

λ − aλκµν


κ′=κ,λ′=λ,µ′=µ,ν′=ν
. (12.150)

Note the appearance of the coecients aλκµν of the cubic expansion terms. Inter-
changing on the left-hand side of (12.148) the indices κ′µ′ν ′ cyclically, and adding
the three expansions, we nd

∂κ′Γ̄µ′ν′
λ′

+ 2 cyclic perm. of (κ′µ′ν ′) (12.151)

+


∂κΓ̄µν
λ + Γ̄µν

σ
Γ̄σκ

λ +2 cyclic perm. of (κµν) − 3aλκµν









κ′=κ,λ′=λ,µ′=µ,ν′=ν

.

By setting the left-hand side equal to zero we obtain the desired equation for abκµν .
Thus given an arbitrary coordinate frame xµ, the coecients abκµν can indeed

be chosen to make the geodesic coordinate frame x′µ canonical in the neighborhood
of the point X , thereby determining gµν(x

′) in this neighborhood up to the second
order in x−X uniquely in terms of the curvature tensor, as stated in Eq. (12.143).

12.6.3 Harmonic Coordinates

While geodesic properties of coordinates can be enforced at most at one point there
exists a way of xing the choice of coordinates in the entire spacetime by choosing
what are called harmonic coordinates . These were introduced rst by T. DeDonder
and C. Lanczos and extensively used by V. Fock in his work on gravitation [2].
Given an arbitrary set of coordinates xµ, one asks for d independent scalar functions
fa(x) (a = 0, 1, 2, d) which satisfy the Laplace equation in curved spacetime

D2fa(x) = gµνDµDνf
a(x) = 0. (12.152)
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Since fa(x) are supposed to be scalar functions, we calculate

DµDνf = Dµ∂νf =


∂µ∂ν − Γµν
λ∂λ



f, (12.153)

so that the Laplace equation reads

D2f = gµνDµDνf =


gµν∂µ∂ν − Γ
λ∂λ



f, (12.154)

where we have introduced the contracted ane connection

Γ
λ ≡ Γµ

µλ. (12.155)

In a symmetric spacetime

Γ
λ =

1

2
gµνgλκ (∂µgνκ + ∂νgµκ − ∂κgµν)

= gµνgλκ∂µgνκ −
1

2
gλκgµν∂κgµν

= − 1√−g
∂κ
√−ggλκ, (12.156)

and

D2f =



gµν∂µ∂ν +
1√−g

∂κ
√
−ggλκ



f = ∆f, (12.157)

where

∆ ≡ 1√−g
∂µg

µν√−g∂ν (12.158)

is the Laplace-Beltrami operator ∆ in curved spacetime. The Laplace operator in a
spacetime with torsion is related to the Laplace-Beltrami operator by

D2f = ∆f − Sµ
µν∂λf. (12.159)

Suppose we have found d functions fa(x) which satisfy (12.152), then we introduce
the harmonic coordinates Xa as

Xa = fa(x). (12.160)

When transforming the Laplace equation (12.152) from coordinates xµ to the har-
monic coordinates Xa, we obtain



gbc∂b∂c − Γ
c∂c



Xa = −Γ
cδc

a = 0. (12.161)

Thus, harmonic coordinates are characterized by vanishing Γ
a (a = 1, . . . , d).
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12.6.4 Coordinates with det(gµν) = 1

A further choice of coordinates favored by Einstein is one in which the determinant
of the metric g is constant and has the Minkowski value −1 in all spacetime. Since

Γ̄µν
µ =

1

2
gµν (∂µgνλ + ∂νgµλ − ∂λgµν)

=
1

2
gµν∂νgµν =

1√−g
∂ν
√−g = ∂ν log

√−g (12.162)

this condition can be stated in the form

Γ̄µν
µ = 0. (12.163)

Given an arbitrary coordinate system xµ, the favored coordinates x̄µ are found by
a transformation

x̄µ = αµ
νx

ν (12.164)

which fullls the condition

√−g = |det (αµ
ν) |

√−g = |det (αµ
ν) |. (12.165)

Taking the logarithm and dierentiating it gives the d conditions

Γ̄µν
µ = ∂ν log det



αλ
κ



= ∂νtr log


αλ
κ



= tr


α−1∂να


= αλ
κ∂να

λ
κ = 0. (12.166)

These are d dierential equations determining d new coordinate functions x̄(x).

Note the dierence with respect to harmonic coordinates which have Γµ = Γλ
λµ =

0, i.e., the rst two indices of the ane connection are contracted [recall (12.155)
and (12.161)]. The present condition, on the other hand, has the rst (or the second
index) of the Christoel symbol contracted with the third.

12.6.5 Orthogonal Coordinates

For many calculations, it is useful to employ orthogonal coordinates in which gµν has
only diagonal elements. This makes many entries of the Christoel symbols equal
to zero:

Γ̄µλ,κ = 0, Γ̄µλ
κ = 0, µ = λ, κ = µ, κ = λ. (12.167)

The zeros simplies the calculation of the other components. In a symmetric space-
time, we may use formula (12.1) for the Riemann tensor R̄µνλ

κ and nd that it
vanishes whenever all its indices are dierent. The nonvanishing elements can be
calculated as follows:
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ν = κ, λ = µ, ν = λ

R̄νκλµ = −1

2
(∂λ∂κgµν + ∂µ∂νgκλ − ∂λ∂νgµκ)

+
1

2
∂µ (log

√
gνν) ∂νgλκ −

1

2
∂ν



log
√
gµµ



(∂λgµκ − ∂µgλκ) (12.168)

−1

2
∂λ (log

√
gνν) (∂νgµκ − ∂κgµν)−

1

2
∂ν (log

√
gλλ) (∂λgκµ − ∂µgκλ) +

1

2
Γ̄κλ

ρ∂ρgνµ,

ν = κ, λ = µ, ν = λ, ν = µ

R̄νκλµ = −1

2
(∂µ∂νgκλ − ∂λ∂νgµκ)

+
1

2
∂µ (log

√
gνν) ∂νgλκ −

1

2
∂λ (log

√
gνν) ∂αgµκ (12.169)

−1

2
∂ν



log
√
gµµ



(∂λgµκ − ∂µgλκ)−
1

2
∂ν log

√
gλλ (∂λgµκ − ∂µgκλ) ,

ν = κ, λ = µ, ν = λ, ν = µ, κ = λ

R̄νκλµ =
1

2
∂λ∂νgµκ −

1

2
∂ν



log
√
gµµgλλ



∂λgµκ −
1

2
∂λ (log

√
gνν) ∂νgµκ. (12.170)

The Ricci tensor becomes

R̄µν =


λ

1

gλλ
R̄µλλν (12.171)

giving the o-diagonal elements

µ = ν

R̄µν =


λ=µ,λ=ν

[∂µ∂ν (log
√
gλλ)− ∂µ (log

√
gνν) ∂ν (log

√
gλλ)

− ∂µ (log
√
gλλ) ∂ν



log
√
gµµ



+ ∂µ (log
√
gλλ) ∂ν (log

√
gλλ)



= −∂µ∂ν log
√−g + ∂µ (log

√
gνν) ∂ν



log
√−g



+ ∂µ log
√−g∂ν log

√
gµµ(12.172)

+ ∂m∂ν log
√
gµµgνν − 2∂µ (log

√
gνν) ∂ν log

√
gµµ −

d


λ=1

∂µ(log
√
gλλ)∂ν(log

√
gλλ) ,

and the diagonal elements

R̄µµ = −∂2 log
√−g + 2∂2

µ



log
√
gµµ



− 2


∂µ log
√
gµµ

2

+2∂µ


log
√−g



∂µ


log
√
gµµ



−
d


λ=1

(∂µ log
√
gλλ)

2

−gµµ
d


λ=1

1

gλλ



∂2
λ



log
√
gµµ



+ ∂λ


log
√−g



∂λ


log
√
gµµ



(12.173)

−2∂λ (log
√
gλλ) ∂λ (log

√
gλλ)] .
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The curvature scalar reads

R̄ =
d


λ

1

gλλ



2∂λ
2


log
√−g



− 2∂λ
2 log

√
gλλ

+2 (∂λ log
√
gλλ)

2 − 4∂λ (log
√
gλλ) ∂λ



log
√−g



+


∂λ log
√−g

2
+

d


κ

(∂λ
√
gκκ)

2



. (12.174)

12.7 Number of Independent Components of Rµνλ
κ and

Sµν
λ

With the antisymmetry in µν and λκ, there exist at rst N R̄
d = [d(d− 1)/2]2 com-

ponents of R̄µνλκ and NS
d = d2(d− 1)/2 components of Sµν

λ in d dimensions. Thus
Rµνλκ may be viewed as a 1

2
d(d− 1)× 1

2
d(d− 1) matrix R(µν) (λκ) in the index pairs.

In symmetric spacetimes, there is in addition symmetry of R̄µνλκ between the index
pairs µν and λκ, so that it has

1

2



1

2
d(d− 1)×



1

2
d(d− 1)− 1



=
1

8
d(d− 1)(d2 − d+ 2) (12.175)

components. Now, the fundamental identity (12.106) not only leads to the sym-
metry, it contains also the information that the completely antisymmetric part of
R̄µνλκ+R̄νλµκ+R̄λνκ vanishes. This gives d(d− 1)(d− 2)(d− 3)/4! further relations,
and one is left with

N R̄
d =

1

8
d(d− 1)(d2 − d+ 2)− 1

24
d(d− 1)(d− 2)(d− 3) =

1

12
d2(d2 − 1) (12.176)

independent components of R̄µνλκ. In four dimensions, this number is 20, in three
dimensions it is 6.

12.7.1 Two Dimensions

In two dimensions, there is only one independent component, for instance R̄1221.
Indeed, the most general tensor with the above symmetry properties is

R̄µνλκ = −const × eµνeλκ, (12.177)

where eµν =
√−gǫµν is the covariant version of the Levi-Civita symbol (ǫ01 = −ǫ10 =

1 (compare (11A.7)). Contracting this with gνλ gives the Ricci tensor

R̄µκ = −const × gνλǫµνǫλκ = −const ×


gµκ − gλ
λgµκ



= const × gµκ, (12.178)

and the scalar curvature

R̄ = const× gµκgµκ = 2× const . (12.179)
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Hence const = R̄/2, and the single independent element of R̄µνλκ is

R̄0110 = R̄1001 = g
R̄

2
. (12.180)

The full curvature tensor is given by

R̄µνλκ = −eµνeλκ
R̄

2
. (12.181)

12.7.2 Thee Dimensions

In three dimensions, the number N R̄
d = 6 of independent components of R̄µνλκ

agrees with the number of independent components of the Ricci tensor R̄µν , whose
knowledge is therefore be sucient to calculate R̄µνλκ. Indeed, we can easily see
that

R̄µνλκ = eµνδeλκτ



R̄τδ − 1

2
gτδR̄



(12.182)

where eµνδ =
√−gǫµνδ is the three-dimensional covariant version of the Levi-Civita

symbol in Eq. (11A.7). The proof of Eq. (12.182) follows by contraction with
eµνδeλκτ , which gives via the identity (1A.17) for products of two Levi-Civita tensors:

R̄τδ − 1

2
gτδR̄ =

1

4
eµνδeλκτ R̄µνλκ. (12.183)

This equation is trivially valid due to the identity (1A.18) and the denition (11.141)
of the Ricci tensor [see also (12.27)].

Since R̄µνλκ is a tensor, its N R̄
d = d2(d2 − 1)/12 components are dierent in

dierent coordinates frame. It is useful to nd out how many independent invariants
one can form which do not depend on the frame. In two dimensions, the scalar
curvature R̄ determined R̄µνλκ completely. In general, the invariants of R̄µνλκ can
all be constructed by suitable contractions with gµν . The tensors R̄µνλκ and gµν

together have d2(d2 − 1)/12 + d(d+ 1)/2 matrix elements. There are d2 arbitrary
coordinate transformations matrices ∂x′µ/∂xλ which can be applied to these tensors.
The number of invariants is equal to the number of independent components of both
R̄µνλκ and gµν . This number is

N inv
d =

1

12
d2(d2 − 1) +

d(d+ 1)

2
−N2 =

d

12
(d− 1)(d− 2)(d+ 3). (12.184)

This formula is valid only for d = 2. In two dimensions we have seen before that
there is only one invariant, the scalar curvature, i.e., invariant, the scalar curvature.
The above general counting procedure breaks down since one of the N2 coordinate
transformations subtracted in (12.184) happens to leave R1234 and gµν invariant. For
d = 3, 4 the numbers are N inv

3,4 = 3, 14, respectively.
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In three dimensions, the invariants are the eigenvalue of the characteristic equa-
tion

det


gµλR̄λκ − λδµκ


= det


g−1R̄−λ


= −λ3 + λ2I1 − λI2 + I3, (12.185)

where

I1 = tr


g−1R̄


= gµνR̄λµ = R̄,

I2 =
1

2



R̄µ
νR̄

ν
λ − R̄λ

λR̄κ
κ


, (12.186)

I3 = det


g−1R̄


= det


gµλR̄λν



=
det



R̄µν



det (gµν)
.

12.7.3 Four or More Dimensions

In four or more dimensions, relation (12.182) generalizes to the Weyl decomposition
of the curvature tensor

R̄µνλκ = − 1

d − 2



gµλR̄νκ − gνλR̄µκ + gνκR̄µλ − gµκR̄νλ



+
R̄

(d− 1)(d− 2)
(gµλgνκ − gνλgµκ) + Cµνλκ, (12.187)

where Cµνλκ is called the Weyl conformal tensor , which vanishes for d = 3, due to
(12.182). Each of the three terms in this decomposition has the same symmetry
properties as R̄µνλκ. In addition, Cµνλκ satises the d(d + 1)/2 conditions

Cµ
κ = Cµν

νκ = 0, (12.188)

since the Ricci tensor comes entirely from the rst two terms. Hence, the Weyl
tensor has

NC
d =

1

12
d2(d2 − 1)− 1

2
d(d + 1) =

1

12
d(d+ 1)(d + 2)(d− 3) (12.189)

independent elements which is the same as the number of invariants of R̄µνλκ. In
many cases, this makes it possible to nd all invariants by going to a coordinate
frame in which gµν = gµν and R̄µν = diagonal, the rst by going to a freely falling
frame, the second by performing an appropriate additional Lorentz transformation.
This procedure works as long as R̄µν does not have any degenerate eigenvalues.
Otherwise the Lorentz transformations remain independent and the counting does
not work [3].

The above results have interesting consequences as far as a possible geometric
theory of gravitation in lower-dimensional spacetimes is concerned. It turns out that
in a 3 + 1-dimensional spacetime it is impossible to have a theory which reduces to
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Newton’s theory in the weak coupling limit. As we shall see in Chapter 15, the
crucial geometric quantity in Einstein’s theory is the Einstein tensor

Ḡµν = R̄µν −
1

2
gµνR̄. (12.190)

In the above discussion we have learned that the Ricci tensor in two spacetime
dimensions can be expressed in terms of the scalar curvature as

R̄µν = gµν
R̄

2
. (12.191)

This implies that in two spacetime dimensions, the Einstein tensor Ḡµν vanishes
identically .

In Eq. (15.64) we shall derive the famous Einstein eld equation of gravitation
according to which the Einstein tensor in the absence of torsion is proportional to
the symmetric energy-momentum tensor of matter Eq. (15.64):

Ḡµν = κ
m

T µν , (12.192)

with a constant κ determines by Newton’s gravitational constant. Hence also the
energy-momentum tensor vanishes and there is no Einstein theory of gravity. At
rst sight, there seems to be an escape by allowing for the presence of a so-called
cosmological term, in which case the Einstein equation reads,

Ḡµν = κ Tµν + Λgµν . (12.193)

However, even if this is added, the two-dimensional theory has a severe problem:
The metric gµν is determined completely by the local energy-momentum tensor

gµν = −κ

Λ

m

T µν , (12.194)

and hence vanishes in the empty spacetime between mass points. Thus also this
version of gravity is unphysical.

How about a geometric theory of gravitation in 2+1 dimensions? Here the Ricci
tensor is independent of scalar such that there does exist a nontrivial Einstein tensor
Ḡµν . Still, the tensor is almost trivial. In three dimensions there is no Weyl tensor
Cµνλκ and the full curvature tensor is determined in terms of the Ricci tensor by
Eq. (12.187) for d = 3

R̄µνλκ = −


gµλR̄νκ − gνλR̄µκ + gνκR̄µλ − gµκR̄νλ



+
R̄

2
(gµλgνκ − gνλgµκ) . (12.195)

Inserting

R̄µν = Ḡµν −
gµν
d− 2

Ḡ, (12.196)
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this becomes

R̄µνλκ = −


gµλḠνκ − gνλḠµκ + gνκḠµλ − gµκḠνλ



+ Ḡ (gµλgνκ − gνλgµκ) . (12.197)

Together with Einstein’s equation (12.192), this implies that the entire energy-
momentum tensor R̄µνλκ is determined by the local energy distribution. Hence there
is no curvature in the empty spacetime between masses. As we shall see later, this
implies physically that interstellar dust would experience no relative acceleration,
i.e., no tidal forces (12.144).

Notes and References

[1] The physics of defects is explained in the textbook
H. Kleinert, Gauge Fields in Condensed Matter , Vol. II, Stresses and Defects,
World Scientic, Singapore, 1989 (kl/b2), where kl is short for the www
address http://www.physik.fu-berlin.de/~kleinert.

[2] For the introduction of harmonic coordinates see:
T. DeDonder, La gravique Einsteinienne, Gauthier-Villars, Paris, 1921;
C. Lanczos, Phys. Z. 23, 537 (1923).
and
V. Fock, The Theory of Space, Time, and Gravitation, Elsevier, Amsterdam,
1964.

[3] More on the counting of independent components and invariants can be found
in
S. Weinberg, Gravitation and Cosmology Principles and Applications of the
General Theory of Relativity, John Wiley & Sons, New York, 1972.
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13

Curvature and Torsion from Embedding

In the previous chapter we have created spaces with curvature and torsion by
performing coordinate transformations xa(xµ) which are not integrable and whose
derivative are not integrable. The rst nonintegrability introduces torsion, the sec-
ond curvature [recall Eq. (12.7)]. It is possible to avoid the second type of noninte-
grability by starting out from a higher-dimensional spacetime and mapping it into
a sub-spacetime of the desired dimension. This procedure is called embedding . It is
well known how to do this to construct spacetimes with only curvature. This is done
by imposing suitable constraints upon the higher-dimensional spacetime. Torsion
will arise by allowing these constraints to become nonholonomic [1].

13.1 Spacetimes with Constant Curvature

For a d-dimensional space with constant curvature, the embedding procedure is very
simple. We may choose a D = d+ 1-dimensional Euclidean space as an embedding
space, in which the innitesimal distances are determined by

(dx)2 = (dx1)2 + (dx2)2 + . . .+ (dxD)2. (13.1)

A spherical surface of radius r is dened in this space by the constraint

(x1)2 + (x2)2 + . . .+ (xd)2 + (xD)2 = r2. (13.2)

This can be used to eliminate one of the D coordinates in (13.1), for instance

xD =


r2 − (x1)2 − (x2)2 − . . .− (xd)2. (13.3)

Then (13.1) becomes

(dx)2 = (dx1)2 + (dx2)2 + . . .+ (dxd)2 +
(x1dx1 + dx2 + . . .+ xddxd)2

r2 − r2d
, (13.4)

where
r2d ≡ (x1)2 + (x2)2 + . . .+ (xd)2. (13.5)

378
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Equation (13.4) may be rewritten as

(dx)2 = gµν(x)
dxµdxν , (13.6)

where gµν(x) is the induced metric on the spherical surface:

gµν(x) = δµν +
xµxν

r2 − r2d
. (13.7)

A spherical surface has a constant scalar curvature R̄. This may be found by
evaluating Eqs. (11.129). (11.141), and (11.142) on any point on the sphere, for
instance in the neighborhood of xµ = 0 (µ = 1, . . . , d), where rd = O((xµ)2)
and gµν(x) ≈ δµν + xµxν/r2 + O((xµ)4). The Christoel symbols (11.21) are
Γµν

λ ≈ Γµνλ ≈ δµνxλ/r
2 + O((xµ)3). These are inserted into Eq. (11.129) to yield

the curvature tensor for small xµ:

R̄µνλκ ≈ 1

r2
(δµκδνλ − δµλδνκ) . (13.8)

This local expression can be extended covariantly to the full surface of the sphere
by replacing δµλ by the metric tensor gµλ(x), yielding

R̄µνλκ(x) =
1

r2
[gµκ(x)gνλ(x)− gµλ(x)gνκ(x)] . (13.9)

This result remains valid in hyperbolic spaces. In particular it holds for spacetime
with constant curvature.

Contracting R̄µνλκ(x) with gµκ(x) yields the Ricci tensor [recall (11.141)]

R̄νλ(x) = R̄µνλ
µ(x) =

d− 1

r2
gνλ(x). (13.10)

Contracting this with gνκ(x) gives the curvature scalar [recall (11.142)]:

R̄ =
(d− 1)d

r2
. (13.11)

13.2 Basis Vectors

The above embedding procedure can be generalized to arbitrary curved spacetimes as
follows. We embed the d-dimensional spacetime with coordinates xµ (µ = 1, . . . , d)
into a higher-dimensional at spacetime with coordinates xA (A = 1, . . . , D), whose
metric ηAB is diagonal with elements equal to ±1. The embedding is done with D
functions xA(xµ) . The derivatives ∂xA(xµ)/∂xκ dene D × d functions

εAλ(x
µ) ≡ ∂xA

∂xλ
, (13.12)
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from which we form D basis vectors eA in the

eλ(x
µ) = eAε

A
λ(x

µ). (13.13)

These are the local tangent vectors to the coordinate lines in the d-dimensional
sub-spacetime with coordinates xµ. There they induce a metric

gλκ(x
µ) = eλ (x

µ) eκ (x
µ) (13.14)

whose inverse gλκ(xµ) can be used to raise the index of (13.12) and dene the D×d
functions

εAλ (xµ) ≡ gλλ
′

(xµ)εAλ′ (xµ) . (13.15)

As usual, the metric gAB serves to lower the superscripts A, B, . . . , and the inverse
metric, gAB = (g−1)AB is equal to gAB, is used to raise subscripts A, B, . . . .

In contrast to the multivalued basis tetrads εaλ(x) and ebλ(x) of Eq. (11.37),
there exist now no completeness relation [compare (11.41)]:

εAλ(xµ)eBλ(x
µ) = δAB. (13.16)

This is obvious since λ runs only from 1 to d < D, so there are not enough func-
tions εAλ(xµ) to span the D-dimensional embedding spacetime. However, the func-
tions εAλ(xµ) and eAκ(x

µ) do fulll the orthogonality relation [compare (11.40) and
(11.41)]

εAλ(xµ)eAκ(x
µ) = eA

λ(xµ)εAκ(x
µ) = δλκ. (13.17)

Note that due to the incompleteness relation (13.16), the curvature tensor has
to be calculated from (11.129). Formula (11.130) has become meaningless since the
derivation of that formula would require an equation

∂µε
A
ν = Γµν

λεAλ, (13.18)

which is no longer true.
Fortunately, the determining equation for the ane connection in the embedded

spacetime xµ has still the same form as before in Eq. (11.91):

Γµν
λ = εA

λ∂µε
A
ν = −εAν∂µεA

λ. (13.19)

This can be derived by modifying only slightly the derivation in Subsection 11.3.4.
First we observe that it is no longer possible to introduce the covariant derivative
of a vector eld vµ(x

σ) from an equation of the form Eq. (11.84). This would be
based on an analog of Eq. (11.80). Dening the extension of the vector eld into
the embedding spacetime by

vA(x
σ) ≡ εA

µ(xσ) vµ(x
σ), (13.20)
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this would read

∂BvA = ∂B (εA
µvµ) (undened). (13.21)

But this equation is meaningless since the functions vA depend only on the sub-
spacetime xµ of xA.

The slight modication of Eq. (11.80) which does lead to a meaningful starting
equation is obtained by multiplying (11.80) on both sides by ebλ, yielding

∂λva = ∂λ (ea
µvµ) . (13.22)

Evaluation of the derivative leads to the dening equation for the covariant derivative

∂λva = ea
µDλvµ. (13.23)

This replaces the dening equation (11.84).
Both equations (13.22) and (13.23) remain meaningful in the embedding scenario,

where they read

∂λvA = ∂λ (εA
µvµ) , (13.24)

and

∂λvA = εA
µDλvµ. (13.25)

Multiplying the latter by εAσ of Eq. (13.12), and using the orthogonality relation
(13.17) we obtain

Dλvµ = εAµ∂λvA. (13.26)

Expressing vA in terms of vµ via Eq. (13.20) leads to

Dλvµ = εAµ∂λεA
λvλ = ∂λvµ + (εAµ∂λεA

λ)vλ = ∂λvµ − (εA
λ∂λε

A
µ)vλ. (13.27)

This shows that the ane connection is indeed given by (13.19), in terms of which
the covariant derivative has the same form as in (11.85).

Note that the mappings xA(xµ) may arise from constraints imposed upon the
coordinates xA in the embedding spacetime. This was the case in Section (13.1)
where the constraint was the restriction (13.2) to a sphere, from which we derived
the mapping function xD(xµ) in Eq. (13.3).

If there is torsion, the constraints leading to the nonintegrable mapping functions
xD(xµ) will be nonholonomic in the sense used in classical mechanics. According to
the Hertz classication [2], constraints are said to be holonomic if they are integrable
(i.e., equivalent to some constraints on the conguration spacetime only). They are
called and nonholonomic if they are nonintegrable. Sometimes dynamical systems
with nonholonomic constraints are called nonholonomic systems.

Let us illustrate the use of the functions εAµ by calculating once more the cur-
vature tensor of a sphere. Rather than proceeding as in Section 13.1, we obtain a
sphere of radius r in three dimensions from the embedding mapping

xA =


x1, x2, x3


= r (sin θ cosϕ, sin θ, sinϕ, cos θ) . (13.28)
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The tangent vectors of the sphere have the 3× 2 components

εA1 = r (cos θ cosϕ, cos θ, sinϕ,− sin θ) = εA1,

εA2 = r (− sin θ sinϕ, sin θ cosϕ, 0) = εA2, (13.29)

where the two coordinates xµ are chosen to be the spherical angles θ ∈ (0, π) and
ϕ ∈ (0, 2π). The induced metric (13.14) becomes

gµν = r2


1 0
0 sin2 θ



, gµν =
1

r2



1 0
0 sin−2 θ



(13.30)

such that

ε1A = εA1 = εA1, ε2A =
1

r



−sinϕ

sin θ
,
sinϕ

sin θ
, 0



. (13.31)

The Riemann connection is symmetric:

Γ̄221 = εA1∂2ε
A
2 = r εA1 (− sin θ cosϕ,− sin θ sinϕ, 0)

= −r2 sin θ cos θ = −Γ̄212 = −Γ̄122. (13.32)

All other elements vanish. By raising the last index we obtain

Γ̄22
1 = − sin θ cos θ, Γ̄21

2 = cotθ. (13.33)

The Riemann curvature tensor has the components [recall (11.129)]:

R̄122
1 = ∂1Γ̄22

1 − ∂2Γ̄12
1 − Γ̄12

1
Γ̄21

1 − Γ̄12
2
Γ̄22

1 + Γ̄22
1
Γ̄11

1 + Γ̄22
2
Γ̄12

1

= − cos2 θ + sin2 θ + cot θ sin θ cos θ = sin2 θ, (13.34)

implying that

R̄12
21 =

1

r2
. (13.35)

All other elements can be obtained using the antisymmetry of R̄µνλκ in µ → ν, λ → κ

and symmetry under µν ↔ λκ, which is a consequence of the symmetry of Γ̄µν
λ in

µν [recall the derivation of (12.107)]. Thus we can form the Ricci tensor

R̄µν
λµ = R̄ν

λ =
1

a2



1 0
0 1



, (13.36)

and the curvature scalar

R̄ = R̄µ
ν =

2

a2
. (13.37)

In general, it is possible to generate any curved spacetime by embedding it in
a higher-dimensional at spacetime. If the curved spacetime has d dimension, the
embedding spacetime must have at least d(d+ 1)/2 dimension. This is seen by
noticing that, for a given gµν(x), the equation for the induced metric in (13.14),
written in the form

gµν(x) = gAB
∂xA

∂xµ

∂xB

∂xν
, (13.38)

species d(d+ 1)/2 dierential equations for the functions xA (xµ).
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13.3 Torsion

We may now easily introduce torsion into the embedded space by allowing the
embedding mapping xA(xµ) to be multivalued. As a consequence, we obtain a
nonzero torsion tensor dened as in (11.107) by the antisymmetric part of the ane
connection

Sµν
λ ≡ 1

2



Γµν
λ − Γνµ

λ


= εA
λ∂µε

A
ν − εA

λ∂νε
A
µ. (13.39)

The metric tensor gµν has D(D + 1)/2 independent components. The torsion
tensor Sνκ

µ has D2(D − 1)/2 independent components. To embed a general metric
spacetime with torsion in a larger space, the numberD×d of independent embedding
functions εAµ should be at least equal to D(D2 + 1)/2.

This leads to the relation between the dimensions of xµ- and xA-spaces:

2 dim[xA] ≥ (dim[xµ])2 + 1. (13.40)
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Those are my principles,
and if you don’t like them . . . well, I have others.

Groucho Marx (1890–1977)

14

Multivalued Mapping Principle

The multivalued, nonholonomic mappings from at to curved spacetime with tor-
sion enable us to sharpen Einstein’s equivalence principle to a more powerful state-
ment. Whereas Einstein postulated that equations written down in at spacetime
with curvilinear coordinates remain valid in curved spacetime, we postulate the new
equivalence principle:

Fundamental physical laws in curved spacetime are direct images of the laws in at
spacetime under multivalued mappings .

If spacetime has only curvature and no torsion, we re-obtain the well-known laws
postulated by Einstein on the basis of coordinate invariance and minimal coupling
to gravity. In the presence of torsion, the new equivalence principle makes new
predictions, and it will be interesting to investigate these.

It must be noted that the assumption of minimal coupling can only be applied
to fundamental particles. This is familiar from electromagnetism, where compos-
ite particles such as protons and neutrons do not couple minimally to the vector
potential Aµ(x). Their magnetic moments reect the nontrivial internal distribu-
tions of quark currents. The quarks themselves, however, do couple minimally. So
do leptons, whose anomalous magnetic moments can be explained by higher-order
electroweak perturbative corrections.

In gravity, only point-like objects couple minimally. Extended objects such as
planets do not. Their quadrupole moment couples non-minimally to the tidal forces,
i.e., to the curvature tensor of the geometry, leading to an extra precession rate of
the spin vector Sµ, in addition to the geodetic or autoparallel precessions to be
dicussed in Section 14.40. Also protons and neutrons are subject to tidal forces,
although these have so far not been observed experimentally. Quarks and leptons
should again couple minimally. Also the photon should do so, and the graviton
itself. The Higgs boson, on the other hand, has probably a nonminimal coupling,
since it cannot be a fundamental eld. This holds also for the W - and Z-bosons of
weak interactions, since they are photon-like particles that have become massive by
mixing with a Higgs particle.
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14.1 Motion of Point Particle

The derivation of the geodesic trajectories of point particles in curved spacetime was
performed in Section 11.2. Only minor modications will be necessary to follow the
new equivalence principle. As observed when going from Eq. (11.13) to (11.14), we

simplify the discussion by considering the nonrelativistic action
m

Ā of Eq. (11.15) if
we use the proper time τ to parameterize the paths.

14.1.1 Classical Action Principle for Spaces with Curvature

Instead of performing an ordinary coordinate transformation in at spacetime from
Minkowski coordinates xa to curvilinear coordinates xµ via Eq. (11.6), we perform
a multivalued coordinate transformation

dxa = eaµ(x)dx
µ, (14.1)

where the basis vectors eaµ describe coordinate transformations in which

∂µe
a
ν(x)− ∂νe

a
µ(x) = 0. (14.2)

This implies that second derivatives in front of the multivalued functions xa(xµ) do
not commute as in Eq. (11.30):

(∂λ∂κ − ∂κ∂λ)x
a(x) = 0, (14.3)

thus violating the Schwarz integrability criterion. Such a spacetime has torsion. If
the spacetime has also curvature, then the functions eaν(x) = ∂νx

a(x) have also no
commuting derivatives [recall (11.31)]:

(∂µ∂ν − ∂ν∂µ)e
a
λ(x) = (∂µ∂ν − ∂ν∂µ)∂λx

a(x) = 0. (14.4)

In either case, the metric in the image space has the same form as in Eq. (11.8),
and the derivation of the extremum of the action seems, at rst, to follow the same
pattern as in Section 11.2, leading to the equation of motion (11.24) for geodesic
trajectories. The nonholonomically transformed action (11.2) is independent of the
torsion elds Sµν

λ, and for this reason also the equation of motion (11.24) is indif-
ferent to the presence of torsion.

This result would be perfectly acceptable, were it not for an apparent incon-
sistency with another result obtained by applying the new variational principle.
Instead of transforming the action and varying it in the usual way, we may trans-
form the equation of motion of a free particle (11.1) in at space nonholonomically
into a spacetime with curvature and torsion.

14.1.2 Autoparallel Trajectories in Spaces with Torsion

In the absence of external forces, the equation of motion (11.1) in at space states
that the second derivative of xi(τ) vanishes. In spacetime, the free equation of
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motion reads ẍa(τ) = 0, where the dot denotes the derivative with respect to the
proper time τ = s/c, where s is the invariant length of the path. The equation of
motion ẍa(τ) = 0 is transformed by the multivalued mapping (14.1) as follows:

d2xa

dτ 2
=

d

dτ
(eaµẋ

µ) = eaµẍ
µ + eaµ,ν ẋ

µẋν = 0, (14.5)

or as
ẍµ + ea

µeaκ,λẋ
κẋλ = 0. (14.6)

The subscript λ separated by a comma denotes the partial derivative: f,λ(x) ≡
∂λf(x). The quantity in front of ẋκẋλ is the ane connection (11.91). Thus we
arrive at the transformed at spacetime equation of motion

ẍµ + Γκλ
µẋκẋλ = 0. (14.7)

The solutions of this equation are called autoparallel trajectories. They dier from
the geodesic trajectories in Eq. (11.24) by an extra torsion term. Inserting the
decomposition (11.115) and using the antisymmetry of Sµν

λ in the rst two indices,
we may rewrite (14.7) as

ẍµ + Γ̄
µ
κλẋ

κẋλ − 2Sµ
κλẋ

κẋλ = 0. (14.8)

Note the index positions of the torsion tensor, which may be written more explicitly
as Sµ

κλ ≡ gµσgλκSσκ
κ. This is not antisymmetric in the last two indices so that it

possesses a symmetric part which contributes to Eq. (14.7).
How can we reconcile this result with an application of the new equivalence

principle applied to the action. Since the transformed action is independent of the
torsion and carries only information on the Riemann part of the spacetime geometry,
torsion can enter the equations of motion only via some overlooked feature of the
variation procedure. Indeed, a moment’s thought convinces us that this was applied
incorrectly in the previous section. According to the new equivalence principle we
must also transform the variational procedure nonholonomically to spacetimes with
curvature and torsion. We must nd the image of the at spacetime variations
δxa(τ) under the multivalued mapping

ẋµ = ea
µ(x)ẋa. (14.9)

The images are quite dierent from ordinary variations as illustrated in Fig. 14.1(a).
The variations of the Cartesian coordinates δxa(τ) are done at xed endpoints of the
paths. Thus they form closed paths in the x-spacetime. Their images, however, lie
in a spacetime with defects and thus possess a closure failure indicating the amount
of torsion introduced by the mapping. This property will be emphasized by writing
the images δSxµ(τ) and calling them nonholonomic variations . The superscript
indicates the special feature caused by torsion.

Let us calculate them explicitly. The paths in the two spaces are related by the
integral equation

xµ(τ) = xµ(τa) +
 τ

τa

dτ ′ea
µ(x(τ ′))ẋa(τ ′). (14.10)
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For two neighboring paths in x-space diering from each other by a variation δxa(τ),
Eq. (14.10) determines the nonholonomic variation δSxµ(τ):

δSxµ(τ) =
 τ

τa

dτ ′δS[ea
µ(x(τ ′))ẋa(τ ′)]. (14.11)

A comparison with (14.9) shows that the variation δS and the derivatives with
respect to the parameter τ of xµ(τ) commute with each other:

δSẋµ(τ) =
d

dτ
δSxµ(τ), (14.12)

just as for ordinary variations δxa in Eq. (2.7):

δẋa(τ) =
d

dτ
δxa(τ). (14.13)

Let us also introduce auxiliary nonholonomic variations of the paths xµ(τ) in
xµ-space:

-δxµ ≡ ea
µ(x)δxa. (14.14)

In contrast to δSxµ(τ), these vanish at the endpoints,

-δx(τa) = -δx(τb) = 0, (14.15)

just as the usual variations δxa(τ), i.e., they form closed paths with the unvaried
orbits.

Using (14.12), (14.13), and the fact that δSxa(τ) ≡ δxa(τ) by denition, we
derive from (14.11) the relation

d

dτ
δSxµ(τ) = δSea

µ(x(τ))ẋa(τ) + ea
µ(x(τ))

d

dτ
δxa(τ)

= δSea
µ(x(τ))ẋa(τ) + ea

µ(x(τ))
d

dτ
[eaν(τ) -δx

ν(τ)]. (14.16)

After inserting

δSea
µ(x) = −Γλν

µδSxλea
ν ,

d

dτ
eaν(x) = Γλν

µẋλeaµ, (14.17)

this becomes
d

dτ
δSxµ(τ) = −Γλν

µδSxλẋν + Γλν
µẋλδxν +

d

dτ
-δxµ. (14.18)

It is useful to introduce the dierence between the nonholonomic variation δSxµ and
an auxiliary closed nonholonomic variation δxµ:

δSbµ ≡ δSxµ − -δxµ. (14.19)

Then we can rewrite (14.18) as a rst-order dierential equation for δSbµ:

d

dτ
δSbµ = −Γλν

µδSbλẋν + 2Sλν
µẋλ -δxν . (14.20)
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After introducing the matrices

Gµ
λ(τ) ≡ Γλν

µ(x(τ))ẋν(τ) (14.21)

and

Σ
µ
ν(τ) ≡ 2Sλν

µ(x(τ))ẋλ(τ). (14.22)

Equation (14.20) can be written as a vector dierential equation:

d

dτ
δSb = −GδSb+ Σ(τ) -δxν(τ). (14.23)

Although not necessary for further development, we solve this equation by

δSb(τ) =
 τ

τa

dτ ′ U(τ, τ ′)Σ(τ ′) -δx(τ ′), (14.24)

with the matrix

U(τ, τ ′) = T̂s exp


−
 τ

τ ′
dτ ′′G(τ ′′)



, (14.25)

where T̂s denotes the time-ordering operator for the parameter s. In the absence
of torsion, Σ(τ) vanishes identically and δSb(τ) ≡ 0, and the variations δSxµ(τ)
coincide with the auxiliary closed nonholonomic variations δxµ(τ) (see Fig. 14.1b).
In a spacetime with torsion, the variations δSxµ(τ) and -δxµ(τ) are dierent from
each other (see Fig. 14.1c).

We now calculate the variation of the action (11.10) under an arbitrary nonholo-
nomic variation δSxµ(τ) = δxµ + δSbµ. Since s is the invariant path length, we may
just as well use the auxiliary action (11.15) to calculate this quantity (it diers only
by a trivial factor 2):

δSĀ = M
 τb

τa

dτ


gµν ẋ
νδSẋµ +

1

2
∂µgλκδ

Sxµẋλẋκ



. (14.26)

After a partial integration of the δẋ-term we use (14.15), (14.12), and the identity
∂µgνλ ≡ Γµνλ + Γµλν , which follows directly from the denitions gµν ≡ eaµe

a
ν and

Γµν
λ ≡ ea

λ∂µe
a
ν , to obtain

δSĀ = M
 τb

τa

dτ


− gµν


ẍν + Γ̄λκ
ν ẋλẋκ



-δxµ +



gµν ẋ
ν d

dτ
δSbµ + Γµλκδ

Sbµẋλẋκ





.

(14.27)
To derive the equation of motion we rst vary the action in a spacetime without

torsion. Then δSbµ(τ) ≡ 0, and (14.27) becomes

δSĀ = −M
 tb

ta
dτgµν(ẍ

ν + Γ̄λκ
ν ẋλẋκ) -δxν . (14.28)

Thus, the action principle δSĀ = 0 produces the equation for the geodesics (11.24),
which are the correct particle trajectories in the absence of torsion.
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Figure 14.1 Images under holonomic and nonholonomic mapping of fundamental δ-

function path variation. In the holonomic case, the paths x(τ) and x(τ) + δx(τ) in (a)

turn into the paths x(τ) and x(τ)+ -δx(τ) in (b). In the nonholonomic case with Sλ
µν = 0,

they go over into x(τ) and x(τ) + δSx(τ) shown in (c) with a closure failure bµ at tb
analogous to the Burgers vector bµ in a solid with dislocations.

In the presence of torsion, δSbµ is nonzero, and the equation of motion receives
a contribution from the second parentheses in (14.27). After inserting (14.20), the
nonlocal terms proportional to δSbµ cancel and the total nonholonomic variation of
the action becomes

δSĀ = −M
 τb

τa

dτgµν


ẍν +


Γ̄λκ
ν + 2Sν

λκ



ẋλẋκ


-δxµ

= −M
 τb

τa

dτgµν


ẍν + Γλκ
ν ẋλẋκ



-δxµ. (14.29)

The second line follows from the rst after using the identity Γλκ
ν = Γ̄{λκ}

ν+2Sν
{λκ}.

The curly brackets indicate the symmetrization of the enclosed indices. Setting
δSĀ = 0 and inserting for -δx(τ) the image under (14.14) of an arbitrary δ-function
variation δxa(τ) ∝ ǫaδ(τ − s0) gives the autoparallel equations of motion (14.7),
which is what we wanted to show.

The above variational treatment of the action is still somewhat complicated
and calls for a simpler procedure [1, 2]. The extra term arising from the second
parenthesis in the variation (14.27) can be traced to a simple property of the auxiliary
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closed nonholonomic variations (14.14). To nd this we form the time derivative
dt ≡ d/dt of the dening equation (14.14) and nd

dt -δx
µ(τ) = ∂νea

µ(x(τ)) ẋν(τ)δxa(τ) + ea
µ(x(τ))dτδx

a(τ). (14.30)

Let us now perform variation -δ and s-derivative in the opposite order and calculate
dτ -δxµ(τ). From (14.9) and (11.40) we have the relation

dτx
λ(τ) = e λ

i (x(τ)) dτx
i(τ) . (14.31)

Varying this gives

-δdτx
µ(τ) = ∂νea

µ(x(τ)) -δxνdtx
a(τ) + ea

µ(x(τ)) -δdτx
a. (14.32)

Since the variations in xa-spacetime commute with the s-derivatives [recall (14.13)],
we obtain

-δdτx
µ(τ)− dτ

-δxµ(τ) = ∂νea
µ(x(τ)) -δxνdtx

a(τ)− ∂νea
µ(x(τ)) ẋν(τ)δxa(τ). (14.33)

After re-expressing δxa(τ) and dtx
a(τ) back in terms of -δxµ(τ) and dtx

µ(τ) = ẋµ(τ),
and using (11.91), this becomes

-δdτx
µ(τ)− dτ -δxµ(τ) = 2Sνλ

µẋν(τ) -δxλ(τ). (14.34)

Thus, due to the closure failure in spacetimes with torsion, the operations dτ and
-δ do not commute in front of the path xµ(τ). In other words, in contrast to the
open variations -δxµ(τ) [and of course to the usual δxµ(τ)], the auxiliary closed
nonholonomic variations -δ of velocities ẋµ(τ) no longer coincide with the velocities
of variations.

This property is responsible for shifting the trajectory from geodesics to autopar-
allels. Indeed, let us vary an action

Ā =

τb


τa

dτL (xµ(τ), ẋµ(τ)) (14.35)

directly by -δxµ(τ) and impose (14.34). Then we nd

-δĀ =

τb


τa

dτ



∂L

∂xµ
-δxµ +

∂L

∂ẋµ

d

dτ
-δxµ +2Sµ

νλ

∂L

∂ẋµ
ẋν -δxλ



. (14.36)

After a partial integration of the second term using the vanishing -δxµ(τ) at the
endpoints, we obtain the Euler-Lagrange equation

δĀ

δxµ
=

∂L

∂xµ
− d

dt

∂L

∂ẋµ
=

-δĀ
-δxµ

− 2Sµν
λẋν ∂L

∂ẋλ
= −2Sµν

λẋν ∂L

∂ẋλ
. (14.37)

This diers from the standard Euler-Lagrange equation by the additional torsion
force. For the action (11.10), we thus obtain the equation of motion

ẍµ +


gµκ


∂νgλκ −
1

2
∂κgνλ



+ 2Sµ
νλ



ẋ ν ẋλ = 0, (14.38)

which is once more the Eq. (14.7) for autoparallels.
Thus a consistent application of the new equivalence principle yields consistently

autoparallel trajectories for point particles in spacetime with curvature and torsion.
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14.1.3 Equations of Motion For Spin

In Eq. (1.294) we have derived the time derivative of the spin four-vector of a
spinning point particle in Minkowski spacetime. The multivalued or nonholonomic
mapping principle transforms this to a general ane geometry:

DSµ

dτ
= Sκ

Duκ

dτ
uµ. (14.39)

This equation shows that in the absence of external forces, the spin four-vector of
a point particle remains always parallel to its initial orientation along the entire
autoparallel trajectory:

DSµ

dτ
= 0. (14.40)

In Einstein’s theory, the same equation holds with Dµ replaced by the Riemann-
covariant derivative D̄µ. As a consequence of the curvatur, the spinning top shows
a so-called geodetic precession. If spacetime has also torsion, Eq. (14.40) predicts
an autoparallel precession.

14.1.4 Special Properties of Gradient Torsion

Consider a special torsion tensor which consists of an antisymmetric combination of
gradients of a scalar eld θ(x):

Sµν
λ(x) =

1

2



δ λ
ν ∂µθ(x)− δ λ

µ ∂νθ(x)


. (14.41)

This expression is called gradient torsion [3]. If spacetime possesses only gradient
torsion, its eect upon the equations of motion of a point particle can be simulated
in a purely Riemannian spacetime, provided that the action is modied by the scalar
eld θ(x) in a peculiar way to be specied below in Eq. (14.44). By extremizing the
modied action in the usual way, the resulting equation of motion coincides with the
autoparallel equation derived in the initial spacetime with torsion from the modied
variational principle in Eqs. (14.8):

ẍµ + Γ̄
µ
κλẋ

κẋλ − 2Sµ
κλẋ

κẋλ = 0. (14.42)

For the pure gradient torsion (14.41), this becomes

ẍλ(s)+Γ
λ

µν (x(s))ẋµ(s)ẋν(s) = −θ̇(x(s))ẋλ(s)+gλκ(x(s))∂κθ(x(s)), (14.43)

with the extra terms on the right-hand side reecting the closure failure of parallel-
ograms caused by the torsion.

The same trajectory is found from the following alternative action in a purely
Riemannian spacetime

m

A = −mc
 σb

σa

dσ eθ(x) [gµν(x(σ))ẋ
µ(σ)ẋν(σ)]

1
2 . (14.44)
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The extra factor eθ(x) has precisely the same eect in a Riemannian spacetime as
the gradient torsion (14.41) in a Riemann-Cartan spacetime. Indeed, the extremum
of this action can be derived from the geodesic trajectory without the θ-eld by
introducing, for a moment, an auxiliary metric

g̃µν(x) ≡ e2θ(x) ≡ gµν(x). (14.45)

The invariant line element remains, of course,

ds = [gµν(x(σ))ẋ
µ(σ)ẋν(σ)]

1
2 = e−θ(x) [g̃µν(x(σ))ẋ

µ(σ)ẋν(σ)]
1
2 = e−θ(x)ds̃. (14.46)

By varying the action as in Eqs. (11.13)–(11.18), we obtain the modied equation
of motion (11.20):

g̃λν
d2x ν(σ)

dσ̃2
+



∂µg̃λν −
1

2
∂λg̃µν



dxµ(σ)

dσ̃

dxν(σ)

dσ̃
= 0. (14.47)

Inserting (14.45) and (14.46), this becomes

gλν



d2x ν(σ)

dσ2
− θ̇

dx ν(σ)

dσ



+


∂µgλν −
1

2
∂λgµν



dxµ(σ)

dσ

dxν(σ)

dσ

+ 2θ̇(x)
dxν(σ)

dσ
− ∂λθ(x)gµν

dxµ(σ)

dσ

dxν(σ)

dσ
= 0, (14.48)

which coincides with the autoparallel trajectory (14.43).

14.2 Autoparallel Trajectories from Embedding

There exists another way of deriving autoparallel trajectories. Instead of using
multivalued mappings to carry physical laws from at spacetime to spacetimes with
curvature and torsion, we may use the embedding procedure of Section 13.2.

14.2.1 Special Role of Autoparallels

Let us rst remark that apart from extremizing a length between two xed endpoints,
geodesics in a Riemann spacetime can be obtained by embedding the Riemann
spacetime in a at spacetime of a higher dimension. This is done by imposing
certain constraints on the coordinates spanning the at spacetime. The points on the
constraint hypersurface constitute the embedded Riemann spacetime. Straight lines
in the at spacetime, which are geodesic and autoparallel, determine a free motion
in that spacetime. They become geodesics when the motion is restricted to the
constraint hypersurface. This restriction is done in the conventional way by adding
the equations of constraint to the equations of motion. When the constraining force
is removed, geodesic trajectories turn into straight lines in the embedding spacetime.

For curved spacetime with torsion the embedding procedure was described in
Chapter 13. The consequences for the trajectories were worked out in Ref. [4]. It
turns out that, also from this point of view, autoparallel curves are specially favored
geometric curves in the embedded spacetime. They are the images of straight lines
in the embedding spacetime.
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14.2.2 Gauss Principle of Least Constraint

There is also a classical mechanical argument favoring autoparallel over geodesic
motion. This is intrinsically linked with the concept of inertia. Inertia favors tra-
jectories whose acceleration deviates minimally from the acceleration of the corre-
sponding unconstrained motion. This property can be formulated mathematically
by means of Gauss’ principle of least constraint [5, 6].

Consider a Lagrangian system in the spacetime xA with a Lagrangian L =
L(xA, ẋA) = L(xA, uA). At each moment of time, a state of the system can be labeled
by a point in phase space (xA(τ), uA(τ)). Let HAB(x

A(τ), uA(τ)) ≡ ∂2L/∂uA∂uB

be the Hessian matrix of the system. Let xA
1 (τ) and xA

2 (τ) be two slightly dierent
paths. Gauss has dened a deviation function for the two paths:

G =
1

2



v̇A1 − v̇A2


HAB



v̇B1 − v̇B2


, (14.49)

where a dot denotes the derivative with respect to τ . It measures the deviation of
two possible motions from one another [5, 6].

Now, let the motion in xA-spacetime be subject to constraints. All paths xA(τ)
allowed by the constraints are called conceivable motions. A path x̄A(τ) is called
released if it satises the Euler-Lagrange equations without constraint. Gauss’ prin-
ciple of least constraint says that the deviation of conceivable motion from a released
motion has a stationary value at the physical orbit. The released motion in the em-
bedding spacetime xA is a free motion with zero acceleration ẍA = u̇A = 0, i.e., it
runs along straight lines. The principle says that the physical orbit wants to be as
close as possible to a straight line.

Calculating the accelerations u̇A of the conceivable motions with the help of
(13.20), we nd

u̇A = εAµu̇
µ + ∂νε

A
µu

µuν . (14.50)

Recalling Eqs. (13.19), (11.85), and (11.118), we may write this also as

u̇A = εAµ
D

dτ
uµ. (14.51)

Since HAB has only constant diagonal elements equal to ±1 for the at spacetime,
Gauss’ deviation function (14.49) assumes the form

G =
1

2



u̇A
2

=
1

2



Duµ

dτ

2

, (14.52)

where an innitesimal factor dτ 2 has been removed. This function has a minimum
at G = 0 at paths satisfying the equation of motion

Duµ

dτ
= 0 . (14.53)

This is once more the equation for an autoparallel trajectory.
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Another derivation of autoparallel trajectories rests on the d’Alembert-Lagrange
principle [5, 6]. In theoretical mechanics, one denes a Lagrange derivative

[L]A ≡ d

dτ

∂L

∂uA
− ∂L

∂xA
. (14.54)

The d’Alembert-Lagrange principle asserts that motion of a system with the La-
grangian L proceeds such that

uA [L]A = 0 (14.55)

for all velocities allowed by the constraints. Taking the free Lagrangian L = uAuA/2
with [L]A = u̇A, and recalling (14.51), we nd that the autoparallel equation (14.53)
satises Eq. (14.55).

Finally we point out that the motion of a holonomic system is completely de-
termined by the restriction of the Lagrangian to the constraining surface [5]. Thus,
holonomic constrained systems are indistinguishable from ordinary unconstrained
Lagrangian systems. This is not true for nonholonomic systems, meaning that the
Euler-Lagrange equations for the Lagrangian restricted on the constraining sur-
face do not coincide with the original equations for the constrained motion. This
diculty prevents us from applying a conventional Hamiltonian formalism to the
autoparallel motion, and subjecting it to a canonical quantization. In other words,
Dirac’s method of quantizing constrained systems [7] is inapplicable to nonholonomic
systems since these do not follow the conventional Lagrange formalism [5].

14.3 Maxwell-Lorentz Orbits as Autoparallel Trajectories

It is rather straightforward to set up Maxwell-Lorentz equations for the motion of
a charged particle in curved spacetime. We rewrite the at spacetime equation of
motion (1.170) as

ẍa(τ) =
e

c
F a

b(x(τ))ẋ
b(τ), (14.56)

and subject this to a multivalued mapping. This adds the geometric force of
Eq. (14.7), leading to

ẍλ(τ) + Γ̄µν
λ(x(τ)ẋµ(τ)ẋν(τ) =

e

mc
F λ

κ(x(τ)) ẋ
κ(τ). (14.57)

It is now interesting to observe that this equation of motion may be viewed as
an autoparallel motion in an ane geometry with torsion. Torsion is created only
along the orbit of the particle according to the equation [8]

Sµν
λ(x(τ)) =

e

mc
Fµν(x(τ))ẋ

λ(τ). (14.58)

Indeed, if we insert this torsion into the autoparallel equation in the form (14.8), we
obtain the Maxwell-Lorentz equation (14.57) in curved spacetime.

Note that this type of torsion does not propagate into spacetime.
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Interestingly enough, also the spin precession equation (1.307) can be understood
as a purely geometric equation in a spacetime with torsion. If we transform the at
spacetime equation (1.307) to curved spacetime, it becomes

D̄

dτ
Sµ=

e

2mc



gF µνSν +
g − 2

m2c2
pµSλF

λκpκ



= 0. (14.59)

For a classical particle, which has g = 1, this equation is the same as for a spin
vector undergoing a parallel transport along the trajectory qµ(τ) according to the
law (14.40). Decomposing the covariant derivative into a Riemannian part and a
contribution of torsion according to Eq. (11.120), we nd

DSµ

dτ
=

D̄Sµ

dτ
+ Sµ

νλS
ν ẋλ − Sνλ

µSν ẋλ + Sλ
µ
νS

ν ẋλ. (14.60)

Inserting here the torsion (14.58) yields

DSµ

dτ
=

D̄Sµ

dτ
+

e

mc3



F µ
ν ẋλS

ν ẋλ − Fνλ ẋ
µSν ẋλ + Fλ

µ ẋνS
ν ẋλ



. (14.61)

Recalling that ẋλẋλ = c2 [see (1.151)], and that the spin vector has the transversality
property (1.288), the last term vanishes, we arrive at

DSµ

dτ
=

D̄Sµ

dτ
+

e

mc



F µ
νS

ν − 1

c2
ẋµ SνFνλẋ

λ



, (14.62)

which is indeed the same as (14.59) for g = 1.
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A eld that has rested gives a bountiful crop.

Ovid (43BC–17AD)

15

Field Equations of Gravitation

In the previous chapter, we derived the equations of motion for a particle subject
to a gravitational eld. These look precisely the same as those of a particle in
Minkowski spacetime expressed in curvilinear coordinates. All information on the
gravitational eld is contained in certain properties of the metric. We may now
ask the question how to nd the metric caused by a gravitational massive object.
For this, the ten components of the metric tensor gµν(x) have to be considered as
dynamical variables and we need an action principle to determine them [1, 2, 3].

15.1 Invariant Action

The equation of motion for gµν(x) must be independent of the general coordinates
employed. This is guaranteed if the action is invariant under Einstein transforma-
tions xµ → x′µ′

(xµ). The coordinate increments transform like

dxµ → dx′µ′

= αµ′

µ(x)dx
µ, αµ′

µ(x) = ∂x′µ′

/∂xν . (15.1)

We want to set up a local action for the gravitational eld. According to the de-
nition in Subsection 2.3.1, it must be an integral over a Lagrangian density

A =


d4xL(x). (15.2)

The Lagrangian density L(x) can only depend on the metric and its rst derivatives
∂λgµν(x), modulo integrations by parts.

Under the coordinate transformations (15.1), the volume element transforms as

d4x → d4x′ = d4x detα. (15.3)

The simplest Lagrangian density L(x) which leaves the action (15.2) invariant can
be formed from the determinant of the metric

g = det(gµν). (15.4)

Since the metric changes under (15.1) to g′µ′ν′(x
′) = gµν(α

−1)µµ′(α−1)νν′ , we see that

g → g′ = g det−2α, (15.5)
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so that the integral

AΛ =


d4xLΛ(x) ≡
Λ

κ



d4x
√
−g (15.6)

is invariant under coordinate transformations (15.1). However, this expression can-
not yet serve as an action for gravity since it does not depend on the derivatives
of the metric gµν(x) and is therefore unable to yield equations of motion. In order
to allow gravity to propagate through spacetime, we must nd a scalar Lagrangian
density L containing gµν and ∂λgµν and an action of the form

f

A=


d4x
√−gL(g, ∂g). (15.7)

The only fundamental scalar quantity which occurred in the previous geomet-
ric analysis and which contains the derivatives ∂λgµν is R, the scalar curvature.
Therefore, Hilbert and Einstein postulated the following gravitational eld action

f

A= − 1

2κ



d4x
√−g R̄. (15.8)

Here κ is related to Newton’s gravitational coupling constant GN ≈ 6.673 · 10−8 cm3

g−1 s−2 of Eq. (1.3) by

1

κ
=

c3

8πGN

. (15.9)

It can be expressed in terms of the Planck length (12.43) as

1

κ
=

h̄

8πl2P
. (15.10)

If spacetime is allowed to have torsion, we shall assume the action to have the same
form (15.8), but with the Riemannian scalar curvature R̄ replaced by the Riamann-
Cartan version R of Eq. (11.142):

f

A= − 1

2κ



d4x
√
−g R. (15.11)

This action will be referred to as Einstein-Cartan action.
From the fundamental point of view, the Einstein-Hilbert action (15.8) has a

problem which has so far not been solved. It does not allow for a quantization of
gravity. Attempts to quantize the theory runs into severe diculties at very short
distances of the order of the Planck length lP. There it develops innities which
cannot be absorbed in the coupling constant κ. This property is called nonrenor-
malizability of gravity. Such a theory makes only sense as a classical eective theory.

From the practical point of view the quantization of gravity is irrelevant. At
present it is unimaginable that such short length scales can ever be explored ex-
perimentally. In addition, it is quite possible that the quantum of gravitational
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waves, the graviton, is undetectable in principle during the lifetime of the universe
[4]. Thus one can lead a perfectly comfortable life as a theoretical physicist without
ever feeling the need to quantize gravity [4]. It must be said, however, that part of
the theoretical physics community feels the need to construct a Theory of Every-
thing which explains all physics down to any small distance. They assume that the
presently known principles preclude the discovery of completely new properties of
matter at the Planck scale. The author does not share this view and believes that
nature will, fortunately, keep surprising us forever, and experimentalists will nd
phenomena which no theorist can dream of at present.

If one insists, for reasons of theoretical satisfaction, on making gravity a quanti-
zable theory one may simply add to the Einstein-Hilbert action (15.8) an additional
invariant term quadratic in the curvature tensor of the general form

f

A= −1

2



d4x
√−g



1

κ2,1

R̄2 +
1

κ2,1

R̄µνR̄
µν +

1

κ2,3

R̄µνλκR̄
µνλκ



, (15.12)

where the coupling constants κ2,i (i = 1, 2, 3) are dimensionless. This theory is
renormalizable, i.e., all innities can be absorbed in the coupling constants. And it
remains meaningful down to very small distances of the order of the Planck length.
There it possesses unphysical properties, such as states with negative norm. These
should not bother us, however, since the physics at such short distances will remain
unknown for many more years. It must be recalled that also quantum electrodynam-
ics, the most accurate quantum eld theory so far, which is perfectly renormalizable,
has unphysical properties at very short distances. These are the famous Landau
ghosts, which can never be detected since long before they can show up, quantum
electrodynamics receives much larger corrections from strong interactions which are
not contained in the action of quantum electrodynamics. It is a gratifying feature
of renormalizable theories that they make predictions which do not depend on the
physics of unexplored short distances.

Thus we may restrict our attention to the classical theory of gravity implied by
the Einstein-Hilbert action (15.8). For a system consisting of a set of mass points
m1, . . . , mN , we add the particle action (11.2) and obtain a total action

A =
f

A −
N


n=1

mnc


dsn ≡
f

A +
m

A . (15.13)

In the following formulas it will be convenient to set κ = 1 since κ can always be
reintroduced as a relative factor between eld and matter parts in all eld equations
to be derived.

Variation of the particle paths xn(sn) at xed gµν(x) gives the equations of motion
of a point particle in an external gravitational eld as discussed in the beginning. In
addition, the action (15.13) permits to nd out which gravitational eld is generated
by the presence of these points. They are obtained from the variational equation

δA

δgµν(x)
= 0. (15.14)
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There are 10 independent components of gµν . Four of them are unphysical, repre-
senting merely reparametrization degrees of freedom.

Equations (15.14) are not sucient to determine the geometry of spacetime.
The curvature tensor Rµνλ

κ also contains torsion tensors Sµν
λ combined to a con-

tortion tensor Kµν
λ. It has 24 independent components, which are determined by

the equation of motion

δA

δKµν
λ(x)

= 0. (15.15)

Einstein avoided this problem by considering only symmetric (Riemannian) space-
times from the outset. For spinning matter, however, this may not be sucient,
and a determination of torsion elds from the spin densities may be necessary for a
complete dynamical theory.

15.2 Energy-Momentum Tensor and Spin Density

It is useful to study separately the derivatives of the dierent pieces of the action
with respect to gµν and Kµνλ. In view of the physical interpretations to be given
later we introduce

δ
m

A
δgµν

≡ −1

2

√−g
m

T
µν , (15.16)

δ
f

A
δgµν

≡ −1

2

√−g
f

T
µν , (15.17)

respectively, as the symmetric energy-momentum tensors of matter and eld, and

δ
m

A
δKµν

λ
≡ −1

2

√−g
m

Σ
ν
λ
,µ, (15.18)

δ
f

A
δKµν

λ
≡ −1

2

√−g
f

Σ
ν
λ
,µ, (15.19)

as the spin current density of matter and eld, respectively.
We have remarked before that the identity (11A.24) implies a change of sign if

we calculate the energy-momentum tensors from a variation δgµν rather than δgµν

so that Eqs. (15.16) and (15.17) go over into

δ
m

A
δgµν

≡ 1

2

√−g
m

T µν , (15.20)

δ
f

A
δgµν

≡ 1

2

√−g
f

T µν . (15.21)
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Let us calculate these quantities for a point particle. For a specic world line
xµ(σ) parameterized by an arbitrary timelike variable σ, the action reads [recall
(11.10), (11.11)]

m

A = −mc


ds = −mc2


dσ


gµν(x(σ))ẋµ(σ)ẋν(σ)

= −mc
√−g



dσ


d4x
√−g



gµν(x)ẋµ(σ)ẋν(σ) δ(4)(x− x(σ)). (15.22)

Variation with respect to gµν(x) and Kµν
λ(x) gives

δ
m

A
δgµν(x)

≡−1

2

√−g mc


dσ
1



gµν(x(σ))ẋµ(σ)ẋν(σ)
ẋµ(σ)ẋν(σ)δ(4)(x−x(σ)) (15.23)

=−1

2

√
−g m



dτ ẋµ(τ)ẋν(τ)δ(4)(x−x(τ)),

where τ = s/c is the proper time (1.141). The functional derivative with respect to
Kµν

λ(x) vanishes identically:

δ
m

A
δKµν

λ(x)
≡ 0. (15.24)

Thus we identify energy-momentum tensor and spin current densities

m

T
µν(x) ≡ m



dτ ẋµ(τ)ẋν(τ)δ(4)(x− x(τ)), (15.25)

f

Σ
ν
λ
,µ(x) ≡ 0. (15.26)

We now determine these quantities for a gravitational eld with Einstein-Cartan
action (15.11). First we perform the variation of

√−g with respect to δgµν . We
vary

δ
√
−g = − 1

2
√−g

δg, (15.27)

and use Eq. (11A.25) to express this as

δ
√
−g =

1

2

√
−ggµνδgµν = −1

2

√
−ggµνδg

µν . (15.28)

We now vary the action (15.8), rewritten in the form

f

A= −1

2



d4x
√−ggµνRµν , (15.29)

and nd

δ
f

A = −1

2



d4x
√−g



−1

2
gµνδg

µνR + δgµνRµν + gµνδRµν



= −1

2



d4x
√−g



δgµν(Rµν −
1

2
gµνR) + gµνδRµν



. (15.30)
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The factor accompanying δgµν is known as the Einstein tensor

Gµν ≡ Rµν −
1

2
gµνR. (15.31)

Note that this tensor is symmetric only in symmetric spacetimes. The variation in
δgµν , however, picks out only the symmetrized part of it.

Consider now the variation of the Ricci tensor in (15.30)

δRµν = ∂κδΓµν
κ − ∂µδΓκν

κ − δΓκν
τ
Γµτ

κ − Γκν
τδΓµτ

κ + δΓµν
τ
Γκτ

κ + Γµν
τδΓκτ

κ.

(15.32)

The left-hand side is a tensor. Let us express also the right-hand side in a covariant
way. We know from the transformation law (11.104) that the ane connection Γµν

κ

is not a tensor. Its variation δΓµν
κ, however, is a tensor. 1 This follows directly from

the transformation law (11.104), whose last term ∂µ∂νξ
κ disappears in δΓµν

κ since
it is the same for Γµν

κ and Γµν
κ + δΓµν

κ. For this reason we may rewrite (15.32)
covariantly as

δRµν = DκδΓµν
κ −DµδΓκν

κ + 2Sκµ
τδΓτν

κ. (15.33)

Indeed, by working out the covariant derivatives we nd

δRµν = −∂κδΓµν
κ − ∂µδΓκν

κ − Γκµ
τδΓτν

κ − Γκν
τδΓµτ

κ

+ Γκτ
κδΓµν

τ + Γµκ
τδΓτν

κ + Γµν
τδΓκτ

κ − Γµτ
κδΓτ

κν + 2Sκµ
τδΓτν

κ, (15.34)

thus recovering (15.32). In symmetric spacetimes, the covariant relation (15.32) was
rst used by Palatini.

We now have to express δRµν in terms of δgµν and δKµν
λ. It is useful to perform

all operations underneath the integral in (15.30):

−1

2



d4x
√−ggµνδRµν . (15.35)

Due to the tensor nature of δΓµν
κ we can take gµν through the covariant derivative

and write (15.35) as

−1

2



d4x
√−g (DκδΓµ

µκ −DµδΓκ
µκ + 2Sκ

µτδΓτµ
κ) . (15.36)

The covariant derivatives can now be removed by a partial integration. In spacetime
with torsion, partial integration has some particular features which requires a special
discussion.

1Note that the tensor character holds only for independent variations of Γµνλ at a xed metric.
This is in contrast to the nontensorial behavior of the dierence Γ′

µνκ−Γµνκ, where Γ
′

µνλ is formed

from the varied metric gµν + δgµν .



15.2 Energy-Momentum Tensor and Spin Density 403

Take any tensors Uµ...ν , V...ν... and consider an invariant volume integral


d4x
√−g Uµ...ν...DµV...ν... . (15.37)

A partial integration gives

−


d4x



(∂µ
√−g Uµ...ν...)V...ν... +



i

Uµ...νi...Γµνi
λiV...λi...



+ surface terms,(15.38)

where the sum over i runs over all indices of V...λi..., linking them via the ane
connection with the corresponding indices of Uµ...νi.... Now we use the relation

∂µ
√−g =

√−g Γ̄µκ
κ =

√−g Γµκ
κ =

√−g (2Sµ + Γκµ
κ) (15.39)

and (15.38) becomes

−


d4x
√−g



(∂µU
µ...λi... − Γκµ

κUµ...λi... +


i

Γµνi
λiUµ...νi...)V...λi...

+ 2Sµ



i

Uµ...λi...V...λi...



+ surface terms. (15.40)

The terms in parentheses can be collected to the covariant derivative of Uµ...νi...,
such that we arrive at the rule of partial integration


d4x
√−g Uµ...ν...DµV...ν... = −



d4x
√−g D∗

µU
µ...ν...V...ν... + surface terms, (15.41)

where D∗
µ is dened as

D∗
µ ≡ Dµ + 2Sµ, (15.42)

and we have abbreviated:

Sκ ≡ Sκλ
λ, Sκ ≡ Sκ

λ
λ. (15.43)

It is easy to show that (15.41) holds also if the operators Dµ and D∗
µ are inter-

changed, i.e.,


d4x
√−g Uµ...ν...D∗

µV...ν... = −


d4x
√−g DµU

µ...ν...V...ν... + surface terms. (15.44)

For the particular case that V...ν... is equal to 1, the latter rule tells us that


d4x
√−gDµU

µ = −


d4x
√−g 2SµU

µ + surface terms. (15.45)

This allows us to replace the covariant derivatives of the tensors δΓµ
µκ and δΓκ

µκ in
Eq. (15.36) by −2Sκ and −2Sµ, respectively, and we obtain

−1

2



d4x
√−ggµνδRµν = −1

2



d4x
√−g (−2SκδΓ

ν
ν
κ + 2SµδΓκ

µκ + 2Sκ
ντδΓτν

κ) .

(15.46)
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The result can also be stated as follows:

−1

2



d4x
√−ggµνδRµν = −1

2



d4x
√−gSµ

κ
,τδΓτµ

κ (15.47)

where Sµκ
,τ is the following combination of torsion tensors:

1

2
Sµκ

,τ ≡ Sµκ
τ + δµ

τSκ − δκ
τSµ. (15.48)

This tensor is referred to as the Palatini tensor. The relation can be inverted to

Sµνλ =
1

2



Sµν,λ +
1

2
gµλSνκ

,κ − 1

2
gνλSµκ

,κ


. (15.49)

We now proceed to express δΓτµ
κ in terms of δgµν and δKµνλ. For this purpose

we note that the varied metric gµρ + δgµρ certainly satises the identity (11.95),

Dτ
Γ+δΓ (gµρ + δgµρ) = 0, (15.50)

where DΓ+δΓ is the covariant derivative formed with the varied connection Γµν
λ +

δΓµν
λ. For variations δgµρ this implies

Γ

Dτ δgµρ = δΓτµρ + δΓτρµ (15.51)

where we have introduced

δΓµτρ ≡ gρλ δΓµτ
λ. (15.52)

This gives

1

2



Γ

Dτ δgµρ+
Γ

Dµ δgτρ−
Γ

Dρ δgτµ



= δΓτµρ − δSτµρ + δSµρτ − δSρτµ

= δΓτµρ − δKτµρ, (15.53)

where

δSτµρ ≡ gρλ δSτµ
λ ≡ gρλ

1

2



δΓτµ
λ − δΓµτ

λ


(15.54)

and
δKτµρ ≡ δSτµρ − δSµρτ + δSρτµ (15.55)

are the results of a variation of Sµν
λ at xed gµν . Note that even though Γ̄µν

λ =
Γµν

λ −Kµν
λ, the left-hand side of (15.53) cannot be identied with gρκδΓ̄τµ

λ since
δKµν

λ contains contribution from δSµν
λ at xed δgµν and from δgµν at xed Sµν

λ.
The rst term in (15.53) is, in fact, equal to gρκδΓ̄τµ

κ+δKτµ
κ|Sλ

µν=xed. Using (15.53),
we rewrite (15.47) as

−1

2



d4x
√−ggµνδRµν = (15.56)

−1

2



d4x
√−gSµκ,τ



δKτµ,κ +
1

2
(Dτδgµκ +Dµδgτκ −Dκδgτµ)



.
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The rst term shows that the Palatini tensor Sµ
κ
,τ plays the role of the spin current

of the gravitational eld [recall the denition (15.19) up to a factor 1/κ]

f

Σ

µ

κ
,τ = −1

κ
Sµ

κ
,τ . (15.57)

The second term can now be partially integrated, leading to

1

4



d4x
√−g



D∗
µS

µρ,ǫδgµρ +D∗
µS

µρ,τδgτρ −D∗
qS

µρ,τδgµτ


+ surface term. (15.58)

After relabeling the indices in (15.53), we arrive at the following variation of the
action with respect to δgµν , using the identity δgµνGµν = −δgµνG

µν following from
(11A.24),

−1

2



d4x
√−g



Gµν − 1

2
D∗

λ



Sµν,λ − Sνλ,µ + Sλµ,ν




δgµν , (15.59)

so that the complete energy-momentum tensor of the eld reads

f

T
µν = −1

κ



Gµν − 1

2
D∗

λ



Sµν,λ − Sνλ,µ + Sλµ,ν




. (15.60)

Actually, the variation δgµν can yield only the symmetrized part of
f

T µν . This spec-
ication is, however, unnecessary. We shall demonstrate later that the conservation

law for the spin current density, to be derived in Eq. (18.60), makes
f

T µν symmetric
as it stands (even if Gµν is not symmetric).

Thus we arrive at the Einstein-Cartan eld equations

−κ
f

Σµκ
,τ = Sµκ

,τ = κ
m

Σµκ
,τ , (15.61)

−κ
f

T
µν = Gµν − 1

2
D∗

λ



Sµν,λ − Sνλ,µ + Sλµ,ν


= κ
m

T
µν . (15.62)

For a set of spinless point particles, the rst equation reduces to

Sµκ
,τ = 0 . (15.63)

The left-hand side of the second equation becomes the Einstein tensor in Riemann
space:

Ḡµν = κ
m

T
µν . (15.64)
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15.3 Symmetric Energy-Momentum Tensor and Defect
Density

In three Euclidean dimensions, the linearized version of (15.60) reads

−κ
f

T
ij = Gij −

1

2
∂κ (Sij,k − Sjk,i + Ski,j) , (15.65)

with the spin density (15.48)

−1

2
κ

f

Σij,k=
1

2
Sij,k = Sijk + δikSj − δjkSi. (15.66)

Let us insert the dislocation density according to

Sijk =
1

2
(∂i∂j − ∂j∂i)uk =

1

2
ǫijαlk. (15.67)

Then the spin density reads

Sij,k = ǫijlαlk + δikǫjplαlp − δjkǫiplαlp. (15.68)

Since both sides are antisymmetric in ij, we can contract them with ǫijn,

ǫijnSij,k = 2αnk + ǫkjnǫjplαlp − ǫiknǫiplαlp = 2αnk − 2 (δkpδnl − δklδnp)αlp

= 2αkn, (15.69)

and see that Sij,k becomes simply

Sij,k = ǫijlαkl. (15.70)

Thus the spin density is equal to the dislocation density.
The spin density has a vanishing divergence

∂kSij,k = ǫijl∂kαkl = 0. (15.71)

In terms of the derivatives of the displacement eld ui(x), the spin density reads

Sij,k = ǫijlǫkmn∂m∂nul. (15.72)

In this expression, the conservation law (15.71) is trivially fullled.
Let us now form the three combinations of ij, k appearing in (15.65)

1

2
(Sij,k − Sjk,i + Ski,j) =

1

2
(εijlαkl − ǫjklαij + ǫkilαjl) . (15.73)

By contracting the identity

ǫijlδkm + ǫjklδim + ǫkilδjm = ǫijkδlm (15.74)
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with αml, we nd

ǫijlαkl + ǫjkklαil + ǫkilαjl = ǫijkαll (15.75)

so that

1

2
(Sij,k − Sjk,i + Ski,j) = −ǫjklαil +

1

2
ǫijkαll. (15.76)

The right-hand side is recognized to be

ǫjklKli (15.77)

where

Klj = −αjl +
1

2
δljKkk

is Nye’s contortion tensor. With this notation, equation (15.65) becomes

−κ
f

T ij = Gij − ǫjhl∂nKli. (15.78)

Now we recall that the Einstein tensor Gij for an ane connection Γijk = ∂i∂juk

coincides with the disclination density θji. But then, comparison with Eq. (12.41)
and (9.108) shows that the total energy-momentum tensor multiplied by −κ is the
total defect density ηij [compare (9.110)]:

−κ
f

T ij = ηij (15.79)
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The more minimal the art,

the more maximum the explanation.

Hilton Kramer (*1928)

16
Minimally Coupled Fields of Integer Spin

So far we have discussed the gravitational eld interacting with classical relativistic
massive point particles. If we want to include quantum eects, we must describe
these particles by relativistic elds such as the scalar eld in Section 2.3, or the
Maxwell eld in Section 2.4. These elds are then quantized, so that incoming
negative-energy waves describe outgoing antiparticles (recall p. 55).

If we want to couple these elds to gravity, we follow the multivalued mapping
principle of Chapter 14, according to which action in at spacetime must simply be
transformed to spacetimes with curvature and torsion by means of a multivalued
coordinate transformation. The result is a minimal coupling of the gravitational
eld.

In this text we shall not discuss the quantum aspect of the relativistic elds,
conning our attention to the coupling problem which can be discussed at the level
of classical elds.

16.1 Scalar Fields in Riemann-Cartan Space

The action (2.25) of a charged scalar eld in at spacetime is most easily transformed
to general metric-ane spacetime. The partial derivative ∂a is equal, via Eq. (14.1),
to

∂a = ea
µ(x)∂µ, (16.1)

and the volume element d4xa in at spacetime becomes

d4xa = d4xµ |det eaµ(x)|. (16.2)

Since eaµ(x) is the square root of the metric gµν(x) [recall Eq. (11.38)], the determi-
nants are also related by a square root, so that (16.2) implies the replacement rule
for the at-spacetime volume:

d4x → d4x
√−g. (16.3)

Hence the action (2.25) is mapped into

A =


d4x
√−g



h̄2eaµ(x)∂µφ
∗(x)ea

ν(x)∂νφ(x)−M2c2φ∗(x)φ(x)


. (16.4)
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This expression cannot yet be used for eld-theoretic calculations since the elds
ea

ν(x) are multivalued. However, we can use Eq. (11.42) to rewrite the action as

A =


d4x
√−g



h̄2gµν(x)∂µφ
∗(x)∂νφ(x)−M2c2φ∗(x)φ(x)



. (16.5)

This expression contains only the single-valued metric tensor.
The equation of motion is derived most simply by applying an integration by

parts to the gradient term. Ignoring the contribution from the boundaries we obtain

A =


d4x
√−g



−h̄2φ∗(x)∆φ(x) −M2c2φ∗(x)φ(x)


, (16.6)

where ∆ =
√−g

−1
∂µ
√−ggµν∂ν is the Laplace-Beltrami dierential operator

(12.158). From the action (16.6) we obtain directly the equation of motion [compare
(2.38)]:

δA

δφ∗(x)
=



d4x′


−g′


−h̄2δ(4)(x′ − x)∆′φ(x′)−m2c2δ(4)(x′ − x)φ(x′)


= (−h̄2
∆−M2c2)φ(x) = 0. (16.7)

This equation of motion contains an important prediction. There is no extra
R−term in the wave equation, which would be allowed by Einstein’s covariance
principle. In many textbooks [1], the Klein-Gordon equation is therefore written as

(−h̄2
∆− ξh̄2R−M2c2)φ(x), (16.8)

with a parameter ξ for which several numbers have been proposed in the literature:
1/6, 1/12, 1/8. The same R-term would of course appear in the nonrelativistic limit
of (16.8). This limit is obtained by setting φ(x) ≡ e−iMc2t/h̄ψ(x) and letting the light
velocity c go to innity. Assuming that g0i = 0 and choosing g00 = 1, this leads to
the Schrödinger equation:



− 1

2M
h̄2
∆− ξh̄2Rd



ψ(x) = ih̄∂tψ(x), (16.9)

where Rd is the curvature scalar of space in the D = d + 1-dimensional spacetime.
On a sphere of radius r in D dimensions, we know from Eq. (13.10) that Rd is equal
to d(d− 1)/r2.

The choice ξ = (D − 2)/4(D − 1) makes the wave equation (16.8) for M = 0
conformally invariant in D spacetime dimensions [2], so that ξ = 1/6 is a preferred
value of eld theorists. When Bryce DeWitt set up a time-sliced path integral in
curved space [3], he obtained the value ξ = 1/6 from his particular slicing assump-
tions. A slightly dierent slicing led to ξ = 1/12 [4]. In more recent work, DeWitt
prefers the value ξ = 1/8 [5] which is motivated by a perturbative treatment of the
path integral with dimensional regularization [6]. The value ξ = 0 in the action
(16.4) was predicted on the basis of the multivalued mapping in Ref. [6].
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So far there is no direct experimental conrmation of the ξ = 0-prediction. It is
a challenge to experimentalists to measure ξ. The x-dependence of R(x) stemming
from the gravitational elds of celestial bodies is too small to have an eect on
atomic spectra. At present, the only realistic possibility to measure ξ seem to
require a study of the energy spectrum of electrons conned to a thin ellipsoidal
surface. The presence of an Rd-term in the Schrödinger equation (16.9) would lead
to an observable ξ-dependent distortion of the spectrum.

At this point we make an important observation. The Lagrangian density (16.5)
does not contain the ane connection Γµν

λ. It does not require its presence since for
scalar elds, the ordinary derivative ∂µφ(x) is perfectly covariant. As a consequence,
the eikonal approximation will lead to classical trajectories which do not couple to
torsion. They will be geodesics, not autoparallels, as required by the action principle
in Section 14.1. This clash of eld theory and classical orbits can so far only be
resolved in a dynamical way. We are forced to postulate that matter can create only
antisymmetric torsion. Then autoparallels coincide with geodesics and the there
is no contradiction between classical trajectories of scalar particles and the orbits
coming from the eikonal approximation to scalar elds. This postulate can, in fact,
be fullled quite naturally by a theory in which torsion coupled only to fundamental
spin- 12 fermions such as quarks and leptons, as will be explained in more detail in
Section 20.3.1.

16.2 Electromagnetism in Riemann-Cartan Space

Let us go through the same procedure for the electromagnetic action (2.83). The
volume element is again mapped according to the rule (16.3). The covariant curl is
treated as follows. First we introduce vector elds transforming like the coordinate
dierentials dxµ

Aµ(x) = eaµ(x)Aa(x), jµ(x) = eaµ(x)ja(x), (16.10)

and rewrite the eld strengths with the help of (11.84) as

Fab(x) = ∂aAb(x)− ∂bAa(x) = ea
µ(x)∂µeb

ν(x)Aν(x) − eb
µ(x)∂µea

ν(x)Aν(x)

= ea
µ(x)eb

ν(x) [DµAν(x)−DνAµ(x)] ≡ ea
µ(x)eb

ν(x)Fµν(x). (16.11)

Then the action (2.83) becomes

em

A =


d4x
√−g

em

L (x) ≡


d4x
√−g



− 1

4c
F µν(x)Fµν(x) −

1

c2
jµ(x)Aµ(x)



,(16.12)

Inserting into (16.11) the explicit expressions for the covariant derivatives from
Eq. (11.85), and decomposing Γµν

λ into Christoel symbols and torsion according
to Eqs. (11.114) and (11.115), we may write

Fµν(x) = F̄µν(x)− 2Sµν
λAλ(x), (16.13)
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where F̄µν(x) is the eld strength calculates from the Riemannian covariant deriva-
tives (11.116):

F̄µν(x) = D̄µAν(x) − D̄νAµ(x). (16.14)

The Christoel symbols contained on the right-hand side cancel each other, so that

F̄µν ≡ D̄µAν − D̄νAµ = ∂µAν − Γ̄µν
λAλ − ∂νAµ + Γ̄νµ

λAλ = ∂µAν − ∂νAµ. (16.15)

Thus the Riemann-covariant eld strength agrees with the Maxwell eld strength
in at space

F̄µν = ∂µAν − ∂νAµ. (16.16)

The covariant eld strength (16.13) reads now

Fµν(x) = ∂µAν(x)− ∂νAµ(x) − 2Sµν
λAλ(x). (16.17)

The last term destroys gauge invariance as noted rst by Schrödinger [8] (see the
remarks in our Preface). It gives the photon a spacetime-dependent tensorial mass
term in the action (16.12)

1

2
m2

A
λκ(x)Aλ(x)Aκ(x), with m2

A
λκ(x) = 2Sµν

λ(x)Sµνκ(x). (16.18)

This prompted Schrödinger to estimate upper bounds for the photon mass allowed by
experimental observations [11].Present observations imply that the mass is extremely
small:

mA < 3× 10−27eV, (16.19)

which corresponds to an immense Compton wavelength of the photon

lA =
h̄

mAc
> 6952 light years. (16.20)

The estimate comes from observations of the range of magnetic elds emanating
into spacetime from pulsars. Thus he concluded that the torsion eld in spacetime
is very small.

This is the reason why most authors [9] advocate that theories of gravity should
not contain the torsion eld in the eld strength. They assume that the Maxwell
action is formed with the Riemann-covariant eld strength (16.15) rather than the
metric-ane-covariant eld strength Fµν of Eq. (16.11). Thus the action of the
electromagnetic eld is taken to be

em

A =


d4x
√
−g

em

L (x) ≡


d4x
√
−g



− 1

4c
F̄ µν(x)F̄µν(x)−

1

c2
jµ(x)Aµ(x)



.(16.21)

This action is invariant under general coordinate transformation and electromagnetic
gauge transformations

Aµ(x) → Aµ(x) + ∂µΛ(x). (16.22)
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Now the photon does not couple to torsion at all and remains certainly massless.
In the philosophy of minimal coupling to ensure electromagnetic gauge invariance
and Einstein invariance. this action is of course more minimal than (16.12), which
justies the omission of the torsion.

The same conclusion applies to the bare elds of the vector bosons W and Z
which mediate weak interactions. In the standard unied theory of weak and elec-
tromagnetic interactions, the bare vector elds Aµ(x), Wµ(x), and Zµ(x) appear on
equal footing in a gauge-invariant way. Thus also their covariant derivatives should
be free of torsion.

The physical vector bosons are massive due to the Meissner-Higgs eect. Their
mass stems from “eating up” the massless Goldstone bosons of the Higgs eld. Since
these are scalar particles, they do not couple to torsion either so that the physical
vector bosons remain decoupled from torsion [10]. This is in contrast to the massive
vector mesons composed of quark-antiquark pairs, such as ρ and ω. This issue will
be discussed further in Section 20.3.1.

Later we shall nd that torsion is a nonpropagating eld. At rst sight this
suggests that empty space cannot carry any torsion, so that even with the action
(16.12), photons would propagate with light velocity though the vacuum. This
conclusion, however, would be false. The coupling between Aµ(x) and Sµνλ(x) in
Fµν(x) of Eq. (16.13) would have the consequence that the microwave background
radiation in the universe would create also a torsion eld. Recalling the spin current
density (3.239) of the vector potential, the Einstein-Cartan eld equation (15.61)
determines the Palatini tensor as

Sµκ,τ = κ
em

Σ
µκ,τ = −κ

c
[F τµAκ − (µ ↔ κ)] . (16.23)

This may be inserted into Eq. (15.49) to nd the torsion tensor, and from Eq. (16.18)
a nonzero photon mass, thus destroying gauge invariance.

Another source of a local torsion comes from the cosmological constant. As will
be discussed in Section 22.3, this has its origin in the nonzero vacuum uctuations
of all eld. By Eq. (16.23), these will create a torsion eld pervading spacetime, and
this would also give the photons a small mass if the action were (16.12).

Although the photon mass which could be generated by a torsion eld in this way
would be extremely small and experimentally unobservable, the renormalizability of
the unied theory of electromagnetic and weak interactions hinges on the gauge
invariance of the theory. Thus we must reject the action (16.12) in spite of the fact
that torsion does not propagate, and can only accept the action (16.21), which is free
of the torsion eld. In contrast to the coupling derived from the multivalued mapping
principle, which we called minimal, the covariant expression without torsion eld
may be referred to as truly minimal .
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We can lick gravity,

but sometimes the paperwork is overwhelming.

Wernher von Braun (1912–1977)

17

Particles with Half-Integer Spin

Let us now see how electrons and other particles of half-integer spin are coupled to
gravity [1].

17.1 Local Lorentz Invariance and Anholonomic
Coordinates

Spin is dened in Lorentz-invariant theories as the total angular momentum in the
rest frame of the particle. To measure the spin s of a particle moving with velocity
v, we should go to a comoving frame by a local Lorentz transformation. Then the
particle is at rest and the quantum mechanical description of its spin requires 2s+1
states |s, s3 with s3 = −s, . . . , s. Under rotations, these transform according to an
irreducible representation of the rotation group with angular momentum s.

For a particle of spin s = 1/2 such as an electron, a muon, or any other mas-
sive lepton in Minkowski spacetime, this transformation property is automatically
accounted for by the quanta of the Dirac eld ψα(x), with the action (2.141):

m

A=


d4xa ψ̄(xa) (iγa∂a −m)ψ(xa), (17.1)

where the Dirac matrices γa satisfy the algebra (1.224):


γa, γb


= 2gab. (17.2)

The Dirac equation is obtained, as in Eq. (2.143), by extremizing this action:

δ
m

A

δψ̄(xa)
= (iγa∂a −m)ψ(xa) = 0. (17.3)

17.1.1 Nonholonomic Image of Dirac Action

By complete analogy with the treatment of the action of a scalar eld in Section 16.1
we can immediately write down the action in spacetime with curvature and torsion:

m

A=


d4x
√−g ψ̄(x) [iγaea

µ(x)∂µ −m]ψ(x), (17.4)
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where x are the physical coordinates xµ. In contrast to the scalar case, however, this
transformed action contains the multivalued tetrad elds for which the eld-theoretic
formalism is invalid. We must nd a way of transforming away the multivalued
content in ea

µ(x). This is done by the introduction, at each point xµ, of innitesimal
coordinates dxα associated with a freely falling Lorentz frame. We may simply
imagine innitesimal freely falling elevators inside of which there is no gravity. The
removal of the gravitational force holds only at the center of mass of a body. At
any distance away from it there are tidal forces where either the centrifugal force
or the gravitational attraction becomes active [recall Eq. (12.144)]. At the center of
mass, the coordinates dxα are Minkowskian, but the ane connections are nonzero
and have in general a nonzero curvature which causes the tidal forces.

Intermediate Theory

We proceed as in Section 4.5 and observe that the modied Dirac Lagrangian density

m

L= ψ̄(x)


iγα


∂α −D(Λ(x))−1∂αD(Λ(x))


−m


ψ(x) (17.5)

describes electrons just as well as the original Lagrangian density in the action
(17.4). Here Λ(x) is an arbitrary x-dependent Lorentz transformation which con-
nects the at-spacetime dierentials dxa = eaµdx

µ in (17.1) with the new coordinate
dierentials dxα:

dxa = Λ
a
α(x)dx

α, dxα = (Λ−1)αa(x)dx
a ≡ Λa

α(x)dxa, (17.6)

and D(Λ) is the representation of the local Lorentz transformations dened in
Eq. (1.229). The metrics in the two coordinate systems are Minkowskian for any
choice of Λa

α(x) [compare (1.28)]:

gαβ(x)=Λ
a
α(x)Λ

b
β(x)gab = (ΛT )α

a(x) gab Λ
b
β(x)≡gab, (17.7)

Let ψΛ(x) be the solutions of Dirac equation associated with (17.5):


iγα


∂α −D(Λ(x))−1∂αD(Λ(x))


−m


ψ(x) = 0. (17.8)

They are related to the elds ψ(x) which extremize the original action (17.4) by the
local spinor transformation

ψΛ(x) = D(Λ(x))ψ(x). (17.9)

This reects the freedom of solving Dirac’s anticommutation rules (1.224) by the
x-dependent γ-matrices [recall (1.235)]:

γα(x) ≡ D(Λ(x))−1γαD(Λ(x)) = Λ
α
βγ

β. (17.10)

Indeed, using Eq. (1.28) we verify that

{γα(x), γβ(x)} = Λ
α
a(x)Λ

β
b(x){γ

a, γb} = Λ
α
a(x)Λ

β
b(x)g

ab = gαβ. (17.11)
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We now recall Eq. (1.338) according to which, in a slightly dierent notation,

[D(Λ(x))−1∂αD(Λ(x))]A
B = −i

1

2
ωα;δσ(x)



Σ
δσ


B

C . (17.12)

The right-hand side may be dened as the spin connection for Dirac elds :

D

ΓαB
C(x) ≡ i

1

2
ωα;δσ(x)



Σ
δσ


B

C . (17.13)

Here ωα;βγ are the generalized angular velocities obtained by relations of the type
(1.333)–(1.335) from the x-dependent tensor parameters ωβγ(x) of the local Lorentz

transformations Λ(x) = e−iωβγ(x)Σ
βγ

.
According to Eq. (1.337), the generalized angular velocities ωα;β

γ appear also in
the derivatives of the local Lorentz matrices Λa

α(x) as

Λ
−1γ

a(x)∂αΛ
a
β(x) = ωα;

γ
β(x) = −ωα;β

γ(x). (17.14)

Thus, if we dene
Λ

Γαβ
γ ≡ Λa

γ∂αΛ
a
β = −Λ

a
β∂αΛa

γ , (17.15)

we can write the Dirac spin connection as

D

ΓαB
C(x) ≡ − i

2

Λ

Γαδ
σ(x)



Σ
δ
σ



B

C . (17.16)

The transformation has produced a Lagrangian density

m

L= ψ̄(x) (iγαDα −m)ψ(x), (17.17)

with the covariant derivative matrix

(Dα)B
C = δB

C∂α−
D

ΓαB
C(x). (17.18)

The Lagrangian density (17.17) is completely equivalent to the original Dirac La-
grangian density in Eq. (17.4), as long as the spin connection is given by (17.15) with
single-valued Lorentz transformations Λa

γ(x). This is analogous to the situation in
the discussion of the Schrödinger Lagrangian (4.81) which was the starting point for
the introduction of electromagnetism by multivalued gauge transformations.

We may now proceed in the same way as before by allowing ωβγ(x) to be mul-
tivalued. Then the components of the spin connection are no longer generalized
angular velocities (17.14), but form new elds

Aαβ
γ(x) ≡ ωα;β

γ(x) =
Λ

Γαβ
γ. (17.19)

Since ωβ
γ(x) does not have commuting derivatives, these cannot be calculated by

solving (17.19) as a dierential equation for ωβ
γ(x). In fact, the Lagrangian density

(17.17) with the covariant derivative (17.18) describes now a theory in which the
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eld is coupled to torsion. The ane connection (17.15) will be seen in Eq. (17.72)
to coincide with the contortion of the local Minkowski dierentials dxα. These have
so far no Riemannian curvature, so that the Riemann-Cartan curvature tensor is
determined completely by the contortion tensor via Eq. (11.146). The covariant
derivative formed with the Christoel symbols allows for the denition of parallel
vector elds over any distance. This theory is a counterpart of the famous telepar-
allel theory developed by Einstein after 1928 under the inuence of a famous letter
exchange with Cartan (recall Preface). There the situation is the opposite: the
Riemann-Cartan curvature tensor vanishes identically, and the Riemann curvature
is given via Eq. (11.146) by

−R̄µνλ
κ = D̄µKνλ

κ − D̄νKµλ
κ + (Kµλ

ρKνρ
κ −Kνλ

ρKµρ
κ) , (17.20)

17.1.2 Vierbein Fields

In order to describe the observable gravitational forces, we must go one step further.
Following the standard procedure of Section 4.5 we rst perform the analog of

a single-valued gauge transformation which is here an ordinary coordinate transfor-
mation from xα to xµ:

dxα = dxµhα
µ(x). (17.21)

The transformation has an inverse

dxµ = dxαhα
µ(x), (17.22)

and the matrix elements hα
µ(x) and hα

µ(x) satisfy, at each x, the orthonormality
and completeness relations

hα
µ(x)hβ

µ(x) = δα
β, hα

µ(x)hα
ν(x) = δµ

ν . (17.23)

The 4× 4-transformation matrices hα
µ(x) and hα

µ(x) are called vierbein elds and
reciprocal vierbein elds , respectively. As in the case of the multivalued basis tetrads
eaµ(x), ea

µ(x) we shall freely raise or lower the indices α, β, γ, . . . by contraction
with the metric gαβ or its inverse gαβ:

hαµ(x) ≡ gαβhβ
µ(x), hαβ(x) ≡ gαβh

β
µ(x). (17.24)

Since the transformation functions are, for the moment, single-valued, they sat-
isfy

∂µh
α
ν(x) − ∂νh

α
µ(x) = 0, ∂µhα

ν(x) − ∂νhα
µ(x) = 0. (17.25)

For spinor elds depending on the nal physical coordinates xµ, the covariant deriva-
tive (17.18) becomes

(Dα)B
C = δB

Chα
µ(x)∂µ−

D

ΓαB
C(x). (17.26)
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The at spacetime xa coordinates are now related to the physical coordinates xµ by
the equation

dxa = eaµdx
µ = Λ

a
α(x)h

α
µ(x)dx

µ = Λ
a
α(x)dx

α, (17.27)

where the matrix elements Λa
α(x) of the local Lorentz transformation are multival-

ued. Now the action

m

A=


d4x
√−g ψ̄(x) (iγαhα

µ(x)Dµ −m)ψ(x) (17.28)

contains only the single-valued geometric elds hα
µ(x) and Aαδσ(x) inside the spin

connection

D

ΓαB
C(x) = iωα;δσ(x)

1

2



Σ
δσ


B

C = iAαδσ(x)
1

2



Σ
δσ


B

C . (17.29)

17.1.3 Local Inertial Frames

This is now the place where we can introduce curvature by allowing the coordinates
xα to be multivalued functions of the physical coordinates of xµ. Then the vierbein
elds satisfy no longer the relation (17.25). The vierbein elds themselves, however,
are single-valued functions, so that the action (17.28) is now perfectly suited to
describe electrons and other Dirac particles in spacetimes with curvature and torsion.

Since the dierentials dxα are related to dxa by a Lorentz transformation (17.27),
the square length of the nonholonomic coordinates dxα

ds2 = gαβdx
αdxβ (17.30)

is measured everywhere by the Minkowski metric: where

gαβ = Λ
a
α(x)Λ

b
β(x)gab ≡











1
−1

−1
−1











αβ

, (17.31)

due to Eq. (1.28). Combining (17.30) with (17.21), we obtain the relation

gαβ = hα
µ(x)hβ

ν(x)gµν(x), (17.32)

whose inverse
gµν(x) = hα

µ(x)h
β
ν(x)gαβ ≡ hα

µ(x)hβν(x). (17.33)

Recall the similar relation (11.38) where we expressed the metric as a square of the
multivalued basis tetrads eaµ(x). Thus both eαµ(x) and ha

µ(x) are “matrix square
roots” of the metric gµν(x).

There is a simple physical relation between the spacetime coordinates xµ and
the innitesimal coordinates dxα. The latter are associated with small freely falling
small Lorentz frames at each xµ. Such frames are the inertial frames. They may be
imagined as small elevators in which the free fall removes all gravitational forces.
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The removal is perfect only at the center of mass of the elevators. At any distance
away from it there are tidal forces where either the centrifugal force or the gravita-
tional attraction becomes dominant. These aspects have been discussed before in
Subsections 12.6.1 and 12.6.2 when constructing geodesic coordinates.

Let study the tidal forces once more the present context. In a small neighborhood
of an arbitrary point Xµ we solve the dierential equation (17.22) by the functions

xα(X ; x)=aα+hα
µ(X)(xµ−Xµ)+

1

2
hα

λ(X)Γµν
λ(X)(xµ−Xµ)(xν−Xν)+. . . . (17.34)

The derivatives

∂xα(X ; x)

∂xµ
= hα

µ(X) + hα
λ(X)Γµν

λ(X)(xν −Xν) ≡ hα
µ(X ; x) (17.35)

fulll Eq. (17.22) at x = X . Consider now a point particle satisfying the equation
of motion (14.7). In the coordinates (17.34), the trajectory satises the equation

ẋα = hα
µ(X)ẋµ + hα

λ(X)Γµν
λ(X) ẋµ(xν −Xν) + . . . , (17.36)

and

ẍα = hα
µ(X)ẍµ+hα

λ(X)Γµν
λ(X) ẍµ(xν−Xν)+hα

λ(X)Γµν
λ(X) ẋµẋν+. . . . (17.37)

Inserting here (14.7), the rst and third terms cancel each other, and the trajectory
experiences no acceleration at the point X . In the neighborhood, there are the tidal
forces. Thus the increments dxα constitute an inertial frame in an innitesimal
neighborhood of the point X .

The metric in the coordinates xα(X ; x) is

gαβ(X ; x)=
∂xα(X ; x)

∂xµ

∂xβ(X ; x)

∂xµ
gµν(x) = hα

µ(X)hβ
ν(X)gµν(x) (17.38)

+


hα
λ(X)hβ

ν(X)Γµκ
λ(X)(xκ −Xκ) + (α ↔ β)



gµν(x).

We now expand the metric gµν(x) in the neighborhood of X as

gµν(x) = gµν(X) + ∂λg
µν(X)(xλ −Xλ) + . . .

= gµν(X)−


gµλΓκλ
ν(X) + gνλΓκλ

µ(X)


(xκ −Xκ) + . . . . (17.39)

Inserting this into (17.38) and using (17.32), we obtain

gαβ(X ; x)= gαβ +O(x−X)2. (17.40)

This ensures, that the ane connection formed from gαβ(X ; x) vanished at x = X ,
so that there are no forces at this point. In any neighborhood of X , however, there
will be the tidal forces.

In the coordinates dxa, there are no tidal forces at all. This is possible everywhere
only due to defects which make Λ

a
α(x) multivalued.
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The coordinates xα(X ; x) are functions of x which depend on X . There exists
no single function xα(x), so that derivatives in front of xα(x) do not commute:

(∂µ∂ν − ∂ν∂µ) x
α(x) = 0, (17.41)

implying that

∂µh
α
ν(x)− ∂νh

α
µ(x) = 0. (17.42)

The functions hα
µ(x) and hµ

α(x), however, which describe the transformation to
the freely falling elevators are single-valued. They obey the integrability condition

(∂µ∂ν − ∂ν∂µ)h
α
λ(x) = 0, (∂µ∂ν − ∂ν∂µ)hα

λ(x) = 0. (17.43)

This condition has the consequence that if we construct a tensor
h

Rµνλ
κ(x) from the

transformation matrices hα
µ(x) in the same way as Rµνλ

κ(x) was made from ea
µ(x)

in Eq. (11.130), we nd an identically vanishing result:

h

Rµνλ
κ = hα

κ(∂µ∂ν − ∂ν∂µ)h
α
λ ≡ 0. (17.44)

17.1.4 Dierence between Vierbein and Multivalued

Tetrad Fields

Note that although multivalued basis tetrads eaµ(x) and the vierbein elds hα
µ(x)

are both “square roots” of the metric gµν(x), they are completely dierent math-
ematical objects. They dier from one another by a local Lorentz transformation
Λa

µ(x). The relation follows from Eq. (17.27):

eaµ(x) = Λ
a
α(x)h

α
µ(x), (17.45)

which implies that
Λ

a
α(x) ≡ eaµ(x)hα

µ(x), (17.46)

This is precisely the freedom one has in dening square root of a matrix.
Most importantly, eaµ(x) and hα

µ(x) possess dierent integrability properties.
While hα

λ(x) satises the Schwarz integrability condition (17.43), the multivalued
basis tetrads eaλ(x) do not. The commutator of the derivatives in front of eaλ(x)
determines the curvature tensor via Eq. (11.130). Hence the Lorentz transformation
matrices Λa

µ(x) are multivalued. They introduce defects into the mapping dxα =
dxa

Λa
α(x).

Since hα
µ(x) and hα

µ(x) are single-valued functions with commuting derivatives,
the curvature tensor Rµνλ

κ(x) in (11.130) may be expressed completely in terms of
the noncommuting derivatives of the local Lorentz transformations Λa

α(x). To see
this we insert Eq. (17.45) into (11.130), and use (17.43) to nd for the curvature
tensor the alternative expression

Rµνλ
σ = hγ

σ [Λa
γ (∂µ∂ν − ∂ν∂µ)Λ

a
α] h

α
λ ≡ hγ

σRµνα
γ hα

λ. (17.47)
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From the defect point of view, the single-valued matrices hα
µ(x) create an inter-

mediate coordinate system dxα which, by the integrability condition (17.43), has the
same disclination content as the coordinates xµ, but is completely free of disloca-
tions. The metric in the new coordinate system xα is Minkowski-like at each point
in spacetime. Still, the coordinates xα do not form a Minkowski spacetime since
they dier from the inertial coordinates dxa by the presence of disclinations, i.e.,
there are wedge-like pieces missing with respect to an ideal reference crystal. The
coordinates xα cannot be dened globally from xµ. Only the dierentials dxα are
uniquely related to dxµ at each spacetime point by Eqs. (17.21) and (17.22). The
local Lorentz transformations Λa

α(x) have noncommuting derivatives on account of
the disclinations residing in the coordinates dxα. The coordinate system dxα can
only be used to specify derivatives with respect to xα, and thus the directions of
vectors (and tensors) with respect to the intermediate local axes

eα(x) ≡ eµ(x)
∂xµ

∂xα
= eµ(x)hα

µ(x)

≡ eae
a
µ(x)hα

µ(x) ≡ eaΛ
a
α(x). (17.48)

We can go back to the local basis via the reciprocal vierbein elds

eµ(x) = ea(x)
∂xα

∂xµ
= eα(x)h

α
µ(x). (17.49)

17.1.5 Covariant Derivatives in Intermediate Basis

It is instructive to derive the covariant derivatives of the components of an arbi-
trary vector eld vα(x) in the intermediate local basis eα(x). The relation with the
components va(x) is

v(x) ≡ eav
a(x) = eae

a
µ(x)v

µ(x) = eaΛ
a
α(x)h

α
µ(x)v

µ(x)

= eaΛ
a
α(x)h

αµ(x)vµ(x) = eaΛ
aα(x)vα(x) = eaΛ

a
α(x)v

α(x), (17.50)

where we have introduced the co- and contravariant components

vα(x) ≡ vµ(x)hα
µ(x), vα(x) ≡ vµ(x)hα

µ(x). (17.51)

The orthogonality relations (17.23) imply the inverse relations

vµ(x) = vα(x)h
α
µ(x), vµ(x) ≡ vµ(x)hα

µ(x). (17.52)

From these relations we derive the covariant derivatives of the vector elds
vβ(x), v

β(x)

Dαvβ = ∂αvβ −
Λ

Γαβ
γvγ , Dαv

β = ∂αv
β +

Λ

Γαγ
βvγ, (17.53)

where
Λ

Γαβ
γ is precisely the spin connection (17.15). In Eq. (17.16) it was introduced

to create covariant derivatives of Dirac elds. Here it appears in the covariant
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derivatives of vector elds vβ(x), v
β(x). Remembering Eq. (17.19) we may require

the covariant derivatives (17.53) also as

Dαvβ = ∂αvβ −Aαβ
γvγ , Dαv

β = ∂αv
β + Aαγ

βvγ, (17.54)

By analogy with the pure gradient (4.51) of a single-valued gauge function in the
abelian gauge theory of magnetism, the spin connection (17.15) reduces to a trivial
gauge eld for single-valued local Lorentz transformations Λ(x). Indeed, it is easily
veried that the eld strength associated with this gauge eld, the covariant curl

Fµνα
γ ≡ ∂µ

Λ

Γνα
γ − ∂ν

Λ

Γµα
γ − [

Λ

Γµ,
Λ

Γν ]α
γ (17.55)

vanishes for single-valued Λ(x)’s. As in Eqs. (11.129), (11.126), the commutator is

dened by considering
Λ

Γνα
γ as matrices (

Λ

Γν)α
γ. For multivalued Lorentz transfor-

mations Λ(x), the covariant curl is nonzero, and
Λ

Γνα
γ(x) = Aνα

γ(x) is a nonabelian
gauge eld, whose eld strength (17.55) is nonzero and transforms like a tensor
under single-valued local Lorentz transformations.

From Eq. (17.15) it follows that Λa
α(x) and Λa

α(x) satisfy identities similar to
those for eaν(x) and ea

ν(x) in Eqs. (11.92) and (11.93):

DαΛ
a
β = 0, DαΛa

β = 0. (17.56)

It is instructive to rewrite the spin connection in matrix notation using the
notation (17.21) for the local Lorentz transformations. Then the relation (17.50)
shows that

va(x) = Λ
a
αv

α(x), va(x) = Λa
αvα(x)=(gΛg)a

αvα(x)=


Λ
T−1



a

αvα(x), (17.57)

and therefore

∂αv
a(x) = Λ

a
βDαv

β(x) = Λ
a
β



∂αδ
β
α + (Λ−1∂αΛ)

β
γ



vγ(x). (17.58)

∂αva(x) = Λa
βDαvβ(x) = Λa

β


∂αδβ
γ + (ΛT∂αΛ

T−1)β
γ


vγ(x)

= Λa
β


∂αδβ
γ − (Λ−1∂αΛ)

γ
β



vγ(x). (17.59)

From this we identify

(
Λ

Γα)β
γ = (Λ−1∂αΛ)

γ
β = −(Λ−1∂αΛ)

γ
β, (17.60)

which is the same as (17.15) expressed in matrix form.

If a eld has several local Lorentz indices α, β, γ, . . ., each index receives an own
contribution proportional to the gauge eld Aαβ

γ . If it has, in addition, Einstein in-
dices µ, ν, λ, . . ., there are also additional terms proportional to the ane connection
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Γµν
λ. As an example, the covariant derivatives of the elds vµβ and vβµ with respect

to the nonholonomic coordinates dxα are from (17.53) and (12.68), (12.69):

Dαv
µ
β = ∂αv

µ
β −

Λ

Γαβ
γvµγ + hα

κ
Γκν

µvνβ, (17.61)

Dαv
β
µ = ∂αv

β +
Λ

Γαγ
βvγµ − hα

κ
Γκµ

νvβν . (17.62)

The covariant derivatives with respect to the physical coordinates xλ are

Dλv
µ
β = ∂λv

µ
β −

Λ

Γλβ
γvµγ + Γλν

µvνβ , (17.63)

Dλv
β
µ = ∂λv

β
µ +

Λ

Γλγ
βvγµ − Γλµ

νvβν . (17.64)

where

Λ

Γλβ
γ ≡ hα

λ

Λ

Γαβ
γ . (17.65)

The vierbein elds hβ
µ and hβ

µ are specic examples of elds vαµ and vµα with
these properties.

Let us express the spin connection (17.15) for vector elds in terms of eaµ and
ha

µ. With the help of (17.46), we calculate

Λ

Γαβ
γ = ea

λhγ
λhα

µ∂µ(e
a
νhβ

ν)

= hγ
λhα

µhβ
ν
Γµν

λ + hγ
λhα

µδλν∂µhβ
ν

= hγ
λhα

µhβ
ν(Γµν

λ + hδ
ν∂µhδ

λ). (17.66)

Employing the covariant derivatives (17.61) and (17.62), this equation can be recast
as

Dαhβ
µ = 0, Dαh

β
µ = 0, (17.67)

so that hα
µ satises similar identities as ea

µ in (11.93) and as Λa
α in (17.56).

At this place it is useful to introduce the symbols

h

Γµν
λ ≡ hα

λ∂µh
α
ν ≡ −hα

ν∂µhα
λ. (17.68)

They are dened in terms of hα
µ in the same way as Γµν

λ is dened in terms of eaµ
in Eq. (11.91). Then we may rewrite the spin connection (17.66) as

Λ

Γαβ
γ = hγ

λhα
µ


Γµν
λ − hδ

λ∂µh
δ
ν



= hγ
λhα

µhβ
ν(Γµν

λ−
h

Γµν
λ). (17.69)

If we now decompose the two expressions on the right-hand side into Christoel parts
and contortion tensors in the same way as in Eqs. (11.110)–(11.112), we realize that
due to the identity

gµν(x) = eaµ(x)e
b
ν(x)gab ≡ hα

µ(x)h
β
ν(x)gαβ, (17.70)
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the two Christoel parts in Γµν
λ and

h

Γµν
λ are the same:

Γ̄µν
λ ≡

h

Γ̄µν
λ. (17.71)

As a consequence,
Λ

Γαβ
γ becomes

Λ

Γαβ
γ = hγ

λhα
µhβ

ν(
Λ

Γ̄µν
λ +Kµν

λ −
h

Γ̄µν
λ−

h

Kµν
λ)

= hγ
λhα

µhβ
ν(Kµν

λ−
h

Kµν
λ), (17.72)

where Kµν
λ is the contortion tensor (11.114), and

h

Kµν
λ denotes the expression

(11.112) with eaµ, ea
µ replaced by hα

µ, hα
µ. Explicitly, these tensors are

Kµν
λ = Sµν

λ − Sν
λ
µ + Sλ

µν , (17.73)
h

Kµν
λ =

h

Sµν
λ−

h

Sν
λ
µ+

h

S
λ
µν , (17.74)

where
h

Sµν
λ ≡ 1

2



hα
λ∂µh

α
ν − hα

λ∂νh
α
µ



. (17.75)

This is the so-called object of anholonomy , often denoted by Ωµν
λ. They are anti-

symmetric in the rst two indices. As a consequence, the combination (17.74) with
lowered last index has the same antisymmetry in the last two indices νλ as the
contortion Kµνλ. The tensors (17.75) and (17.74) have therefore the same symme-
try properties as the contortion and torsion tensors. The spin connection (17.72)
in which the last index is lowered by a contraction with the Minkowski metric gαβ
[recall (17.32)] is then antisymmetric in the last two indices.

In standard theories of gravity without torsion, the spin connection contains

only the last term in (17.72). For this reason,
h

Kµνλ itself is often referred to as spin
connection. In spacetimes with torsion, it should be referred to as torsionless spin
connection.

Note that the antisymmetric part of the spin connection (17.72) is

Λ

Sαβ
γ ≡ 1

2



Λ

Γαβ
γ −

Λ

Γβα
γ



= hγ
λhα

µhβ
ν(Sµν

λ−
h

Sµν
λ). (17.76)

It will be helpful to freely use hα
µ, hα

µ for changing indices α into µ, for instance,

Kαβ
γ ≡ hγ

λhα
µhβ

νKµν
λ, (17.77)

h

Kαβ
λ = hγ

λhα
µhβ

ν
h

Kµν
λ. (17.78)
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17.2 Dirac Action in Riemann-Cartan Space

Inserting (17.72) into (17.26) we obtain now the single-valued image of the at-
spacetime action (17.1):

m

A =


d4x
√−gψ̄(x) [iγαhα

µ(x)Dµ −m]ψ(x), (17.79)

with the covariant derivative of Eqs. (17.26) and (17.29):

Dµ = ∂µ − iAµβ
γ 1

2
Σ

β
γ ≡ ∂µ − ihγ

λhβ
ν(Kµν

λ−
h

Kµν
λ)

1

2
Σ

β
γ, (17.80)

Note that with the help of the gauge elds (17.15), the curvature tensor Rµνα
γ

dened in Eq. (17.47) can be rewritten as

Rµνα
γ= Λa

γ (∂µ∂ν − ∂ν∂µ)Λ
a
α= ∂µ

Λ

Γνα
γ − ∂ν

Λ

Γµα
γ −

Λ

Γµα
δ
Λ

Γνδ
γ +

Λ

Γνα
δ
Λ

Γµδ
γ . (17.81)

This follows directly by performing the derivatives successively and inserting (17.15),
while using the pseudo-orthogonality of the Lorentz matrices Λ(x). On the right-
hand side we recognize the standard covariant curl formed from the nonabelian gauge

eld
Λ

Γνα
γ in the same way as in Eq. (17.55). Thus we shall denote the right-hand

side by

Fµνα
γ ≡ ∂µ

Λ

Γνα
γ − ∂ν

Λ

Γµα
γ −

Λ

Γµα
δ
Λ

Γνδ
γ +

Λ

Γνα
δ
Λ

Γµδ
γ = Rµνα

γ = hα
λRµνλ

κhγ
κ. (17.82)

It is instructive to prove this equality in another way using Eq. (17.69). This leads
to the complicated expression

Fµνβ
γ =



∂µ



(Γ−
h

Γ)νλ
κhβ

λhα
κ



− (µ ↔ ν)


−


(Γ−
h

Γ)µλ
τ (Γ−

h

Γ)ντ
κhβ

λhγ
κ − (µ ↔ ν)



, (17.83)

which may be regrouped to



∂µΓνλ
κ − (ΓµΓν)λ

κ − (µ ↔ ν)


hβ
λhγ

κ

+


Γνλ
κ∂µ



hβ
βλhγ

κ



− ∂µ



h

Γνλ
κhβ

λhγ
κ



− (µ ↔ ν)


+


Γµ

h

Γν +
h

Γµ Γν−
h

Γµ

h

Γν



λ

κ

hβ
λhγ

κ − (µ ↔ ν)


. (17.84)

Recalling (11.130) we see that the equality (17.82) is veried if we demonstrate the
vanishing of the terms in curly brackets. The rst term inside these brackets is

Γνλ
κ∂µhβ

λhγ
κ+ Γνλ

κhβ
λ∂µh

γ
κ−(µ ↔ ν)=−Γνλ

γ
h

Γµβ
λ + Γνβ

λ
Γνβ

κ
h

Γµκ
γ+(µ ↔ ν) ,
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to which the second contributes [using (17.68)]

−∂µ


hβ
λ∂νh

γ
λ



− (µ ↔ ν) =
h

Γµβ
λ

h

Γµβ
γ − (µ ↔ ν) − hβ

λ (∂µ∂ν − ∂ν∂µ) h
γ
λ.

Thus we nd indeed, recalling (17.43) and (17.44),

Fµνβ
γ =



Rµνλ
κ −

h

Rµνλ
κ



hβ
λhγ

κ = Rµνλ
κhβ

λhγ
κ. (17.85)

17.3 Ricci Identity

The equality of the covariant curls of Fµνα
γ and Rµνλ

κ up to a coordinate trans-
formation of the last two indices is related to a fundamental algebraic property of
covariant derivatives. Consider a vector eld vλ and apply a commutator of covariant
derivatives to it, yielding

[Dµ, Dν ] vλ = ∂µ (∂νvλ − Γνλ
κvκ)− Γµ

τDτvλ − Γµλ
τ (∂νvτ − Γντ

κvκ)− (µ ↔ ν) .

(17.86)

For a single-valued vector eld satisfying (∂µ∂ν − ∂ν∂µ) vλ = 0, we obtain the so-
called Ricci identity

[Dµ, Dν ] vλ = −Rµνλ
κvκ − 2Sµν

τDτvλ. (17.87)

For a general tensor, Rµνλ
κ and Sµν

τ act separately on each index. Now, a similar
relation may be calculated for the components of the vector in the nonholonomic
basis ea

β:

[Dµ, Dν ] vβ = ∂µ



∂νvβ −
Λ

Γνβ
γvγ



− Γµν
τDτvβ −

Λ

Γµβ
γ



∂νvγ −
Λ

Γνγ
δvδ



− (µ ↔ ν)

= −Fµνβ
γvγ − 2Sµν

τDτvβ. (17.88)

For a eld of arbitrary spin, this generalizes to

[Dµ, Dν ]ψ =
i

2
Fµνβ

γ
Σ

β
γψ − 2Sµν

τDτψ. (17.89)

Due to the complete covariance of (17.86) and (17.88), we may multiply (17.86) by
hβ

λ and pass this factor through the covariant derivatives (which, in this process,
change their connection since they are applied to dierent objects before and after
the passage). The R-term in (17.87) and the F -term in (17.89) remain simply related
by (17.81).

17.4 Alternative Form of Coupling

Let us compare the above derived minimal coupling of the vierbein eld hα
µ(x) to a

spinning particle with the theory of Weyl, Fock, and Iwanenko [2, 3, 4] in Riemann



17.4 Alternative Form of Coupling 427

spacetimes. These authors proposed to express the Dirac theory in curved spacetime
in terms of x-dependent Dirac matrices similar to those in Eq. (17.10), but dened
by

γµ(x) = γαhα
µ(x). (17.90)

These satisfy the local Dirac algebra [compare (17.11)]:

{γµ(x), γν(x)} = gµν(x). (17.91)

In terms of these µ(x),, the Dirac action can be written as

m

A=


d4x
√
−g ψ̄(x) {iγµ(x)Dµ −m}ψ(x), (17.92)

where Dµ is the covariant derivative (omitting the Dirac spin indices)

Dµ = ∂µδµ − Γµ(x), (17.93)

with the Dirac spin connection [compare (17.16)]

Γµ(x) ≡ −1

4
γλ(x)Dµγ

λ(x) = −1

4
γλ(x)



∂µγ
λ(x) + Γµν

λ(x)γν(x)


. (17.94)

Let us verify that the action (17.92) is equivalent to the previous one in (17.79) if
there is no torsion. Inserting (17.90) into (17.94) we nd

Γµ = −


hαλ∂µhβ
λ + hλαhβ

ν
Γµν

λ
 1

4
γαγβ. (17.95)

We now use the analog of (11.86) for hα
ν(x) [which follows from the completeness

relation (17.23)]

∂µhβ
λ = −hβ

ν


hγ
λ∂µh

γ
ν



. (17.96)

Then we can rewrite (17.95) as

Γµ =


h

Γµν
λ − Γµν

λ



1

4
γλγν , (17.97)

where we have used the denition (17.68). Comparison with (17.69) shows that

Γµ = −
Λ

Γµβα

1

4
γαγβ . (17.98)

Since
Λ

Γµαβ is antisymmetric in αβ, this is the same as [recall (1.228)]

Γµ = − i

2

Λ

ΓµαβΣ
αβ, (17.99)

in agreement with (17.18), if the Dirac indices are added.
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17.5 Invariant Action for Vector Fields

Any theory which is invariant under general coordinate transformations can be recast
in such a way that its derivatives refer to the nonholonomic coordinates dxα. Since
the metric in these coordinates is gαβ, the action has the same form as those in
at spacetime, except that derivatives of vector and tensor elds are replaced by
covariant ones, for example

∂αvβ → Dαvβ = ∂αvβ −
Λ

Γαβ
γvγ . (17.100)

For example,

A =


d4xαDαvβ(x)Dαv
β(x) (17.101)

is the nonholonomic form of a general invariant action. As stated in Subsection
(17.1), the specication of spacetime points must be made with xµ-coordinates. For
this reason the action is preferably written as

A =


d4xµ√−gDαvβ(x
µ)Dαvβ(xµ). (17.102)

Under a general coordinate transformation à la Einstein, dxµ → dx′µ′

= dxµαµ
µ′

,
the indices α are inert. For instance, hα

µ itself transforms as

hα
µ(x)−→

E
hα

µ′

(x′) = hα
µ(x)αµ

µ′

. (17.103)

Vectors and tensors with indices α, β, . . . experience only changes of their arguments
x → x− ξ so that their innitesimal substantial changes are

δEvα(x) = ξλ∂λvα(x) (17.104)

δEDαvβ(x) = ξλ∂λDαvβ(x). (17.105)

The freedom in choosing hα
µ(x) up to a local Lorentz transformation in the “matrix

square root” (2.50) of gµν(x) implies that the theory should be invariant under the
innitesimal Lorentz transformations

δLdx
α = ωα

β(x)dx
β , (17.106)

δLhα
µ(x) = ωα

β(x)hβ
µ(x). (17.107)

Here ωα
α′

(x) are innitesimal transformation parameters (11.55) and (11.56).
Indeed the action (17.102) is automatically invariant if every index α is trans-

formed accordingly:

δLvα(x) = ωα
α′

vα′(x), δLv
α = ωα

α′(x)vα
′

. (17.108)

and

δLDαvβ(x) = ωα
α′

(x)Dα′vβ(x) + ωβ
β′

(x)Dαvβ′(x), (17.109)

δLDαv
β(x) = ωα

α′

(x)Dα′vβ(x) + ωβ
β′(x)Dαv

β′

(x). (17.110)
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The variables xµ are unchanged since the local Lorentz transformations (17.106)
aect only the intermediate local directions dened by the dierentials dxα. They
leave the physical coordinate xµ unchanged.

Let us verify explicitly the properties (17.109) and (17.110) of the covariant
derivatives under local Lorentz transformations. The substantial variations of the
ordinary derivative ∂αvβ is:

δL∂αvβ = (δL∂α)vβ + ∂α(δLvβ)

= ωα
α′

∂α′vβ + ∂α(ωβ
β′

vβ′)

= ωα
α′

∂α′vβ + ωβ
β′

∂αvβ′ + (∂αωβ
β′

)vβ′. (17.111)

The spin connection in the covariant derivative Dαvβ of Eq. (17.100) contains two
terms [recall (17.69)] which we consider separately. Both are multiplied by a fac-

tor hλ
γhα

µhβ
ν . The rst term, call it

Λ

Γ(1)
αβ

γ, contains the contortion tensor Kµν
λ

multiplied by hλ
γhα

µhβ
ν , and transforms therefore like a tensor

δL
Λ

Γ
(1)

αβ
γ = ωα

α′
Λ

Γ
(1)

α′β + ωβ
β′

Λ

Γ
(1)

αβ′

γ + ωγ
γ′

Λ

Γ
(1)

αβ
γ′

. (17.112)

The second term in (17.69) contains
h

Γµν
λ multiplied by hλ

γhα
µhβ

ν , and is not a
tensor. Its substantial variation contains a nontensorial derivative contribution:

δL
h

Γµν
λ = (δLhδ

λ)∂µh
δ
ν + hδ

λ∂µ(δLh
δ
ν)

= ωδ
δ′hδ′

λ∂µh
δ
ν + hδ

λ∂µ(ω
δ
δ′h

δ′

ν)

= ωδ
δ′hδ′

λ∂µh
δ
ν + ωδ

δ′hδ
λ∂µ

λ∂µh
δ′

ν + ∂µω
δ
δ′(hδ

λhδ′

ν)

= ∂µω
δ
δ′h

δ′

ν = −∂µωδ′
δhδ

λhδ′

ν , (17.113)

the cancellation in the third line being due to the antisymmetry of ωδ
δ′ = −ωδ′

δ.
Multiplication with hλ

γhα
µhβ

ν and use of use of Eq. (17.107) yields

δL
h

Γµν
λ = δL0

h

Γµν
λ − ∂αωβ

γ (17.114)

where δL0

h

Γµν
λ indicates the terms of the type (17.112) which would arise if

h

Γµν
λ

were a tensor.
Inserting (17.114) together with (17.112) into Eq. (17.69) we obtain

δL
Λ

Γαβ
γ = δL0

Λ

Γαβ
γ + ∂αωβ

γ. (17.115)

The last term cancels the last nontensorial part in (17.111), so that the covariant
derivative Dαvβ has indeed the covariant transformation law (17.109). The law
(17.110) follows by raising the index β with the help of the inverse Minkowski met-
ric gαβ. In the notation (17.115) for the spin connection, the transformation law
(17.115) reads

δLAαβ
γ = ωβ

β′

Aαβ′

γ + ωα
α′

Aα′β′

γ + ωγ
γ′Aαβ

γ′

+ ∂αωβ
γ. (17.116)
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For later convenience, we convert the subscript α to the spacetime index µ and
dene the Aµβ

γ ≡ hα
µAαβ

γ. It changes under local Lorentz transformations like

δLAµβ
γ = ωβ

β′

Aµβ′

γ + ωγ
γ′Aµβ

γ′

+ ∂µωβ
γ. (17.117)

17.6 Verifying Local Lorentz Invariance

Let us study the invariance under local Lorentz transformations in more detail.
These serve to go at an arbitrary point xµ from one freely falling elevator to another.
A spinor eld ψ(x) transforms under them as follows:

δLψ(x) = − i

2
ωαβ(x)Σαβψ(x). (17.118)

Here Σαβ are the spin representation matrices (1.227) of the local Lorentz group.
They are antisymmetric in α, β and satisfy the commutation relations (1.226):

[Σαβ ,Σαγ ] = −igααΣβγ , no sum over α . (17.119)

They may be expressed as commutators of Dirac matrices [recall (1.227) and (1.228)]:

Σαβ =
i

4
[γα, γβ] . (17.120)

The innitesimal Lorentz transformation of the derivative of ψ is

δL∂αψ = ωα
α′

∂α′ψ + ∂αδLψ

= ωα
α′

∂α′ψ − i

2
∂α



ωβγ
Σβγ



ψ

= ωα
α′

∂α′ψ − i

2
ωβγ

Σβγ∂αψ − i

2



∂αω
βγ


Σβγψ. (17.121)

The rst two terms exhibit the Lorentz transformation properties of ∂αψ for xed
angles ωβγ. The last term is due to the dependence of ωβγ(x) on x. It can be removed
by going to the covariant derivative (17.18) formed with the spin connection (17.16):

Dαψ(x) ≡ ∂αψ(x) +
i

2

Λ

Γαβ
γ
Σ

β
γψ(x). (17.122)

Indeed, if we calculate the variation of the second term in Dαψ(x) ≡ ∂αψ(x):

δL
i

2

Λ

Γαβ
γ
Σ

β
γψ(x), (17.123)

we obtain two terms. There is a term with the regular Lorentz transformation
property

δL0

i

2

Λ

Γαβ
γ
Σ

β
γψ = − i

2
ωστ

Σστ



i

2

Λ

Γαβ
γ
Σ

β
γψ



. (17.124)
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This follows from
i

2
δL

Λ

Γαβ
γ
Σ

β
γψ +

i

2

Λ

Γαβ
γ
Σ

β
γδLψ, (17.125)

and an application of the commutation rule (17.119). A second term arises from
∂αωβ

γ, which is
i

2
∂αωβ

γ
Σ

β
γψ (17.126)

and cancels against the last term in (17.121). Thus Dαψ behaves like

δLDαψ = ωα
α′

(x)Dα′ψ − i

2
ωβγ(x)ΣβγDαψ, (17.127)

and represents, therefore, a proper covariant derivative which generalizes the stan-
dard Lorentz transformation behavior to the case of local transformations ωα

β(x).

The transformation law (17.118) holds for elds of any spin, if Σαβ is replaced
by the appropriate representation of the Lorentz group. As an example, take a
vector eld, where the spin representation matrices are given by the dening Lorentz
generators (1.51):

(Lαβ)α′β′ = i [gαα′gββ′ − (α ↔ β)] , (Lαβ)α′

β′

= i


gαα′δβ
β′− (α ↔ β)



. (17.128)

If these matrices are inserted for Σαβ in the transformation law (17.118), we recover
the symmetry transformation law (17.108) for vector elds:

δLvα = − i

2
ωγδ i



gγαδδ
β − gδαδγ

β


vβ = ωα
βvβ . (17.129)

17.7 Field Equations with Spinning Matter

Consider the action of a spin-1/2 eld interacting with a gravitational eld:

A[h,K,ψ] = − 1

2K



d4x
√−gR +

1

2



d4x
√−gψ̄γαDαψ(x) + h.c.

=
f

A [h,K] +
m

A [h,K,ψ], (17.130)

where the covariant derivatives are expressed in terms of Kµν
λ−

h

Kµν
λ as in

Eq. (17.80). The action (17.130) is a functional of the vierbein eld hα
µ, the con-

tortion Kµν
λ and the Dirac eld ψ(x). Varying A with respect to ψ̄ we obtain the

equation of motion

δ
m

A

δψ̄
=

√−g(γαDα −m)ψ(x) = 0 (17.131)

of a Dirac particle in a general ane spacetime.
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To obtain the gravitational eld equations we again dene the spin current den-
sity, just as we did in (15.19), by dierentiating with respect to Kµν

λ at xed hα
µ,

thus obtaining for the gravitational eld

δ
f

A
δKµν

λ
= −1

2

√−g
f

Σ
ν
λ
, µ, (17.132)

as in (15.66).
From the matter action (17.18) we obtain

√
−g

m

Σ
ν
λ
, µ ≡ 2

δ
m

A
δKµν

λ
=

√
−g



− i

2
ψ̄(x)γµ(x)Σν

λ(x)ψ(x) + h.c.


= hγ
λhα

µhβ
ν
√−g



− i

2
ψ̄(x)γα

Σ
β
γψ(x) + h.c.



= hγ
λhα

µhβ
νhβ

ν
√−g

m

Σ
β
γ
,α. (17.133)

The expression in brackets is recognized as the canonical spin current density
m

Σ
β
γ
,α

of a Dirac particle in Minkowski spacetime derived in Eq. (3.229). Equation (17.133)
provides us with the generally covariant version of this. Thus, for the spin-1/2 eld,
the denition (15.18) of the spin current density is consistent with the canonical
denition:

m

Σ
ν
λ
, µ ≡ −i



i

πi
µ
Σ

ν
λϕi = −i



i

∂
m

L
∂Dµϕi

Σ
ν
λϕi , (17.134)

where the sum over i runs over all matter elds of the system. This is true for all
matter elds due to the fact that the general Einstein-invariant matter action has
the functional form [compare (17.18)]

m

A =
m

A [h,K,ϕi] =


d4x
√−g

m

L (hα
µ,ϕi, Dµϕi) . (17.135)

This implies indeed that for xed hα
µ:

2
δ

m

A
δKµν

λ













hα
µ

= 2
√−g



i

∂
m

L
∂Dµϕi

i

2
Σ

ν
λϕi

≡ i
√
−g



i

πi
µ
Σ

ν
λϕi = −

m

Σ
ν
λ
, µ. (17.136)

By varying the total action of elds and matter with respect to δKµν
λ, we therefore

obtain the eld equation

−κ
f

Σ
ν
λ
, µ = κ

m

Σ
ν
λ
, µ, (17.137)

thus extending the eld equation (15.61) to systems with spinning matter. Together
with Eq. (15.57), this determines the Palatini tensor (15.48):

Sµν,λ = −κ
m

Σµν,λ, (17.138)
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and thus, via Eq. (15.49), the torsion of spacetime by the eld equation:

Sµνλ =
κ

2



m

Σµν,λ +
1

2
gνλ

m

Σµκ
,κ − 1

2
gνλ

m

Σµκ
,κ


. (17.139)

Let us now turn to the eld equations arising from extremization with respect
to hα

µ. We dene the total energy-momentum tensor as

√−gTµ
α(x) ≡ δA

δhα
µ(x)











Sµν
λ

, (17.140)

with the derivative formed at xed Sµν
λ. Due to the relation (17.96), we may use

the chain rule of dierentiation to write alternatively

√−gTα
µ(x) = − δA

δhα
µ(x)











Sµν
λ

. (17.141)

For the pure gravitational action which depends only on gµν = hαµhα
ν and Kµν

λ,
this denition leads trivially to the same symmetric energy-momentum tensor as
the one introduced earlier in (15.17), except that one index refers to the basis eα(x).
This follows from the chain rule of dierentiation, and using (15.17):

√−g
f

T µ
α ≡ δ

f

A
δhα

µ
=

δ
f

A
δgλκ

∂gλκ

∂hα
µ
=

√−g
f

T µκ hακ. (17.142)

There is, of course, a similar rule involving the derivative with respect to hα
µ as in

(17.141):

√−g
f

T α
µ ≡ − δ

f

A
δhα

µ

= − δ
f

A
δgλκ

∂gλκ
∂hα

µ

=
√−g

f

T
κµhακ. (17.143)

For matter elds, the actual calculation of the symmetric energy-momentum
tensor is most conveniently performed in two steps. Take, for instance, the Dirac
eld. As a rst step we dierentiate

√−g and γαhα
µ∂µ with respect to hα

µ while
keeping, for the moment, Dµ = const. The result is the so-called canonical energy-
momentum tensor:

√
−g

m

Θµ
α ≡

√
−g

1

2



ψ̄γαiDµψ − hα
µ

m

L



+ h.c. (17.144)

This is a general feature of the formalism: The derivative of (17.135) with respect
to the hα

µ elds contained in the covariant derivative Dµϕi = hα
µDαϕi gives

δ
m

A
δhα

µ
−→ √−g



i

∂
m

L
∂Dνϕi

Dµϕi h
αν . (17.145)
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The derivative of (17.135) with respect to hα
µ contained in the

√−g-term adds to
this

δ
m

A
δhα

µ
−→ −√−ggµν

m

L hαν . (17.146)

The sum of the two contributions yields

m

Θµ
α =





i

∂L

∂Dνϕi

Dµϕi − gµν
m

L



hαν , (17.147)

which is indeed the canonical energy-momentum tensor for an arbitrary Lagrangian
containing covariant derivatives.

Applying this formalism to a pure gravitational eld with the Einstein-Cartan
action (15.11), the rst step of dierentiation at xedDµ corresponds to the variation
(15.30) at δRµν = 0, and we nd the equation

f

Θµ
α = −1

κ
Gµνh

αν . (17.148)

Thus the canonical energy-momentum of the gravitational eld is equal to minus
1/κ times the Einstein tensor (11.144) formed from the Riemann-Cartan curvature
tensor. It supplies the rst term in the symmetric energy-momentum tensor of the
gravitational action (15.11) obtained in Eq. (15.62).

We now turn to the second step, the calculation of the remaining functional
derivative with respect to hα

µ. This is somewhat tedious. Let us write the additional

contribution to
m

Θκ
δ as

√−g δ
m

Θκ
δ =



d4x
δ

m

A
δKµβ

γ

δ
Λ

Γµβ
γ

δhδ
κ









Sµν
λ

= −1

2



d4x
√−g

m

Σ
β
γ
, µ δ

Λ

Γµβ
γ

δhδ
κ









Sµν
λ

,

(17.149)
and use for the spin connection the explicit form

Λ

Γµβ
γ = hγ

λhβ
ν(Γµν

λ−
h

Γµν
λ) = −hβ

ν
Γ

Dµ hγ
ν = hγ

ν

Γ

Dµ hβ
ν (17.150)

where
Γ

Dµ denotes the part of the covariant derivative containing only the ordinary
connection Γµβ

λ. If we vary δhµβ
γ and hold Γµν

λ xed, we have

δ
Λ

Γµβ
γ






Γµν
λ
= δhγ

ν

Γ

Dµ hβ
ν + hγ

ν

Γ

D δhβ
ν . (17.151)

Since Dµh
γ
ν = 0 [recall (17.67)], we see that

Γ

Dµ hβ
ν =

Λ

Γµβ
λhλ

ν and we may write

δ
Λ

Γµβ
γ






Γµν
λ
= hγ

νDµδhβ
ν . (17.152)

Inserting this into (17.149), a partial integration gives the rst contribution

∆1

m

Θκ
δ = −(1/2)Dµ

m

Σκ
δ,µ. (17.153)
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We now include the contribution from δΓµν
λ. Using the decomposition (15.53) with

δSµνλ = 0, i.e. δKµνλ = 0, we nd

∆2

m

Θ κ
δ =

1

4



Dµ



m

Σ
νσ,µ−

m

Σ
σµ,ν+

m

Σ
µν,σ



∂gνσ
∂hδ

κ
. (17.154)

With

∂gνσ
∂hδ

κ
= gνκh

δ
σ + (ν ↔ σ), (17.155)

this gives, altogether,

∆
m

Θκ
δ(x) = −1

2
D∗

µ



m

Σκ
δ, µ−

m

Σ
δµ

,κ+
m

Σ
µ
κ, δ



. (17.156)

This is precisely the same type of correction ∆Θκ
δ = ∆Θκ

νhδ
ν that was added to

the canonical energy-momentum tensor Θκδ of the gravitational eld in Eq. (15.60),
in order to produce the symmetric one Tκδ. Here it is obtained for arbitrary spinning
matter elds:

m

T κν =
m

Θκν +∆
m

Θκν =
m

Θκν −1

2
D∗

µ



m

Σκν
, µ−

m

Σν
µ
,κ+

m

Σ
µ
κ, ν



. (17.157)

For spin 1
2
, this is the expression (3.232) found by Belinfante in 1939. We have

lowered the index ν on both sides which is permissible due to the covariant form of
the equation.

The eld equations which follows from variations of the action with respect to
δhα

µ have once more the form (15.62):

Gµν − 1

2
D∗

λ



Sµν,λ − Sνλ,µ + Sλµ,ν


= κ
m

T
µν , (17.158)

but now with the energy-momentum tensors (22.42) of spinning matter on the right-
hand side.
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multivalued mapping principle of Chapter 14 is precisely such an invariance
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Nothing endures but change.
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Covariant Conservation Law

According to Noether’s theorem derived in Chapter 3, the invariance of the action
under general coordinate transformations as well as local Lorentz transformations
must be associated with certain conservation laws. For the following considerations,

we shall consider the vierbein eld hα
µ(x) and the spin connection

Λ

Γαβ
γ as inde-

pendent variables. The latter appear in this chapter always in the notation Aαβ
γ of

Eq. (17.19). Moreover, we shall convert the subscript α to the spacetime index µ
and express all equations in terms of the gauge eld Aµβ

γ ≡ hα
µAαβ

γ.
From the derivation of the canonical energy-momentum tensor in (17.142) it

follows that the functional derivative of the action with respect to hα
µ(x) at xed

Aµβ
γ(x) yields the canonical energy-momentum tensor

δA[hα
µ, Aµβ

γ ]

δhα
µ

=
√
−g Θµ

α . (18.1)

The functional derivative with respect to Aµβ
γ =

Λ

Γµβ
γ at xed hα

µ, on the other
hand, is equivalent to a functional derivative with respect to Kµβ

γ, as can be seen
from (17.72). It therefore produces, according to Eq. (17.132), the spin current
density1

δA[hα
µ, Aµβ

γ ]

δAµβ
γ

= −1

2

√−g Σ
β
γ
,α hα

µ ≡ −1

2

√−g Σ
β
γ
,µ. (18.2)

These quantities will now be shown to satisfy covariant conservation laws.

Note that the action in these equations is the sum A =
f

A +
m

A of gravitational
eld and matter action.

18.1 Spin Density

Consider rst local Lorentz transformations. Under these the vierbein elds
hα

α(x) (µ = 0, . . . , 3) behave like vectors in the index α,

δLhα
α(x) = ωα

α′

(x)hα′

µ(x). (18.3)

1Recall the decomposition Aµβ
γ = hγ

λhβ
ν(Kµν

λ−
h

Kµν
λ) following from Eq. (17.72) makes

Aµβ
γ antisymmetric in β, γ.

437
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Similarly, the eld Aµβ
γ (µ = 0, . . . , 3) behaves like a tensor in the local Lorentz

indices β, γ. The subscript µ it is not a tensor index, since it picks up the typical
additional derivative of gauge elds [see (17.117)]

δLAµβ
γ = ωβ

β′

(x)Aµβ′

γ + ωγ
γ′(x)Aµβ

γ′

+ ∂µωβ
γ(x). (18.4)

The symmetry variations δLA of the action have to vanish as a consequence of the
Euler-Lagrange equations. Inserting (18.3) and (18.4) into an arbitrary invariant
action A, we obtain

δLA =


d4x



δA

δhα
µ(x)

ωα
α′

(x)hα′

µ(x) (18.5)

+
δA

δAµβ
γ(x)

(ωβ
β′

(x)Aµβ′

γ(x) + ωγ
γ′(x)Aµβ

γ′

(x) + ∂µωβ
γ(x))



=


d4x
√−g



Θµ
αωα

α′

hα′

µ − 1

2
Σ

β
γ
,µ(ωβ

β′

Aµβ′

γ + ωγ
γ′Aµβ

γ′

+ ∂µωβ
γ)


.

Partially integrating the last term gives



d4x
√−g Θµ

αωα
α′

hα′

µ +
1

2
∂µ

√−gΣβ
γ
,µ


ωβ
γ

− 1

2

√−g Σ
β
γ
,µ


ωβ
β′

Aµβ′

γ + ωγ
γ′Aµβ

γ′




. (18.6)

Since ωβ
γ(x′) is an arbitrary antisymmetric function of x′ it can be chosen to be

zero everywhere except at some place x and we nd

1

2

√−g


Θµ
βhγ

µ − Θµγh
βµ


+
1

2
∂µ
√−gΣβ

γ
,µ

− 1

2

√−g


Σ
β
δ′
µAµγ

δ + Σ
δ
β′

µAµδ
β


. (18.7)

Dening

Θγ
β ≡ Θµ

βhγ
µ (18.8)

and raising the index γ with the Minkowski metric ηγγ
′

, this reads

1

2



Θ
γβ − Θ

βγ


+
1

2
Γµσ

σ
Σ

βγ,µ +
1

2
DL

µΣ
βγµ = 0 (18.9)

where
L

Dµ is the covariant derivative for the local Lorentz index γ, i.e., for a vector

L

Dµ vα = ∂µva −Aµα
βvβ = hβ

µDβvα, (18.10)
L

Dµ vα = ∂µv
α − Aµ

α
βv

β = ∂µv
α + Aµβ

αvβ = hβ
µDβv

α. (18.11)
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The derivative
L

Dµ σβγ,ν can be made completely covariant also in the Einstein index
µ, by going to

DµΣ
βγ,ν ≡

L

Dµ Σ
βγ,ν − Γµλ

ν
Σ

βγ,λ. (18.12)

If we contract µ with ν, and apply Eq. (18.9), the last term in (18.12) cancels the
middle term in (18.9), and we obtain using D∗

µ of Eq. (15.42):

1

2
D∗

µΣ
βγ,µ =

1

2



Θ
βγ − Θ

γβ


. (18.13)

Multiplying this by hβ
λhγ

κ, and moving the vierbeins to the right of the covariant
derivative, which is possible due to relation (17.67), we nd the local conservation
law for the spin current density:

1

2
hβ

λhγ
κDµΣ

βγ,µ − Θ
[λ,κ] =

1

2
D∗

µΣ
λκ,µ − Θ

[λ,κ] = 0. (18.14)

18.2 Energy-Momentum Density

Let us now deduce the consequence of local Einstein invariance. In this case the
spacetime coordinates must be transformed as well, and the action is invariant in
the following sense:

A =


d4x


−g(x)L(h(x), A(x)) =


d4x′


−g′(x′)L (h′(x′), A′(x′)) . (18.15)

If we change the variables x′ to x in the second integral we see that the dierence


d4x




−g′(x)L (h′(x), A′(x)) −


−g(x)L (h(x), A(x))


(18.16)

must be concentrated on the immediate neighborhood of the surface of the integra-
tion volume. This is due to the fact that the integrations



d4x′ and


d4x cover the
same volume. Thus, after the change of variables x′ → x, the rst integral runs
through a slightly dierent region. Innitesimally this amounts to the statement
that

δEA =


d4x δE





−g(x)L (h(x), A(x))


(18.17)

is a pure surface term. The symbol δE denotes the substantial change under Einstein
transformations at a xed argument x [see (3.133),(11.78)], i.e.,

δEgµν(x) = D̄µξν(x) + D̄νξµ(x). (18.18)

Under these Einstein transformations, the metric transforms as

δE
√−g = −1

2

√−ggµνδEg
µν =

1

2

√−ggµνδEgµν , (18.19)
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which, upon inserting (18.18), yields

1

2

√−ggµν


ξλ∂λgµν +


∂µξ
λ


gλν +


∂νξ
λ


gµλ


. (18.20)

Therefore

δE
√−g = ξλ∂λ

√−g +
√−g + ∂λξ

λ = ∂λ


ξλ
√−g



(18.21)

and

δE



d4x
√−g =



d4x
√
gDλξ

λ =


d4x∂λ


ξλ
√−g



. (18.22)

This shows that the trivial action


d4x
√−g indeed changes by a pure surface term.

There is complete invariance if we require ξλ(x) to vanish at the surface.
The same result holds for a general action if L is a scalar Lagrangian density

satisfying L′(x′) = L(x), so that

δEL(x) ≡ L′(x)− L(x) = L′(x′)− L(x′) = L(x)− L(x′) = ξλ∂λL(x). (18.23)

The variation of A is

δEA = δE



d4x
√−gL(x)



=


d4x


δE
√−g



L(x) +
√−gδEL(x)



=


d4x


∂λ


ξλ
√−g



L(x) +
√−gξλ∂λL(x)



=


d4x ∂λ


ξλ
√
−gL(x)



. (18.24)

We can now derive the covariant conservation law associated with Einstein invariance
by performing the substantial variations δEhα

µ and of δEAµβ
γ and calculating δEA

once more as follows:

δEA =


d4x



δA

dhα
µ
δEhα

µ +
dA

δAµβ
γ
δEAµβ

γ



=


d4x
√

−gΘµ
αδEhα

µ − 1

2

√
−gΣβ

γ
,µδEAµβ

γ



. (18.25)

The substantial variations of the vierbein elds hα
µ and Aµβ

γ are those of a vector
with a super- and subscript µ, respectively [recall (11.73), (11.74)]:

δEhα
µ = ξλ∂λhα

µ − ∂κξ
µhα

κ, δEAµβ
γ = ξλ∂λAµβ

γ + ∂µξ
λAλβ

γ . (18.26)

Inserting these into (18.25), we nd

δEA=


d4x
√−gΘµ

α


ξλ∂λhα
µ− ∂κξ

µhα
κ


− 1

2

√−gΣβ
γ
,µ


ξλ∂λAµβ
γ+ ∂µξ

λAλβ
γ




.

(18.27)
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After partial integrations and setting ξλ equal to zero everywhere, except for a δ-
function at some place x, we nd

∂κ
√−gΘλ

αhα
κ


+
√−gΘµ

α∂λhα
µ

+
1

2
∂µ

√−gΣβ
γ
,µAλβ

γ


− 1

2

√−gΣβ
γ
,µ∂λAµβ

γ = 0. (18.28)

The second line can be rewritten as

1

2
∂µ



−√−gΣβ
γ
,µ


Aλβ
γ +

1

2

√−gΣβ
γ
,µ (∂µAλβ

γ − ∂λAµβ
γ) . (18.29)

If we introduce the covariant curl of eld Aλβ ,

Fµλβ
γ ≡ ∂µAλβ

γ − ∂λAµβ
γ − [Aµβ

γAλδ
γ − (µ ↔ λ)] , (18.30)

we may rewrite (18.29) as

1

2
∂µ

√−gΣβ
γ
,µ


Aλβ
γ +

1

2

√−gΣβ
γ
,µ


Aµβ
δAλδ

γ − (µ ↔ λ)


+
1

2

√−gΣβ
γ
,µFµλβ

γ .

(18.31)

The rst three terms in this can be collected into a covariant derivative D∗
µ dened

in (15.42):

1

2

√−gD∗
µ Σ

β
γ
,µAλβ

γ, (18.32)

where we have used (15.39) and (17.76) for Aαβ
γ =

Λ

Γαβ
γ. Recalling the conservation

law (18.13), the expression (18.31) [which is still equal to the second line in (18.28)]
reduces to

−√−gΘγ
βAλβ

γ +
1

2

√−gΣβ
γ
,µFµλβ

γ. (18.33)

In the rst line of (18.28) we write

Θµ
α∂λhα

µ = Θµ
αDL

λhα
µ +Θµ

αAλα
βhβ

µ (18.34)

and (18.28) turns into

∂κ
√−gΘλ

κ


+
√−gΘµ

αDL
λhα

µ − 1

2

√−gΣβ
γ
,µFλµβ

γ = 0. (18.35)

This equation is covariant under local Lorentz transformations but not yet manifestly
so under Einstein transformations. In order to verify the latter we observe that the
derivative DL of h can be rewritten as

DL
λhα

µ = ∂λhα
µ −Aλα

βhβ
µ

= −
h

Γλκ
µhα

κ −


Γλσ
µ−

h

Γ

µ

λσ



hα
σ = −Γλσ

µhα
σ, (18.36)
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in accordance with the identity Dλhα
µ = 0. Then the second term is

−√−gΓλσ
µ
Θµ

σ . (18.37)

We now rewrite the rst term as

√
−g (D∗

κΘλ
κ + Γκλ

τ
Θτ

κ) , (18.38)

and obtain the completely covariant conservation law for the energy momentum
tensor [1, 2, 3].

D∗
κΘλ

κ + 2Sκλ
τ
Θτ

κ − 1

2
Σ

β
γ
,µFλµβ

γ = 0. (18.39)

18.3 Covariant Derivation of Conservation Laws

The conservation laws of energy, momentum, and angular momentum can be derived
somewhat more eciently, if some initial eort is spent in preparing the Einstein and
local Lorentz transformations (18.26), (18.3), (18.4) of hα

µ and Aµα
β in a covariant

form. Take δEhα
µ. It can be rewritten as

δEhα
µ = ξλ∂λhα

µ + Γλκ
µhα

λξκ −Dλξ
µhα

λ. (18.40)

Using the identity

∂λhα
µ = −

h

Γλν
µhα

ν = Aλα
βhβ

µ − Γλν
µhα

ν , (18.41)

we can rewrite (18.40) in the covariant form

δEhα
µ = −Dαξ

µ + (Aλα
µ + 2Sλα

µ) ξβ. (18.42)

The reciprocal vierbein eld hα
µ transforms as

δEh
α
µ = Dµξ

α − (Aβµ
α − 2Sβµ

α) ξβ. (18.43)

Similarly, we nd

δEAµα
β = ξλ∂λAµα

β +Dµξ
λAλα

β − Γµκ
λAλα

βξκ

= Dµ



ξλAλα
β


− ξλ


DµAλα
β − ∂λAµα

β


− Γµκ
λAλα

βξκ

= Dµ



ξλAλα
β


− ξλFµλα
β . (18.44)

Under local Lorentz transformations, the vierbein eld has already its simplest pos-
sible form,

δLhα
µ = ωα

βhα
µ, (18.45)
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while Aµα
β acquires the typical additive term of a gauge eld

δLAµα
β = Dµωα

β. (18.46)

Using these covariant transformation rules, the variations of the action (18.6),
(18.27) become

δLA =


d4x
√−g



Θβ
αωα

βhβ
µ − 1

2
Σ

α
β
,µDµωα

β



, (18.47)

δEA =


d4x
√−g



Θµ
α


−Dλξ
µhα

λ + (Aλα
µ − 2Sλα

µ) ξλ


− 1

2
Σ

α
β
,µ


Dµ



ξλAλα
β


− ξλFµλα
β




. (18.48)

A partial integration of (18.47) [using (15.37), (15.41)] gives directly the divergence
of the spin current (18.13). A partial integration of (18.48) leads to

D∗
λΘµ

λ +


Aµα
β − 2Sµα

β


Θβ
α +

1

2
D∗

νΣ
α
β +

1

2
Σ

α
β
,νFνµα

β = 0, (18.49)

which, after inserting (18.13), reduces correctly to the covariant conservation law
(18.39) for the canonical energy-momentum tensor.

18.4 Matter with Integer Spin

If matter elds only carried integer spin it would not be necessary to introduce the
hα

µ, Aµα
β elds. Then the theory could be formulated only with indices µ in an

Einstein-invariant way. Let us derive the conservation of angular momentum for
this situation. The action may be viewed as a functional of gµν and Kµν

λ, which
enters via the ane connection Γµν

λ = Γ̄µν
λ+Kµν

λ. Einstein invariance implies the
vanishing of the symmetry variation

δEA =


d4x





δA

δgµν











Sµν
λ

δEgµν +
δA

δKµν
λ











gµν

δEKµν
λ





= −1

2



d4x
√−g



T µν


ξλ∂λgµν + ∂µξ
λgλν + ∂νξ

λgµλ


+Σ
ν
κ
,µ


ξλ∂λKµν
κ + ∂µξ

λKλν
κ + ∂νξ

λKµλ
κ − ∂λξ

κKµν
λ


, (18.50)

if the Euler-Lagrange equations are fullled. Here we have used the denitions
(15.16) and (15.18) of the energy momentum tensor and the current density, and
inserted the innitesimal transformation laws (11.76) of gµν and (11.109) of Sµν

λ

(which holds also for Kµν
λ). We have omitted the superscripts m since the equations

in this section apply just as well to the gravitational eld action A, if we use the
denitions (15.17) and (15.19). The further calculations are simplied by dening
the symmetrized canonical energy-momentum tensor as follows:

δA

δgµν











Γµν
λ=const.

≡ −1

2

√−g (Θµν +Θνµ) . (18.51)
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It is easy to see that this denition agrees with (17.144) if there are no spin−1/2
elds. This is done by dierentiating A with respect to hα

µ at xed Aµα
β and

converting the index α to ν. It may also be veried by forming

δA

δgµν(x)











Sµν
λ=const.

=
δA

δgµν(x)











Γµν
λ=const.

+


dy
δA

δΓστ
λ(x)











gµν=const.

δΓστ
λ(y)

δgµν(x)











Sµν
λ=const.

,

(18.52)

so that one obtains the standard Belinfante relation (22.42) between Tµν and Θµν ,
now derived from geometric arguments for spaces with curvature and torsion:

T µν = Θ
µν − 1

2
∂λ(Σ

µν,λ − Σ
νλ,µ + Σ

λµ,ν). (18.53)

For pure gravity, (18.51) is in accord with (17.148) which states that Θµν is the
Einstein tensor [recall (17.148)] up to a factor −κ

−κΘµν = Gµν = Rµν −
1

2
gµνR.

This can be seen from Eq. (15.30). The Belinfante relation (22.42) again coincides
with (15.60).

Thus we can evaluate the consequences of Einstein invariance by using Θ and Σ,
and considering, instead of (18.50), the variation

0 = δEA =


d4x



δA

δgµν











Γµν
λ

δEgµν +
δA

δΓµν
λ











gµν

δEΓµν
λ



= −1

2



d4x
√−g



Θ
µν



ξλ∂λgµν + ∂µξ
λgλν + ∂νξ

λgµλ


−Σ
ν
κ
,µ


ξλ∂λΓµν
κ + ∂µξ

λ
Γλν

κ + ∂νξ
λ
Γµλ

κ − ∂λξ
κ
Γµν

λ + ∂µ∂νξ
κ


. (18.54)

It is again useful to bring the variations δEgµν , δEΓµν
λ into a covariant form. We

rewrite the Einstein variation of the metric as

δEgµν = D̄µξν + D̄νξµ = Dµξν +Dνξµ +


Kµν
λ + (µ ↔ ν)



ξλ

= Dµξν +Dνξµ + 2 [Sλµν + (µ ↔ ν)] ξλ, (18.55)

and the variation of the connection

δEΓµν
κ = DµDνξ

κ − 2Dµ



Sνλ
κξλ



+ Rλµν
κξλ. (18.56)

Inserting this into (18.52) gives

δEA =


d4x
√−g



(Θνµ +Θ
µν) (Dνξµ + 2Sλµν) ξ

λ

+Σ
ν
κ
,µ


DµDνξ
κ − 2Dµ



Sνλ
κξλ



+ Rλµν
κξλ



. (18.57)
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By partially integrating the Σ term and using the spin divergence law (18.13), we
obtain immediately

δEA = 2


d4x
√−g



−DµΘλ
µ − 2Sµλ

ν
Θν

µ +
1

2
Σ

ν
κ
,µRλµν

κ



ξλ, (18.58)

leading directly to the covariant conservation law

D∗
µΘλ

µ + 2Sµλ
ν
Θν

µ − 1

2
Σ

ν
κ
,µRλµν

κ = 0. (18.59)

Due to Eq. (17.82), the last term Σν
κ
,µRλµν

κ can be rewritten as Σβ
γ
,µFλµβ , so that

(18.59) coincides with (18.39).
The covariant conservation laws (18.13) and (18.59) hold for the total canonical

energy momentum tensor Θµν and the total spin current density Σµν,λ. Remarkably,
the same equations are found for the spin current density and the energy-momentum
tensor of the gravitational eld by itself. For this we must only apply the above

derivation procedure to the gravitational eld action
f

A alone. The result can be
written down directly by expressing the energy-momentum tensor and the spin cur-
rent density in Eqs. (18.13) and (18.59) in terms of the Einstein and the Palatini
tensor Gµν = Rµν − gµνR and (1/2)Sν

κ
,µ = Sν

κ
µ+ gνµSκ− δκ

µSν, respectively. The
equations for this are (15.57) and (17.148). This brings the covariant conservations
laws (18.13) and (18.59) to the form

1

2
D∗

µS
λκ,µ = G[λ,κ], (18.60)

D∗
µGλ

µ + 2Sνλ
κGκ

ν − 1

2
Sν

κ
,µRλµν

κ = 0 . (18.61)

18.5 Relations between Conservation Laws and
Bianchi Identities

The two covariant conservation laws (18.60) and (18.61) for the gravitational eld
itself are actually satised automatically, irrespective of the presence of matter.
They are consequences of the fundamental identity (12.104), and of the Bianchi
identity (12.116), respectively. To see this we apply the covariant derivative (15.42)
to the Palatini tensor (15.48) and obtain

1

2
D∗

λSνµ
,λ = D∗

λ(Sνµ
λ + Sν

λSµ − Sµ
λSν)

= DλSνµ
λ +DνSµ −DµSν

= DλSνµ
λ +DνSµ −DµSν + 2SλSνµ

λ. (18.62)

Now we take (12.104) and contract the subscript ν with the superscript κ to obtain

Rµλ − Rλµ =2 (DκSµλ
κ +DµSλκ

κ +DλSκµ
κ) − 4



Sκµ
ρSλρ

κ + Sµλ
ρSκρ

κ + Sλκ
ρSκ

µρ



=2 (DκSµλ
κ +DµSλ −DλSµ) + 4SρSµλ

ρ = D∗
λSνµ

,λ. (18.63)
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Since Rµλ diers from Gµλ only by the symmetric tensor gµλ/2, the same equation
holds for Gµλ−Gλµ, so that we nd the gravitational eld version of the conservation
law (18.60):

D∗
λSνµ

,λ = Gνµ −Gµν (18.64)

in agreement with (18.60).

Similarly, using (12.116) and permuting the indices we have

DτRσνµ
τ +DσRντµ

τ +DνRτσµ
τ = 2Sτσ

λRνλµ
τ + 2Sσν

λRτλµ
τ + 2Sντ

λRσλµ
τ . (18.65)

Contracting ν and µ, this becomes

2DτRσ
τ −DσR = 2Dτ Gσ

τ = −2Sτσ
λ + 2Sσ

µλRλµ + 2Sµ
τ
λRσλµ

τ

= −4Sτσ
λRλ

τ + 2Sµ
τ
λRσλµ

τ (18.66)

or

D∗
µ Gσ

µ − 2Sµ



Rλ
µ − 1

2
δλ

µR


+ Sτσ
λ



Gλ
τ +

1

2
δλ

τR


− Sµ
τ
λRσλµ

τ = 0, (18.67)

in agreement with (18.61).

Within the defect interpretation of curvature and torsion, we observed before
that the fundamental identities are nonlinear generalizations of the conservation
laws of defect densities. From what we have just learned, the same equation can be
obtained as conservation laws of energy-momentum and angular momentum from
an Einstein action.

The two laws follow from the invariance of the Einstein action under general
coordinate transformations, which are local translations, and under local Lorentz
transformations, respectively.

These transformations correspond to elastic deformations (translational and ro-
tational) of the world crystal and the invariance of the action expresses the fact that
elastic deformations do not change the defect structure.

It is important to realize that due to the intimate relationship between the con-
servation laws and the fundamental identities for the gravitational elds, they re-
main valid in the presence of any matter distribution. Then, by the eld equations
(17.137) and (17.158), the spin density and energy-momentum tensor of the matter
elds have to satisfy the same divergence laws by themselves. Indeed, it can easily
be seen that this is a direct consequence of the Einstein invariance of the matter
action in an arbitrary but xed ane space, i.e., in a space whose geometry is spec-
ied from the outset rather than being determined by the matter elds via the eld
equations.
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18.6 Particle Trajectories from Energy-Momentum
Conservation

The classical equations of motion for a point particle have the consequence that its

energy-momentum tensor
m

T λ
µ = 0 in Eq. (15.25) satises the covariant conservation

law (18.39) all by itself. Otherwise the Einstein equations (18.51) would not be

satised. Since the symmetric energy-momentum tensors
f

T λ
µ = 0 and

m

T λ
µ = 0 of

gravitational eld and matter are proportional to each other, they must separately
satisfy the covariant conservation law.

Consider rst a particle without spin in a space without torsion. Starting point
is the covariant conservation law (18.39) which reads now

D̄κ

m

T λ
κ(x) = 0. (18.68)

Expressing the covariant derivative in terms of the Riemann connection, and this
further in terms of derivatives of the metric using the identity

1√−g
∂ν
√−g =

1

2
gλκ∂νgλκ = Γ̄νλ

λ, (18.69)

Eq. (18.68) becomes

∂ν [
√
−g

m

T
µν(x)] +

√
−g Γ̄νλ

µ(x)
m

T
λν(x) = 0, (18.70)

which must hold for the energy-momentum tensor of the particle trajectories (15.25).
Inserting that tensor into (18.70) gives

m


dτ [ẋµ(τ)ẋν(τ)∂νδ
(4)(x− x(τ)) + Γ̄νλ

µ(x)ẋν(τ)ẋλ(τ) δ(4)(x− x(τ))] = 0.(18.71)

The rst term in the integrand can also be written as −ẋµ(τ)∂τδ
(4)(x − x(τ)), so

that a partial integration leads to

m


dτ [ẍµ(τ) + Γ̄νλ
µ(x)ẋν(τ)ẋλ(τ)] δ(4)(x− x(τ)) = 0. (18.72)

Integrating this over a thin tube around the trajectory xµ(τ), we obtain the equation
(11.24) for the geodesic trajectory [4].

The same result may be derived from the following consideration. According
to Eq. (18.58), the variation of the action under Einstein transformations of the
coordinates δEx

µ = −ξµ is in Riemannian space

δEA = −2


d4x
√−gD̄µTλ

µ ξλ. (18.73)

Due to Einstein’s equation (15.64), this holds separately for eld and matter parts.
If matter consists of point particles only, we obtain:

δE
m

A= −


dτ
δ

m

A
δxµ(τ)

ξµ(x(τ)). (18.74)
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This vanishes along the geodesic trajectory implying that the energy-momentum
tensor is covariantly conserved.

Let us now allow for torsion in the curved spacetime, where the covariant con-
servation law (18.68) becomes (18.59):

D∗
µ

m

Θλ
µ + 2Sµλ

ν
m

Θν
µ − 1

2

m

Σ
ν
κ
,µRλµν

κ = 0. (18.75)

Recalling the Belinfante relation (18.53) and the denition of D∗
µ in Eq. (15.42), we

obtain for scalar particles with Σν
κ
,µ = 0:

D̄µ

m

T λ
µ = 0 . (18.76)

This coincides with the conservation law (18.68) in Riemannian space and leads once
more to the geodesic trajectories (11.24).

How can we remove the discrepancy with respect to the autoparallel trajectory
found by the multivalued mapping procedure in Eq. (14.7)? The answer to this
question was indicated before at the end of Section 16.1 and will be given in Sec-
tion 20.3.1.
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Gravitation cannot be held responsible

for people falling in love.

Albert Einstein (1879–1955)

19

Gravitation of Spinning Matter as a Gauge Theory

The reader will have noticed by now that the theory of gravity of spinning matter,
when formulated in terms of elds hα

µ, Aµα
µ introduced in Eqs. (17.79) and (18.30),

is really a gauge theory of local Lorentz transformations. Gauge properties have
become apparent before when we observed in Eq. (11.104) that the connection Γµν

λ

transforms like a nonabelian gauge eld under general coordinate transformations.
But at that early stage, we could not have really spoken about a gauge theory since
the connection Γµν

λ was not an independent eld of the system. When introducing
spinning particles, the metric gµν(x) as a fundamental eld was replaced by the
vierbein eld hα

µ(x) which transforms like a gauge eld under translations. The
Dirac theory in curved space, on the other hand, in which the covariant derivative
contains the spin connection Aαβ

γ of Eq. (17.80), is a bona de gauge theory of
local Einstein and Lorentz transformations. As discussed in Section 20.2, this is true
even without torsion, i.e., without the contortion tensor Kµν

λ in the combination
(17.72), i.e., if it only contains the objects of anholonomy Eq. (17.74). The latter is
sucient to compensate the nontensorial gradient terms arising from local Lorentz
transformations. The only feature brought about by the presence of torsion is that
the spin connection Aαβ

γ becomes an independent gauge eld in addition to hα
µ.

Let us study the properties of this gauge theory in more detail.

19.1 Local Lorentz Transformations

Recall that under innitesimal Lorentz transformations a vector eld behaves like
[see Eq. (17.108)]

δLvα(x) = ωα
βvβ(x), δLv

α(x) = ωα
βv

β(x), (19.1)

where the physical coordinates xµ remain unchanged since only the local directions
are transformed. Due to the antisymmetry of the matrix ωαβ, we may write

δLvα(x) = −vβ(x)ω
β
α, δLv

α(x) = −vβ(x)ωβ
α. (19.2)

449
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For the spin connection, the transformation law was given in Eq. (17.115). With
the notation (17.19), this can be written as

δLAαβ
γ = ωβ

β′

Aαβ′

γ + ωα
α′

Aα′β′

γ + ωγ
γ′Aαβ

γ′

+ ∂αωβ
γ . (19.3)

δLAµβ
γ = ωβ

β′

Aµβ′

γ + ωγ
γ′Aµβ

γ′

+ ∂µωβ
γ. (19.4)

Observe that the spacetime variables xµ are not transformed so that the Lorentz
group acts like an internal symmetry group. There is, however, a certain similarity
with external gauge symmetries discussed in Section 3.11. This is so because hα

µ

can couple Lorentz and Einstein indices, thus giving rise to more invariants. For
instance, there is no need of forming (Fµνα

β)2 in order to get an invariant action.
There also exists an invariant expression linear in the eld strength,

f

A= − 1

2κ



d4x
√−g hαµhβ

νFνµα
β. (19.5)

In fact, from (17.81) we see that this is just the Einstein-Cartan action (15.8).
For completeness, let us show once more how the spin current and energy-

momentum tensor follow from this action for the independent elds hα
µ, Aµα

β, rather
than hα

µ, Kµν
λ in Section 17.7.

First we calculate the spin current of the eld which is dened by the functional
derivative with respect to the gauge eld Aµ

αβ(x) [compare (17.132), (17.138)]:

1

2

√−g
f

Σαβ
,µ(x) = − δ

f

A
δAµ

αβ(x)
(19.6)

=
1

2κ

δ

δAµ
αβ(x)



d4x
√−g hα′µ′

hβ′

ν′


∂ν′Aµ′α′

β′−∂µ′Aν′α′

β′−Aν′α′

γAµ′γ
β′

+Aµ′α′

γAν′γ
β′


=− 1

2κ



∂ν
√−g[hα

µhβ
ν−(α↔β)]+

√−g


(Aνα′αh
α′µhβ

ν+Aνβ′βhα
µhβ′ν)−(α↔β)



.

We may write this in terms of the partially covariant derivatives (18.10), (18.11) as

−κ
f

Σαβ
,µ =

L

Dν [hα
µhβ

ν − (α ↔ β)] + Γνσ
σ [hα

µhβ
ν − (α ↔ β)] . (19.7)

Applying the chain rule of dierentiation this becomes

−κ
f

Σαβ
,µ =



L

Dβ hα
µ − hα

µ
L

Dν hβ
ν + hα

µ
Γβσ

σ



− (α ↔ β). (19.8)

We now observe that, due to the identity Dµhα
ν ≡ 0, the connection can be rewritten

as

Γµν
λ = hαλ

L

Dµ hαν = −hα
ν

L

Dµ hα
λ. (19.9)
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This relation is complementary to the relation
Λ

Γµβ
γ = hγ

ν

Γ

Dµ hβ
ν of Eq. (17.150).

Using (19.9), the spin current of the eld becomes

−κ
f

Σαβ
,µ = 2 (Sαβ

µ + hα
µSβ − hβ

µSα) = Sαβ
µ, (19.10)

in agreement with (15.57).
We now calculate the functional derivative of the action with respect to hα

µ

[compare (17.142), (17.148)]. It shows directly that the canonical energy-momentum
tensor of the gravitational eld coincides with the Einstein tensor,

√−gΘµ
α =

δ
f

A
δhα

µ
=

√−g


hδνFµνδ
α − hβ

µFβδ
δα


= hαν
√−g (Rµν − gµνR)

=
√−g Gµ

α. (19.11)

The use of the eld hα
µ has made it possible to retrieve the Einstein tensor without

projecting out the symmetric part of it, as was the case in the previous formulas
(15.30) and (18.51).

Adding to the Einstein Lagrangian matter elds of masses m, and varying with
respect to hα

µ and Aµα
β, we recover the Einstein-Cartan equations (15.32) and

(15.62):

Sµκ
,τ = κ

m

Σµκ
,τ , (19.12)

Gµν − 1

2
D∗

λ



Sµν,λ − Sνλ,µ + Sλµ,ν


= κ
m

T
µν , (19.13)

19.2 Local Translations

Let us now show that the vierbein eld plays the role of a gauge eld of local
translations . In Eq. (11.60) we have written the Einstein transformations x → x′(x)
in the form of a local translation

x′ = x− ξ(x). (19.14)

The vierbein eld ensures that the theory is invariant under these transformations.
In fact, the covariant derivative

Dα ≡ hα
µ∂µ +

i

2
Aαβ

γ
Σ

β
γ (19.15)

may be viewed as a combination of hα
µ times the translational “functional ma-

trix” ∂µ, and iAαβ
γ times the Lorentz matrix (1/2)Σβ

γ . This viewpoint becomes
most transparent by considering the expression in (17.89), the commutator of two
covariant derivatives with respect to the dislocation coordinates,

[Dα, Dβ]ψ = iFαβγ
δ 1

2Σ
γ
δψ + i2Sαβ

γ iDγψ. (19.16)
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Since the factor Fαβγ
δ is the curl of the gauge eld of Lorentz transformations

generated by 1
2Σ

γ
δ. By analogy, the factor 2Sαβ

γ of the generator of translations
iDγψ may be considered as the curl of the gauge eld of translations. Indeed, if we
write 2Sαβ

γ in the form

2Sαβ
γ = −hγ

ν



hα
µ

L

Dµ hβ
ν − (α ↔ β)



= hα
µhβ

ν



L

Dµ hγ
ν − (µ ↔ ν)



, (19.17)

we arrive at the standard form of a curl, and the present formulation of gravity of
spinning matter is indeed a gauge theory of both local Lorentz transformations and
local translations.

If the space has no torsion, we can combine three torsion tensors to a contortion
tensor as in (17.73) and nd that Aµα

β is completely composed of derivatives of
vierbein elds [recall Eq. (17.72)]

Aαβ
γ = −hγ

λhα
µhβ

ν
h

Kµν
λ. (19.18)

Inserting this into (19.17) we verify that this is equivalent to a vanishing torsion.
In recent years, this aspect of gravitational theory has received increasing atten-

tion, due to the shift in emphasis from geometric principles to gauge principles.
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To be, or not to be: that is the question

William Shakespeare (1564–1616)

20

Evanescent Properties of Torsion in Gravity

What additional physics is brought about by torsion? If the eld action is of the
Einstein-Cartan type (19.5), the consequences turn out to be practically unobserv-
able. The situation cannot be improved by adding higher powers of the curvature
tensor to the Lagrangian density, such as the terms in the action (15.12), but with
the Riemannian R̄µνλκ replaced by the Riemann-Cartan Rµνλκ. Also additional pow-
ers of the torsion tensor Sµν

λ do not help, nor terms containing dierent squares
of covariant derivatives DκSµν

λ, or mixed terms composed of curvature and torsion
tensors. The dominant action is always the Einstein-Cartan action (15.11), which
leads to the eld equation (17.139) and determines the torsion as follows

Sµνλ =
κ

2



m

Σµν,λ +
1

2
gνλ

m

Σµκ
,κ − 1

2
gνλ

m

Σµκ
,κ


. (20.1)

This is a local equation. Torsion sits on top of particle spins and never reaches
out into empty space by more than a Planck length (12.43). If the particles are
quantized, their spin will be smeared out over a Compton wavelength λC = h̄/mc
corresponding to their mass, extending the volume of nonzero torsion, which how-
ever, remains bound to matter.

For massless elds such the photon eld, this could in principle be dierent
since magnetic elds are observed to reach out quite far in spacetime. But, as
discussed at the end of Section 16.2, photons must be assumed to be coupled truly
minimally to gravity, i.e., be decoupled from torsion, to guarantee electromagnetic
gauge invariance.

Let us discuss some more physical consequences.

20.1 Local Four-Fermion Interaction due to Torsion

A nontrivial eect of torsion can be derived for Dirac elds, where the spin density
of matter is, from (17.134) and (1.227),

m

Σαβ,γ= −i
1

2
ψ̄[γγ,Σαβ]+ψ, (20.2)
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with Σαβ = (i/4)[γα, γβ]. More explicitly, the spin density reads

m

Σαβ,γ=
1

2
ψ̄γ[αγβγγ]ψ =

1

2
εαβγλψ̄γ

λγ5ψ (20.3)

with γ5 ≡ (1/4!)εαβγδγ
αγβγγγδ, where the brackets around the subscripts denote

their complete antisymmetrization. Due to the antisymmetry, the Palatini tensor

divided by 2, the torsion, and the contortion tensor are all equal to (κ/2)
m

Σαβ,γ:

1

2
Sαβ,γ = Sαβγ = Kαβ,γ =

κ

2

m

Σαβ,γ . (20.4)

In Eq. (11.146) we have expressed the curvature tensor in terms of the Riemann
curvature tensor plus the contortion. Two contractions give the corresponding de-
composition of the scalar curvature

R = R̄ + D̄µKν
νµ − D̄νKµ

νµ + (Kµ
µρKνρ

ν −Kν
µρKµρ

ν) . (20.5)

In the gravitational Einstein-Cartan action (15.11), R is integrated over the total
invariant volume of the universe. In this process, the terms D̄µKν

νµ and D̄νKµ
νµ

produce irrelevant surface terms and can be ignored. The action can therefore be
separated into a Hilbert-Einstein action

f

A = − 1

2κ



d4x
√
−gR̄, (20.6)

plus a eld torsion action

f

A
S =



d4x
√
−g

f

L
S , (20.7)

with a Lagrangian density

f

LS = − 1

2κ
(Kµ

µρKρ
ν −Kν

µρKµρ
ν) . (20.8)

The latter can be rearranged to

f

LS =
1

2κ
Sµν,λK

λνµ, (20.9)

where Sµν,λ is the Palatini tensor (15.49). As a cross check we dierentiate this with
respect to Kλνµ and obtain

∂
f

LS

∂Kλνµ
=

1

2κ
Sµν,λ, (20.10)

in accordance with Eqs. (15.19) and (15.57).
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From the Dirac action (17.18) we extract the interaction density between matter
and torsion:

m

LS =
1

2

m

Σµν,λ Kλν . (20.11)

Adding this to (20.9) and extremizing the combined Lagrangian density L=
f

LS+
m

LS ,
we recover once more (20.4). Inserting this back into the total Lagrangian density
gives the eective torsion Lagrangian at the extremum:

Le =
κ

4

m

Σµνλ Kλνµ =
κ

8

m

Σµνλ

m

Σ

µνλ

. (20.12)

Inserting (20.3), this becomes [1]:

Le =
3κ

16
ψ̄γµγ5ψψ̄γ

µγ5ψ. (20.13)

Unfortunately, this interaction is too weak to be detectable by present-day experi-
ments, and probably will be for many generations to come. The interaction (20.13)
will hide under the much larger weak interactions. For electrons and their neutrinos
νe, these have a Lagrangian

Lweak = − G√
2





ēγµ(1− γ5)νe


ν̄eγ
µ(1− γ5)ν



+ 2


ēγµe+ ν̄eγ
µνe



2 sin2 θW ēRγλeR − cos 2θW ēRγµeR − ēLγµeL




. (20.14)

Here eL ≡ (1 − γ5)e/2 and νeL ≡ (1 − γ5)νe/2 are the left-handed Dirac spinors of
electron and its neutrino, θW is the Weinberg angle with

sin2 θW ≈ 0.23120(15), (20.15)

and G is the coupling constant

G = (1.14730± 0.000641)× 10−5GeV−2. (20.16)

This may be expressed in terms of the electron charge as

G ≈ e2

m2
W

4πα

m2
W

(20.17)

where
mW = 80.403± 0.029GeV (20.18)

is the mass of the charged vector mesons W±. The ratio of this and the heavier
vector boson mass

mZ = 91.1876± 0.0021GeV (20.19)
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xes the Weinberg angle:
cos θW = mW /mZ , (20.20)

Comparison of (20.14) with the four-fermion interaction due to torsion in
Eq. (20.13) shows that the latter is smaller than the weak interaction by the ex-
tremely small factor

m2
W

m2
P

≈ 4.34× 10−35, (20.21)

where mP is the Planck mass (12.44). Thus any hope for a detection in the foresee-
able future is an illusion. Thus it will also be impossible for a long time to measure
the presence of a four-fermion coupling (20.13) for the composite particles such as
protons and neutrons.

An additional problem is that a four-fermion interaction such as (20.13) is not
renormalizable, so that it cannot possibly be a fundamental interaction. It can at
best be a phenomenological approximation to some more fundamental theory which
for high energies will show important deviations from the four-fermion expression
(20.13).

20.2 No Need for Torsion in Gravity

An important observation is the following: The covariant derivative (17.18), if ex-
pressed as in (17.72) in terms of the dierence between the contortion Kµν

λ and the

eld
h

Kµν
λ, does not really need the contortion eld Kµν

λ to be covariant under

local Lorentz transformations. For this, the eld
h

Kµν
λ is completely sucient. It

supplies, via the transformation property Eq. (17.114), the compensating nontenso-
rial term to make the derivative in front of a Dirac eld a vector. Thus, a consistent
theory that is invariant under local Lorentz transformations exists also in spacetime
with without torsion and only curvature. As far as covariance is concerned, torsion
is a pure luxury of the theory.

This has important implications for the coupling of torsion to spin. Whereas

the coupling of the torsionless spin connection
h

Kµν
λ is uniquely xed by the local

Lorentz transformation properties of the eld, the contortion eld Kµν
λ in the spin

connection (17.72) can be multiplied by an arbitrary coupling constant γ:

Λ

Γαβ
γ = hγ

λhα
µhβ

ν(γKµν
λ−

h

Kµν
λ) . (20.22)

The unit strength of
h

Kµν
λ in this expression is responsible for the fact that ordi-

nary torsionless gravity couples universally to spin and orbital angular momentum.
Indeed, this seems to be a natural property of gravitational forces [2]. A rotating
test particle with angular momentum j far away from a rotating celestial body with
angular momentum J experiences a precession due to the Lense-Thirring eect ,
also called more physically the rotational frame dragging eect [3]. The speed of
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precession should not depend on the origin of the angular momenta j and J. The
gravitational phenomena are the same if j and J are caused by oriented spins of
the constituents or by their orbital rotations. This universality is ensured by the
spin part of the symmetric Belinfante energy-momentum tensor (3.232) and by the
way this spin part arises from the variational derivation of the energy-momentum
tensor in Eq. (17.142). Recall that the functional derivative of the matter action
with respect to hα

µ(x) has two terms, an orbital part which is the canonical energy-

momentum tensor
m

Θµ
α(x) [recall Eqs. (17.144) and (17.147)], and the spin part

(17.149) coming from the derivative of the action with respect to hα
µ(x) inside the

spin connection. The unit strength of
h

Kµν
λ in (20.22) is essential to obtain the

symmetry of the Belinfante tensor and the covariant conservation law for the spin
current density 1

2D
∗
µΣ

λκ,µ = Θ[λ,κ] in Eq. (18.14).

The torsion eld violates this universality principle. Torsion is able to probe
directly the spin of the fundamental particles in a body. This is a remarkable
property of torsion, which is also a severe handicap for the theoretician: it is an
obstacle to constructing a consistent eld theory of torsion before it is known which
particles are truly fundamental. A spin- 12 particle that looks fundamental at present,
so that one includes it into the action with γ = 1 in (20.22), may eventually turn
out to be composite. Then its spin would be partly due to orbital motion of its
constituents, so that γ would be dierent from unity.

Faced with the non-universality of γ, its value will be a measurable extra prop-
erty of each particle, such as mass, spin, and charge, unless some higher symmetry
principle xes it. Such a principle was invoked at the end of Section 16.2, to x
γ = 0 for photons and W and Z bosons. This was necessary to guarantee gauge
invariance without which the theory could not be renormalized. By analogy, one
may well assume that all elementary particles have γ = 0, so that the universe is
completely torsionless, as assumed by Einstein, for simplicity.

The possibility of setting γ = 0 in (20.22) led Weinberg to reject torsion as a
special geometrical eld altogether [4]. According to him, torsion is just an ordinary
tensor eld of rank three with antisymmetry in the rst two indices. This eld may
or may not be present in nature. He would only be convinced of a special role of
torsion if there exists some higher symmetry principle which requires that the torsion
tensor always accompanies the Christoel symbol in the combination (11.102), i.e.,
with γ = 1 in (20.22).

Such a higher symmetry principle is only provided by the multivalued mapping
principle of Chapter 14. The image of classical equations and eld theories in Eu-
clidean space under such a mapping are theories in a Riemann-Cartan space. These
contain the general metric-ane connection (11.115) that automatically includes the
torsion tensor with γ = 1.

However, it depends on the fundamental nature of the considered particles
whether the mapping principle can be applied to them. The situation is the same as
in the minimal-coupling principle of electrodynamics. This holds perfectly for bare
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electron, muon, and quark elds, since they are fundamental. It does not hold for
composite particles, such as protons, neutrons, and other hadrons.

20.3 Scalar Fields

Since torsion elds propagate only over Planck scales, it is merely of academic inter-
est to study their couplings to other particles. Still, one would like the theory to be
internally consistent. In Eq. (15.63) we have already noted that in minimal coupling.
scalar elds φ(x) do not interact with torsion. For scalar elds, the ordinary eld
derivatives of scalar elds, ∂µφ(x), are automatically covariant derivatives. Thus the
minimally coupled Lagrangian density contains only the metric tensor gµν(x), and
no ane connection Γµν

λ(x). It is automatically coupled in the same truly minimal
way as the photon eld in the action (16.21).

This contradicts our nding in Section 14.1.2 that classical particle trajectories
are coupled to torsion, making them autoparallel rather than geodesic. At the end
of Section 16.1 we have indicated how this conict can be resolved, and this will
now be done.

20.3.1 Only Spin-1/2 Sources

The key to the resolution of the conict is Eq. (20.3). The spin current density
m

Σαβ,γ

of a spin- 12 particle is completely antisymmetric. Thus, if all particles in nature are
ultimately composed of spin- 12 particles, then the torsion eld Sµνλ is completely
antisymmetric [6]. As a consequence, it decouples from the classical equation of
motion of point particles in Eq. (14.8). Autoparallel trajectories become geodesic
trajectories, and the conict disappears.

This scenario is physically quite plausible. In the standard model of weak and
electromagnetic interactions, photons and vector bosons W and Z are contained as
massless spin-1 gauge elds which are not coupled to torsion, to guarantee gauge
invariance [recall Section 16.2]. The vector bosons become massive by a Meissner-
Higgs eect, where they mix with the Goldstone modes of the Higgs elds. The
latter were introduced originally by analogy with the Ginzburg-Landau eld of su-
perconductivity. This eld describes “Cooper pairs” of electrons. It is then natural
to conjecture that also the Higgs elds will ultimately be composed of pairs of some
fundamental spin- 1

2
constituents. Indeed, such models have been around in the lit-

erature for many years involving so-called technicolor quarks [7]. Just as in the
Cooper pairs of conventional superconductors, the spins of the technicolor quarks
are antiparallel in an s-wave bound state. This may well be the reason why Higgs
particles do not couple to torsion.

There is also another evidence that Higgs particles cannot be fundamental. Their
interacting eld theory is renormalizable, but the propagators of Higgs elds pos-
sess unphysical Landau poles at large momenta. This shows that the theory is
incomplete, a conclusion which applies also to any other scalar eld.
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In this context it is worth remarking that there are also theoretical models [8]
trying to explain photons and gravitons as being composed of more fundamental
spin- 1

2
constituents. This scenario is incompatible with gravity with torsion. The

spin- 1
2
fermions in the photon would be in an s-wave bound state with parallel

spins. This would cause a nonzero coupling to torsion, which would destroy gauge
invariance.

The conclusion of Section (16.2) that the photon and the fundamental vector
bosons W and Z do not couple to torsion to guarantee gauge invariance remains
valid also under the assumption that torsion elds are completely antisymmetric.
This follows from Eq. (16.18) which gives a nonzero mass also for antisymmetric
Sµνλ(x). This would destroy the necessary electromagnetic gauge invariance. By
analogy with electromagnetism, the elds of the vector bosons W and Z mediating
the weak interactions in the standard model of these interactions must also remain
decoupled from torsion if Sµνλ(x) is completely antisymmetric.

Note that this property makes the gauge bosons quite dierent from massive
vector mesons composed of quark-antiquark pairs, such as ρ- and ω-mesons. Their
wave functions have a large amplitude in a state of a quark and an antiquark in
an s-wave spin triplet channel. Such a state will couple to torsion via its quark
content, so that these particles can be described eectively by a spin-1 eld with
a nonzero γ in the spin connection (20.22). The value of γ will, however, certainly
be smaller than unity. The reason is that only part of the wave function consists
of a quark-antiquark pair in an s-wave. A sizable part consists of two pions in a
p-wave. Pions are pseudoscalar particles in which a quark-antiquark pair is coupled
to a spin singlet in an s-wave. This part does not couple to torsion and reduces γ

to a value γ < 1. Another small part of the ρ and ω wave functions consists of a
sea of quark-antiquark pairs [9] which further reduces γ. By a similar argument, all
strongly interacting particles have γ < 1, i.e., they are not coupled minimally.

The situation may be compared with that of the magnetic moments in quantum
electrodynamics. The bare electrons, muons, and quarks are coupled minimally to
the vector currents ψ̄(x)γµψ(x). From these couplings one can easily derive the
ratio of the magnetic moments between proton and neutron of −3/2, knowing only
the three-quark composition of these particles. But the size of the two magnetic
moments depends on the wave functions of the quarks inside these particles. It is
not universal. In the same way, a proton and a neutron cannot be expected to have
γ = 1 in the spin connection (20.22), nor can any other composite particle such as
∆ or Ω−.

All these considerations are, of course, based on the assumption that fundamental
spin- 12 particles such as leptons and quarks do really follow the multivalued mapping
principle and couple to torsion with the universal value γ = 1. This assumption may
well be false, and nature may have chosen to treat all particles like photons and W ,
Z mesons, giving them all the truly minimal value γ = 0, thus making gravity
completely torsionless as assumed by Einstein.
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20.4 Modied Energy-Momentum Conservation Law

For the sake of academic curiosity one may search for a eld theory of scalar particles
which does couple to torsion. This is only possible if one modies, in the presence of
torsion, the variational procedure which led to the Einstein equation (15.64). Since
spacetime with torsion has a closure failure, a modication could well be justied.
If we recall the derivation of the geodesics equation of motion (18.72) from the
covariant conservation law (18.68), we realize that autoparallel trajectories would
emerge if the covariant conservation law for the energy-momentum tensor of a free

spinless point particle D̄κ

m

T λ
κ(x) = 0 of Eq. (18.68) would be modied to

D∗
ν

m

T
µν(x) = 0, (20.23)

rather than (18.76).
In order to see how this conservation law could be obtained let us go once more

through its derivation. We calculated in Eq. (18.54) the change of the total action
under Einstein transformations (11.78). For a point particle, this may be written
explicitly as

δEA =


d4x



δA

δgµν











Γµν
λ

δEgµν +
δA

δΓµν
λ











gµν

δEΓµν
λ



+


dτ
δ

m

A
δxµ(τ)

δEx
µ(τ). (20.24)

Initially, the last term does not vanish on autoparallel trajectories. However, if we
account for the closure failure of spacetime by changing δx(τ) to the nonholonomic
-δx(τ) dened in Eq. (14.14) with the property (14.30), then it does.

The vanishing of the rst term in (20.24) for arbitrary innitesimal δEgµν(x)
of Eq. (18.18) is responsible for the covariant conservation law (18.59), leading to
geodesic trajectories.

It is now interesting to realize the following: if we were to replace the Einstein
transformation (18.18) in (20.24) by a transformation dened by

-δEgµν(x) = Dµξν(x) +Dνξµ(x) = D̄µξν(x) + D̄νξµ(x)− 4Sλ
µνξλ(x), (20.25)

which looks like (18.18), but with the Riemann covariant derivative replaced by the
full covariant derivative Dµ, the variation would contain an extra term,

-δEgµν(x) = δEgµν(x)− 4Sλ
µνξλ(x). (20.26)

The change of the matter part of the action would become

δE
m

A = −1

2



d4x
√−g

m

T
µν(x) -δEgµν(x) = −



d4x
√−g

m

T
µν(x)Dνξµ(x). (20.27)

Integrals over invariant expressions containing the covariant derivative Dµ can be
integrated by parts according to the rule (15.41). If we neglect the surface terms we
nd

δE
m

A=


d4x
√−g D∗

ν

m

T
µν(x)ξµ(x), (20.28)
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where D∗
ν = Dν + 2Sνλ

λ. From the vanishing of this for all ξµ(x) we would indeed
derive the covariant conservation law (20.23) for a spinless point particle in spacetime
which corresponds to autoparallel trajectories.

The question arises whether the modied conservation law (20.23) allows for the
construction of a suitable modication of the original Einstein eld equation

Ḡµν = κ
m

T
µν (20.29)

which would remain valid in spacetimes with torsion. Which tensor will stand on the
left-hand side of the eld equation (20.29) if the energy-momentum tensor satises
the conservation law (20.23) instead of (18.76)?

20.4.1 Solution for Gradient Torsion

At present, we can give an answer to this question only for a pure gradient torsion
[10], which has the general form (14.41):

Sµν
λ =

1

2
(δµ

λ∂νθ − δν
λ∂µθ). (20.30)

Then we may simply replace (20.29) by

eθGµν = κ
m

T
µν , (20.31)

where Gµν is the full Einstein tensor Gµν ≡ Rµν − 1
2
gµνR formed from the curvature

tensor (11.129) in Einstein-Cartan space. For gradient torsion, this is symmetric,
thus matching the symmetry of the right-hand side. This is easily proved with the
help of the fundamental identity (18.60):

D∗
λSµν

;λ = Gµν −Gνµ. (20.32)

Indeed, inserting (20.30) into (15.49), we nd the Palatini tensor

Sλµ
;κ ≡ −2[δλ

κ∂µθ − (λ ↔ µ)]. (20.33)

This has a vanishing covariant derivative

D∗
λSµν

;λ = −2[D∗
µ∂νθ−D∗

ν∂µθ] = 2[Sµν
λ∂λθ−2Sµλ

λ∂νθ+2Sνλ
λ∂µθ] = 0. (20.34)

The terms on the right-hand side cancel after using (20.30) and Sµλ
λ ≡ Sµ =

−3∂µθ/2.
Now we insert (20.30) into the Bianchi identity (18.61), with the result

D̄∗
νGλ

ν + ∂λθGκ
κ − ∂νθGλ

ν + 2∂νθRλ
ν = 0. (20.35)

Setting here Rλκ = Gλκ − 1
2
gλκGν

ν , this becomes

D∗
νGλ

ν + ∂νθGλ
ν = 0. (20.36)
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Thus we nd the Bianchi identity

D∗
ν(e

θGλ
ν) = 0. (20.37)

This makes the left-hand side of the new eld equation (20.31) compatible with the
right hand side, which guarantees autoparallel particle trajectories.

If spacetime contains torsion which is not of the gradient type, the only solution
of the problem is the one indicated in Section 20.3.1, that all sources of torsion are
fundamental spin- 12 particles, such as quarks and leptons. These create only com-
pletely antisymmetric torsion elds making autoparallel orbits equal to geodesics.

20.4.2 Gradient Torsion coupled to Scalar Fields

If torsion is of the gradient type (20.30), then there is a way in which torsion can
enter the scalar Higgs eld action

A[φ] =


d4x
√−g



1

2
gµν |∇µφ∇νφ|−

m2

2
|φ|2 − λ

4
|φ2|2



. (20.38)

To avoid inessential complications, the Higgs eld is assumed to be a complex scalar
eld with a Ginzburg-Landau-type action. As usual, g = detgµν is the determinant of
the metric gµν(x). The symbol ∇µ denotes the covariant electromagnetic derivative
∇µ = ∂µ − ieVµ. For a scalar eld, no Christoel symbol is needed to achieve
covariance.

The square mass is negative, so that the Higgs eld has a nonzero expectation
value with |φ|2 = −m2/λ. The derivative term provides the vector eld with a mass
term e2|φ|2V µVµ/2, leading to the free part of the vector boson action

A[V ] =


d4x
√−g



−1

4
F̄µνF̄

µν − e2m2

2λ
VνV

µ



, (20.39)

where F̄µν is the Riemann-covariant curl which by Eq. (16.14) is equal to the ordinary
curl F̄µν = ∂ µVν − ∂νVµ . Of course, the covariant curl of the nonabelian vector
bosons of electromagnetic and weak interactions would also have self-interactions,
which may be ignored in the present discussion, being only interested in the free-
particle propagation.

The Meissner eect creates the masses of the vector bosons by mixing the un-
coupled bare vector boson with the scalar Higgs eld. It is then obvious that the
massive vector bosons couples to torsion if and only if the scalar Higgs eld has such
a coupling.

Our goal is to introduce a coupling of the gradient torsion in such a way that
the scalar particles move along autoparallel trajectories, as required by the study
of particle orbits in spacetime with a closure failure [11, 12]. This is possible by
introducing a new θ(x)-dependent scalar product.
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20.4.3 New Scalar Product

In textbook [11] it was pointed out that there exists a consistent Schrödinger formu-
lation for a particle in a space with torsion if torsion is completely antisymmetric,
which is the case discussed in Subsection 20.3.1, or if it has the restricted gradient
form (20.30). The Schrödinger equation is driven by the Laplace operator gµνDµDν ,
where Dµ is the covariant derivative involving the full ane connection Γµν

λ, in-
cluding torsion. It diers from the Laplace-Beltrami operator in torsion-free spaces

∆ ≡


|g|
−1
∂µ



|g|gµν∂ν by a term −2Sνλ
λ∂ν = −3(∂νθ)∂ν . The important observa-

tion here is that this operator is hermitian only in a scalar product which contains
a factor e−3θ [16, 17].

The gradient torsion (20.30) has the advantage that it can be coupled to a scalar
particle in such a way that the modication of the variational procedure found in
[13, 14] becomes superuous, while still producing autoparallel trajectories. For a
massive particle, the coupled action reads [18]

m

A [x] = −mc


dσ eθ(x(σ))


gµν(x))ẋµ(σ)ẋν(σ) = −mc


ds eθ(x(s)), (20.40)

where σ is an arbitrary parameter, and s = cτ the invariant length of the orbit.
We have shown in Subsection 14.1.4 that extremizing the action (20.40) yields the
autoparallel equation of motion (14.43) in the presence of gradient torsion (14.41):

ẍλ + Γ̄µν
λẋµẋν = −θ̇(x)ẋλ + gλκ(x)∂kθ(x). (20.41)

Along this trajectory, the Lagrangian under the action integral is a constant of
motion whose value is, moreover, xed by the mass shell constraint

m

L= eθ(x)


gµν(x))ẋµẋν ≡ 1, τ = s. (20.42)

The same classical equation of motion emerges from the eikonal approximation
of a scalar eld theory which contains the scalar eld θ(x) in a peculiar way:

A[φ] =


d4x
√−ge−3θ



1

2
gµν |∇µφ∇νφ|−

m2

2
|φ|2e−2θ



. (20.43)

The necessity of a factor e−3θ(x) in the scalar product was discovered in Ref. [11],
and became the basis of a series of studies in general relativity [19]. The action
(20.43) is extremized by the Euler-Lagrange equation

DµD
µφ+m2e−2θ(x)φ = 0. (20.44)

Let us nd the equation of motion for the classical particles described by the scalar
eld φ(x). For this we make the ansatz φ(x) ≈ eiS(x), and nd the eikonal equation
for the phase S(x) [20]:

e2θ(x)gµν(x)[∂µS(x)][∂νS(x)] = m2. (20.45)

Since ∂µS is the momentum of the particle, the replacement ∂µS → mẋµ shows that
the eikonal equation (20.45) guarantees the constancy of the Lagrangian (20.42),
which is characteristic for autoparallel classical trajectories.
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20.4.4 Self-Interacting Higgs Field

Apart from the factor e−3θ(x) accompanying the volume integral, the θ-eld couples
to the scalar eld like a dilaton, the power of e−θ being determined by the dimension
of the associated term. If we add a quartic self-interaction to the free-eld action
(20.43), and go to negative m2 to have a Meissner eect, the self-interaction will not
carry an extra factor e−θ, so that the proper Higgs action in the presence of gradient
torsion reads

A[φ] =


d4x
√−ge−3θ



1

2
gµν |∇µφ∇νφ|−

m2

2
|φ|2e−2θ − λ

4
|φ2|2



. (20.46)

If m2 is negative, and the torsion depends only weakly on spacetime, the Higgs eld
has a smooth vacuum expectation value

|φ|2 = −m2

λ
e−2θ. (20.47)

The smoothness of the torsion eld is required over a length scale of the Compton
wavelength of the Higgs particle, i.e., over a distance of the order 1/20GeV ≈ 10−15

cm. For a torsion eld of gravitational origin, this smoothness will certainly be
guaranteed. From the gradient term in (20.46) we then extract in the gauge φ =real
the mass term of the vector bosons



d4x
√−ge−3θ 1

2
m2

V e
−2θ(x)V µVµ (20.48)

where

m2
V = −e2

λ
m2, m2 < 0. (20.49)

Taking the physical scalar product in the presence of torsion into account, we obtain
for the massive vector bosons the free-eld action

A[V ] =


d4x
√−ge−3θ



−1

4
FµνF

µν +m2
V e

−2θ(x)VνV
µ


. (20.50)

The appearance of the factor e−2θ in the mass term guarantees again the same
autoparallel trajectories in the eikonal approximation as for spinless particles in the
action (20.43).

Note that the scalar product factor e−3θ(x) implies a coupling to torsion also
for the initial massless vector boson elds W and Z which does not destroy gauge
invariance. Due to the similarity between the bare elds of W - and Z-bosons with
the photon eld, the factor e−3θ(x) must be present also in the electromagnetic action.

20.5 Summary

What have we learned about torsion in this chapter? Is there a chance of its in-
uencing gravitational physics? Ultimately, experiments will have to decide this
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question. This is a very dicult task, due to the weakness of the coupling of torsion
to the intrinsic spins of the fundamental constituents a celestial body.

To illustrate the diculty more quantitatively, take for example the satellite
experiment Gravity Probe B which went into orbit on April 20, 2004. It attempts to
measure the small frame-dragging eect predicted in 1918 by Lense and Thirring [3].
The satellite carries four spherical quartz gyroscopes of diameter 3.8 cm around the
earth in an orbit 740 km above the poles. According to Einstein’s theory, the axes
will precess 6.6” per year due to the geodetic precession [recall Section 14.1.3]. In
addition there is a precession caused by the rotation of the earth which drags the
freely falling frames with it and causes an extra 0.042”. This is the famous Lense-
Thirring eect . The mass of the gyroscopes is roughly 63 g ≈ 1 mol, and their
moment of inertia I ≈ 90 g cm2. The rotation frequency is ω = 2π × 10 000min−1,
implying an angular momentum L ≈ 106 g cm2/s. The number of molecules in the
gyroscopes is close to the Avogadro number 6×1023. From this we derive the angular
momentum per molecule l ≈ 40 000 h̄.

Suppose now that we want to detect the inuence of torsion upon this experi-
ment. The only way of doing this is to replace the material of the gyroscopes by
a completely polarized magnetic material. At the same rate of rotation, the spin
per atom s is of the order of a few h̄. Hence the eect of torsion, even it it were to
exist along the orbit with a similar strength as Einstein’s gravitational eld (which
it cannot since torsion does not propagate), would be suppressed by a factor 10−4.
This makes it unmeasurable with present-day technology.

Thus, all theories with torsion will remain purely speculative for a long time to
come. The probability of its existence can only be guessed by the esthetical appeal
of the theory. This is often governed by an extremality principle. Nature makes
use of a mathematical structure only if it is needed by some symmetry principle.
The only argument pro torsion is that it enters naturally when at-space theories
are transformed into spaces with curvature and torsion by multivalued coordinate
transformations, and that the same transformations carry ideal crystals into crystals
with dislocations and disclinations. Since nature uses often the same mathematical
structures in dierent phenomena, this could also happen here.

If, on the other hand, the extremality principle is invoked as a dominant criterion,
torsion will not be coupled at all, since it is not necessary to guarantee the local
symmetries of gravitation.
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The absence of alternatives clears the mind marvelously.

Henry Kissinger (*1923)

21
Teleparallel Theory of Gravitation

At this point it is useful to remind the reader of an alternative theory of gravity
proposed by Einstein in the thirties, the so-called theory of teleparallelism. As
remarked in the Preface, this theory was inspired by Cartan’s work in 1922 and a
subsequent letter communication between Einstein and Cartan [1]. In this theory,
spacetime is generated from at space by assuming the absence of the multivalued
local Lorentz transformations Λa

α(x) in the basis tetrads eaµ(x) of Eq. (17.45).
Hence eaµ(x) becomes single-valued, and coincides with the vierbein eld hα=a

µ(x).
It follows from Eq. (11.130) that the Riemann-Cartan curvature tensor vanishes
identically:

Rµνλ
κ ≡ 0 (in teleparallel spacetime). (21.1)

This property has the pleasant consequence that it allows for the denition of par-
allel vector elds in all spacetime, hence the name teleparallelism. Since the vanish-
ing of the Riemann-Cartan curvature tensor is caused by commuting derivatives in
(11.130), the vanishing of Rµνλ

κ may be considered as a Bianchi identity of telepar-
allel spacetime. The single-valuedness of e Λα

β(x) permits choosing at each point a

Lorentz frame where Λα
β(x) = 1 so that

Λ

Γαβ
γ = 0 by Eq. (17.15). Then we deduce

from Eq. (17.69) that in this gauge the ane connection Γµν
λ coincides with the

quantities
h

Γµν
λ of Eq. (17.68):

Γµν
λ =

h

Γµν
λ ≡ hα

λ∂µh
α
ν ≡ −hα

ν∂µhα
λ, (21.2)

and the torsion tensor reduces to the object of anholonomy (17.75):

Sµν
λ =

1

2



hα
λ∂µh

α
ν − hα

λ∂νh
α
µ



≡ −1

2



hα
ν∂µhα

λ − hα
µ∂νhα

λ


. (21.3)

21.1 Torsion Form of Einstein Action

Recalling the decomposition of the Riemann-Cartan curvature tensor (11.146), the
Riemann curvature tensor can be expressed in terms of the Riemann-Cartan curva-
ture tensor (11.146) and the contortion tensor as

R̄µνλ
κ = Rµνλ

κ − D̄µKνλ
κ + D̄νKµλ

κ + (Kµλ
ρKνρ

κ −Kνλ
ρKµρ

κ) . (21.4)
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For the scalar curvature, the relation is

R̄ = R̄µνλ
µgνλ = R− D̄µKν

νµ + D̄νKµ
νµ + (Kµ

νρKνρ
µ +Kν

νρKµ
µ
ρ) , (21.5)

or, expressing everything in terms of the torsion tensor using (11.114) and Kµ
µν =

2Sν [recall (15.43)]:

R̄ = R− 4D̄µS
µ +



SµνλS
µνλ + 2SµνλS

µλν − 4SρSρ



. (21.6)

Thus, in a teleparallel spacetime where the Riemann-Cartan curvature tensor
(11.146) vanishines, the Einstein action (15.8) can be replaced by

f

AE,S = − 1

2κ



d4x
√
−g



−4D̄µS
µ +



SµνλS
µνλ + 2SµνλS

µλν−4SρSρ



. (21.7)

Integrating this by parts yields the action

f

AE,S = − 1

2κ



d4x
√−g



SµνλS
µνλ+2SµνλS

µλν−4SρSρ



, (21.8)

where we have dropped the pure surface term

f

AE,S,surface =
1

2κ



d4x 4∂µ
√

−gSµ


, (21.9)

which does not contribute to the eld equations.
It is useful to decompose the Lagrangian density into irreducible parts of Sµνλ [2].

An obviously irreducible part of Sµνλ is its only nonzero trace, the vector Sµ = Sµν
ν

of Eq. (15.43). A second irreducible part is the traceless tensor

tµνλ =
1

2
(Sµνλ + Sµλν) +

1

6
(gµλSν + gµνSλ − 2gνλSµ) . (21.10)

associated with the mixed Young tableau

µ ν

λ
. (21.11)

The third is an axial vector arising from the totally antisymmetric combination:

µ

ν

λ

: aµ =
1

6
eµνλκSνλκ (21.12)

where eµνλκ is the covariant Levi-Civita tensor (11A.1). The torsion can be recovered
from these tensors and vectors as follows:

Sµνλ =
2

3
(tµνλ − tνµλ)−

1

3
(gµλSν − gνλSµ)− eµνλκa

κ. (21.13)
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The three invariants in the action (21.8) can be expressed in terms of the irreducible
invariants tµνλt

µνλ, SµS
µ, and aµa

µ as follows:

SµνλS
µνλ =

4

3
tµνλt

µνλ +
2

3
SµS

µ− 6aµa
µ, SµνλS

µλν =
2

3
tµνλt

µνλ+
1

3
SµS

µ+6aµa
µ.

(21.14)
The inverse relations are

tµνλt
µνλ =

1

2
SµνλS

µνλ+
1

2
SµνλS

µλν− 1

2
SµS

µ, aµa
µ = − 1

18
(SµνλS

µνλ − 2SµνλS
µλν).

(21.15)
Thus we can rewrite the action (21.8) as

f

AE,S = − 1

2κ



d4x
√−g



8

3
tµνλt

µνλ − 8

3
SµS

µ + 6aµa
µ


. (21.16)

All results of Einstein’s theory can be rederived from this action in Einstein-Cartan
spacetime with Rµνλκ ≡ 0, in which the vierbein elds hα

µ are four teleparallel
vector elds.

This reformulation of Einstein gravity would only become interesting if future
experiments were to discover deviations from Einstein’s theory. Since Sµνλ is a tensor
eld, the action (21.16) does not necessarily have to contain the three invariants in
the specic combination implied by Eq. (21.6). Any other combination is invariant
[2]:

f

AE,S =


d4x
√
−g

f

LS = − 1

2κ



d4x
√
−g



γ1 tµνλt
µνλ + γ2 SµS

µ + γ3 aµa
µ


.(21.17)

Of course, the three parameters γi are not completely free. There will be one con-
straint between them xed by Newton’s law, so that the generalized theory has two
free parameters. These can be xed, for example, by the post-Newtonian expansion
of the gravitational eld around a mass point.

Expressed in terms of the original invariants in (21.17), the generalized action
(21.17) reads

f

AS =


d4x
√−g

f

LS =− 1

2κ



d4x
√−g



σ1SµνλS
µνλ+ σ2SµνλS

µλν+ σ3SµS
µ


,(21.18)

with

σ1 = 1
2γ1 − 1

18γ3, σ2 = 1
2γ1 +

1
9γ3, σ3 = γ2 − 1

2γ1. (21.19)

For the sake of deriving the equations of motion there exist several convenient
forms of writing the action (21.18) to be distinguished by superscripts for better
reference. The rst is

f

A
(1)
S =



d4x
√−g

f

L (1) = − 1

2κ



d4x
√−g Sµνλ P

µνλ,µ′ν′λ′

Sµ′ν′λ′, (21.20)
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where the tensor P µνλ,µ′ν′λ′

is a combination of contravariant metric tensors:

P µνλ,µ′ν′λ′

= σ1 g
µµ′

gνν
′

gλλ
′

+ σ2 g
µµ′

gνλ
′

gλν
′

+ σ3 g
µµ′

gνλgν
′λ′

. (21.21)

The second form is

f

A
(2)
S = − 1

2κ



d4x
√−g SµνλF

µνλ, (21.22)

with

F µνλ ≡ κ

2

∂
f

LS

∂Sµνλ

= P [µν]λ,µ′ν′λ′

Sµ′ν′λ′

= σ1S
µνλ +

σ2

2



Sµλν − Sνλµ


+
σ3

2



gνλSµ − gµλSν


= −F νµλ. (21.23)

The indices in brackets are antisymmetrized, as usual. This tensor may also be
expressed as a modication of (21.13):

F µνλ = γ1


tµνλ− tνµλ


− γ2


gµλSν− gνλSµ


− γ3

3
eµνλκaκ=−F νµλ. (21.24)

Using the asymmetry of F µνλ we can replace the torsion tensor in (21.22) by
hαλ∂µh

α
ν via formula (21.3), and rewrite the action (21.22) also as

f

A
(3)
S =



d4x
√−g

f

L
(3)
S = − 1

2κ



d4x
√−g hαλ∂µh

α
νF

µνλ, (21.25)

or as

f

A
(4)
S =



d4x
√−g

f

L
(4)
S = − 1

2κ



d4x
√−g hαλ∂µh

α
ν P

[µν]λ,[µ′ν′]λ′

hα′λ′∂µ′hα′

ν′, (21.26)

where P [µν]λ,[µ′ν′]λ′

is the tensor (21.21) antisymmetrized in µν and µ′ν ′.
In order to have a better comparison with Einstein’s theory, we shall add to the

above action also the Einstein action multiplied with a parameter γ0, thus working
with the Lagrangian density of the gravitational eld

f

A =


d4x
√−g

f

L ≡ γ0
f

AE +
f

AS=


d4x
√−g



γ0
f

LE +
f

LS



=


d4x
√−g



− γ0

2κ
R̄− 1

2κ



γ1 tµνλt
µνλ + γ2 SµS

µ + γ3 aµa
µ




, (21.27)

where the subscripts E and S indicate Einstein’s terms and their possible torsion
corrections, respectively. The parametrization involves now a redundant parameter

due to the equality of
f

LE and
f

LS for γ1 = −8/3, γ2 = 8/3, γ3 = −6.
According to Eq. (17.143), the energy-momentum tensor of the gravitational

eld is obtained by varying the eld action with respect to hα
ν and multiplying the

result by hαµ:

f

Θ
µν = − 1√−g

hαµ δ
f

A
δhα

ν

. (21.28)
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Due to the absence of the object of anholonomy in the teleparallel formulation, the
analog of the spin contribution (17.156) to the energy-momentum tensor is absent,
so that the result is here the canonical energy-momentum tensor, not the symmetric
one. Applying formula (21.28) to the Einstein term in the action (21.27), which
depends only on the metric tensor gµν , we may evaluate the functional derivative

hαµδ
f

A /δhα
ν in (21.28) as (1/2)δ

f

AE /δgµν , and obtain with the help of Eq. (17.148)
−(γ0/κ) times the Einstein tensor Ḡµν .

It will now be convenient to dene the complete right-hand side of (21.28) as a
generalized Einstein tensor G̃µν in the teleparallel Einstein-Cartan space, i.e., we set

f

Θ
µν ≡ −1

κ
G̃µν = −1

κ



γ0Ḡ
µν +∆SG

µν


, (21.29)

where

1

κ
∆SG

µν =
1√−g

hαµ







∂
f

LS

∂hα
ν

− ∂σ
∂

f

LS

∂∂σhα
ν





 . (21.30)

One contribution to this is trivially found from the expression (21.25) of the action.
By forming the derivatives with respect to explicit hα

νs, we obtain

1

κ
∆

(3)
S Gµν = −1

κ



ΓσλµF
σλν − hαµ 1√−g

∂σ
√−ghαλF

σνλ



. (21.31)

The prefactor 1/2 in (21.25) is canceled by the fact that Sµνλ is contained once more
in F µνλ in a symmetric fashion, as is manifest in the expression (21.26) of the same
action. Applying to the second term of (21.31) the derivative rule (12.162) in the
form

1√−g
∂ν
√−g = Γ̄µν

µ = Γµν
µ −Kµν

µ = Γµν
µ + 2Sν , (21.32)

and exploiting further the antisymmetry of F σλν , we may also write

1

κ
∆

(3)
S Gµν = −1

κ



Sσλ
µF σλν + Sσλ

νF σλµ −DσF
σνµ − 2SσF

σνµ


. (21.33)

A further contribution to (1/κ)∆SG
µν comes from the dependence of the tensor

P µνλ,µ′ν′λ′

in the action (21.20) on the inverse metric gµν = hαµhα
ν . Here we nd

from (21.30)

1

κ
∆

(1)
S Gµν ≡ − 2√−g

δ
f

A
(1)
S

δgµν
, (21.34)

which contains the three terms:

1

κ
∆

(1)
S Gµν =

1

κ



σ1



2Sµ
λκS

νλκ+ Sλκ
µSλκν



+ σ2



Sµ
λκS

νκλ− SµλκSλκ
ν− SνλκSλκ

µ


+ σ3



SµSν + SλµνSλ + SλνµSλ



. (21.35)
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A nal contribution is due to the variation of
√−g in the action (21.18) [com-

pare (17.146)], which adds to the energy-momentum tensor (21.28) a further term

−gµν
f

LS, changing the Einstein tensor by

1

κ
∆

(4)Gµν = gµνLS . (21.36)

In order to add all terms we dene several tensors:

Hµν
1 ≡ SµλκSν

λκ = HT µν
1 ,

Hµν
2 ≡ SµλκSν

κλ = HT µν
2 ,

Hµν
3 ≡ SλκµSκλν = HT µν

3 ,

Hµν
4 ≡ SµλκSκλ

ν = HT µν
4 ,

Hµν
5 ≡ SµSν = HT µν

5 ,

Hµν
6 ≡ SλµνSλ = HT µν

6 . (21.37)

Using these and the decomposition (21.23), we rewrite the rst two terms in the
parentheses of (21.33) as

SσλµF
σλν + (µ ↔ ν) = 2σ1H

µν
3 − σ2(H

µν
4 +HT µν

4 ) +
σ3

2
(Hµν

6 +HT µν
6 ). (21.38)

The brackets on the right-hand side of (21.35) become


σ1(2H
µν
1 +Hµν

3 ) + σ2



Hµν
2 −Hµν

4 −HT µν
4



+ σ3



Hµν
5 +Hµν

6 +HT µν
6 )



. (21.39)

Adding all contributions and also the energy-momentum tensor of matter, we
nally obtain the eld equation

1

κ
G̃µν ≡ γ0

κ
Ḡµν +

1

κ



DλF
λ
νµ + 2SλF

λ
νµ +Hµν



+ gµνLS =
m

Θµν , (21.40)

where
Hµν = Hνµ = 2Sµσ

ρFν
σ
ρ − SσρνF

σρ
µ. (21.41)

This result can be checked by noting that the two terms in the tensor (21.41) have
the decomposition

Sµσ
ρFν

σ
ρ = σ1H

µν
1 +

σ2

2
(Hµν

2 −Hµν
4 ) +

σ3

2
(Hµν

5 +Hµν
6 ), (21.42)

SσρνF
σρ

µ = σ1H
µν
3 − σ2H

µν
4 + σ3H

µν
6 , (21.43)

so that they combine to

Hµν = σ1(2H
µν
1 −Hµν

3 ) + σ2H
µν
2 + σ3H

µν
5 , (21.44)

which is the same as the dierence between (21.38) and (21.39). Note that Hµν is a
symmetric tensor.

For a point particle of mass M at the origin, the energy-momentum tensor
m

Θµν

is symmetric and coincides with the symmetric energy-momentum tensor
m

T µν . Re-
calling the expression (1.243) it reads explicitly

m

Θ µν = Mc δµ
νδµ

0δ(3)(x). (21.45)
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21.2 Schwarzschild Solution

A spherically symmetric solution in empty space up to a point source at the origin is
obtained setting the right-hand side in Eq. (21.40) equal to zero everywhere in space
except at the origin, and inserting the spatially isotropic ansatz for the vierbein eld

hα
µ =



















H(r′′)c 0 0 0

0


J(r′′) 0 0

0 0


J(r′′) 0

0 0 0


J(r′′)

















. (21.46)

The vierbein eld hα
µ is given by the inverse of this matrix. The metric gµν =

ηαβh
α
µh

β
ν yields the invariant length

ds2 = H(r′′)c2(dt)2 − J(r′′)[(dr′′)2 + r′′2(dθ)2 + r′′2 sin2 θ(dφ)2]. (21.47)

The ane connection (21.2) has only a few nonzero matrix elements. The ma-
trices Γtµ

ν and Γ3µ
ν are zero, Γθµ

ν has only one nonzero element cot θ, and Γrµ
ν has

only diagonal elements:

Γrµ
ν =













ḣ(r′′)/2 0 0 0

0 j̇(r′′) 0 0
0 0 1/r′′ 0
0 0 0 1/r′′













, (21.48)

where h ≡ logH, j ≡ log J , and a dot denotes derivatives with respect to r′′.
Multiplying the eld equation (21.40) by κ, we obtain the only nonzero diagonal
elements

Ḡt
t =−C

J



ǫḧ+ (1− 2ǫ)j̈ +
2

r′′



ǫḣ + (1−2ǫ)j̇


+
ǫ

4
ḣ2 +

ǫ

2
ḣj̇ +

1−4ǫ

4
j̇2


, (21.49)

Ḡr
r = − C

2J



2

r′′



(1− 2ǫ)ḣ+ j̇


+ (1− 2ǫ)ḣj̇ +
ǫ

2
ḣ2 +

1

2
j̇2


, (21.50)

Ḡθ
θ = Ḡφ

φ =
1

2
Gr

r +
C

2J



(1− 2ǫ)ḧ+ j̈ +
1− 7ǫ/2

2
ḣ2 − 1− 4ǫ

2
ḣj̇ − 1

4
j̇2


, (21.51)

where
C ≡ γ0 − γ2 − γ1/4, ǫ ≡ −(γ1 + γ2)/4C. (21.52)

The vanishing of the combination Ḡr
r+Ḡθ

θ (except at the origin where the mass
point lies) yields now the dierential equation

(1− 2ǫ)ḧ + j̈ +
3

r′′



(1− 2ǫ)ḣ + j̇


+
1

2



ḣ+ j̇
 

(1− 2ǫ)ḣ+ j̇


= 0, (21.53)

which can be rewritten as

d

dr′′



r′′3[(1− 2ǫ)ḣ+ j̇]


+
r′′3

2
(ḣ+ j̇)[(1− 2ǫ)ḣ+ j̇] = 0, (21.54)
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and solved by

(1− 2ǫ)ḣ + j̇ =
1√
HJ

c21
r′′3

, (21.55)

where c21 is a constant of integration. From the vanishing of Gt
t + 2Gθ

θ − 3Gr
r

(except at the mass point at the origin) we obtain

d

dr′′



r′′2[(1− 3ǫ)ḣ+ 2ǫj̇]


+
1

2r′′2
(ḣ + j̇)[(1− 3ǫ)ḣ+ 2ǫj̇] = 0, (21.56)

which is solved by

(1− 3ǫ)ḣ+ 2ǫj̇ =
1√
HJ

c2
r′′2

, (21.57)

where c2 is a second constant of integration.
The combination (1− 5ǫ)×(21.55)+2ǫ×(21.57) implies that

(1− ǫ)(1− 4ǫ)(ḣ+ j̇) =
1√
HJ



(1− 5ǫ)
c21
r′′3

+ 2ǫ
c2
r′′2



, (21.58)

or
˙√
HJ =

1

2(1− ǫ)(1− 4ǫ)



(1− 5ǫ)
c21
r′′3

+ 2ǫ
c2
r′′2



, (21.59)

from which we nd

√
HJ =



1− 1

4

(1− 5ǫ)c̄21
r′′2

− ǫ
c̄2
r′′



=


1 +
a+
2r′′



1− a−
2r′′



, (21.60)

where c̄21 ≡ c21/(1− ǫ)(1− 4ǫ), c̄2 ≡ c2/(1− ǫ)(1− 4ǫ), and

a± =


(1− 5ǫ)c̄21 + ǫ2c̄22 ∓ ǫc̄2. (21.61)

Anticipating that the generalization of the previous relation c2 = 2c1 is now c̄2 = 2c̄1,
we obtain

a± =




(1− ǫ)(1− 4ǫ)∓ 2ǫ


c̄1. (21.62)

Inserting this into (21.57) yields the dierential equation

(1− 3ǫ)ḣ+ 2ǫj̇ =
2

a+ + a−



1

1− a−/2r′′
− 1

1 + a+/2r′′



c2
r′′2

. (21.63)

This is integrated to

H1−3ǫJ2ǫ =



1− a−/2r
′′

1 + a+/2r′′

ν

, ν ≡ 2c2
a+ + a−

= 2


(1− ǫ)(1− 4ǫ). (21.64)

The third constant of integration has been set equal to unity to ensure that the
metric is Minkowskian at innity.
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Together with (21.60) we obtain

H =
(1− a−/2r

′′)(ν−4ǫ)/(1−5ǫ)

(1 + a+/2r′′)
(ν+4ǫ)/(1−5ǫ)

, J =
(1 + a+/2r

′′)(2+ν−6ǫ)/(1−5ǫ)

(1− a−/2r′′)
(−2+ν+6ǫ)/(1−5ǫ)

, (21.65)

so that
HJ = (1 + a+/2r

′′)
2
(1− a−/2r

′′)
2
. (21.66)

Dening the powers

p± =



(1− ǫ)(1− 4ǫ)± 2ǫ

1− 5ǫ
=

1


(1− ǫ)(1− 4ǫ)∓ 2ǫ
=

c̄1
a±

, (21.67)

we can write

H =
(1− a−/2r

′′)2p−

(1 + a+/2r′′)
2p+

, J =
(1− a−/2r

′′)2(1−p−)

(1 + a+/2r′′)
−2(1+p+)

. (21.68)

We now impose the condition that the asymptotic behavior

H = 1− p+a+ + p−a−
r′′

+ . . . (21.69)

yields Newton’s law. This xes

p+a+ + p−a− = 2c̄1 =
2MG

c2
. (21.70)

The parameter ǫ of the generalized theory changes the post-Newtonian approxi-
mation of the metric with respect to Einstein’s theory. This is usually parametrized
expressing the asymptotic part of the metric in terms of the three constants α, β,
and γ as

ds2 =



1− 2α
MG

r′′c2
+ 2β

M2G2

r′′2c4
+ . . .



c2dt2

−


1 + 2γ
MG

r′′c2
+ 2δ

M2G2

r′′2c4
+ . . .



(dr′′2 + r′′2dθ2 + r′′2 sin2 θdφ2). (21.71)

Expanding H and J to higher orders in 1/r′′, we obtain

H = 1− 2GM

c2r′′
+

1

4



a2+p+ − a2−p− + 2a2−p
2
− + 4a+a−p+p− + 2a2+p

2
+





GM

c2r′′

2

+ . . .

= 1− 2GM

c2r′′
+ 2



1− ǫ

2



GM

c2r′′

2

+ . . . , (21.72)

and

J = 1 + (a+ − a− + a+p+ + a−p−)
GM

c2r′′
+

1

4



a2− + a2+ − 4a−a+(1+p+−p−−p+p−)

−3(a2−p− − a2+p+) + 2(a2−p
2
− + 2a2+p

2
+)





GM

c2r′′

2

+ . . .

= 1 + (1− 2ǫ)
2GM

c2r′′
+ 2



3

4
(1− 3ǫ+ 8ǫ2/3)

 

GM

c2r′′

2

+ . . . . (21.73)
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By comparison with (21.71) we identify the post-Newtonian parameters

β = 1− 1

2
ǫ, γ = 1− 2ǫ, δ =

3

4



1− 3ǫ+ 8ǫ2/3


. (21.74)

Let us nally verify that the two constants of integration c̄1 and c̄2 are related
by c̄2 = 2c̄1, as anticipated in Eq. (21.62). Combining (21.55) with (21.57), we nd

ḣ =
1√
HJ



c̄2
r′′2

− 2ǫ
c̄21
r′′3



, j̇ =
1√
HJ



(1− 3ǫ)
c̄21
r′′3

− (1− 2ǫ)
c̄2
r′′2



. (21.75)

Inserting these equations into Ḡr
r = 0 of Eq. (21.50), we obtain

Ḡr
r = − C

2J

1

HJ
(1− ǫ)(1− 4ǫ)



2c̄21 −
1

2
c̄22



, (21.76)

which vanishes for c̄2 = 2c̄1, as it should.
It remains to x the parameter C in Eqs. (21.49)–(21.51). For this we go to

large-r′′ where, according to Eqs. (21.72) and (21.73),

H = −2GM

c2r′′
+ . . . , J = 1 + (1− 2ǫ)

2GM

c2r′′
+ . . . , (21.77)

and consider the eld equation Eq. (21.40) for µ = ν = t

1

κ
G̃t

t = Mc δ(x′′). (21.78)

The point source changes the vanishing expression (21.56) to

C

J

d

dr′′
(r′′2ḣ) +

1

2r′′2
ḣ(ḣ+ j̇) = κMc

δ(r′′)

4π
, (21.79)

where we have replaced δ(3)(x′′) → δ(r′′)/4πr′′2. Here we recall that the Laplace
equation for the Coulomb potential reads

−∆
1

r
= 4πδ(3)(x). (21.80)

In spherical coordinates, this becomes

− 1

r2
∂rr

2∂r
1

r
=

1

r2
δ(r), (21.81)

as is easily veried by integrating this equation from zero to a small nonzero radius
r0 and performing, on the left-hand side, an integration by parts. As a consequence,
the solution (21.57) of the homogenous Eq. (21.56) for r′′ = 0 acquires at r′′ = 0 an
inhomogeneous part

C

J

d

dr′′
(r′′2ḣ) +

1

2r′′2
ḣ(ḣ+ j̇) =

1√
HJ

Cc2
J

δ(r′′). (21.82)
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Since H and J have unit values at the origin, comparison with (21.79) xes Cc2 =
κMc/4π = 2GNM/c2 [recall (15.9)], or

Cc2 = Cc̄2(1− ǫ)(1 − 4ǫ) = C 2c̄1(1− ǫ)(1− 4ǫ) = 2
GNM

c2
. (21.83)

Inserting c̄1 = GM/c2 from (21.70), the constant C must satisfy

C(1− ǫ)(1− 4ǫ) = (c0 − c2 − c1/4)(1− ǫ)(1 − 4ǫ) = 1. (21.84)

For recent work on teleparallel geometry see Ref. [3].
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Man is equally incapable of seeing the nothingness

from which he emerges and the innity in which he is engulfed.

Blaise Pascal (1623–1662)

22

Emerging Gravity

In Eq. (12.43) we have introduced the Planck length lP ≈ 1.616 × 10−33cm as the
fundamental length scale of gravitational physics. We observed that spacetime with
curvature and torsion may be imagined as a world crystal of lattice spacing lP with
defects without contradicting any experiment. In fact, it makes no physical sense to
produce theories which predict properties of the universe at smaller length scales.
Since the times of Galileo Galilei, such theories fall into the realm of philosophy, or
even religion. The history of science shows us that nature has always surprised us
with new discoveries as observations invaded into shorter and shorter distances. So
far, all theories in the past which claimed for a while to be theories of everything
have been falsied by completely unexpected discoveries.

The presently most popular examples for the claim to be the theory of every-
thing are string theories. Mathematically, they describe the physics ranging from
cosmological length scales down to the trans-Planckian regime of zero length. In
the experimentally accessible energy range these theories require a large number of
extra spacetime dimensions which have so far unobserved eects. Unfortunately,
they also predict many particles which are not found in nature. In particular, the
assumption of a string representing fundamental particles makes only sense if there
are overtones , which any string must have. In string theory, these overtones lie all
in the inaccessible Planck regime. Being unable to explain correctly the observed
low-energy particle spectra it is unclear how anybody can believe the predictions for
this ultra-high energy regime.

One of the most important features of string theories is that they predict the
validity of Lorentz invariance at all energies in the trans-Planckian regime. In this
chapter we would like to point out that at this level of speculations, an entirely
dierent scenario is possible.

22.1 Gravity in the World Crystal

Let us suppose, just for fun, that we live in a world crystal with a lattice constant of
the order of the Planck length [1]. Up to now we would have been unable to notice
this. And this would remain so for a long time to come. None of the present-day
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relativistic physical laws would be observably violated. The gravitational forces and
their geometric description would arise from variants of the plastic forces in this
world crystal . The observed curvature of spacetime would be just a signal of the
presence of disclinations in the crystal. Matter would be sources of disclinations [2].

For simplicity, we shall present such a construction only for a system without
torsion. If the world crystal is distorted by an innitesimal displacement eld

xµ → x′µ = xµ + uµ(x), (22.1)

it has a strain energy

A =
µ

4



d4x (∂µuν + ∂νuµ)
2, (22.2)

where µ is some elastic constant. We assume the second possible elastic constant, the
Poisson ratio, to be zero, to shorten calculations. If the distortions are partly plastic,
the world crystal contains defects dened by Volterra surfaces, where crystalline
sections have been cut out. The displacement eld is multivalued. The Euclidean
action of the world crystal becomes the spacetime generalization of the crystal energy
(10.9) (without the λ-term);

A = µ


d4x (uµν − up
µν)

2, (22.3)

where uµν ≡ (∂µuν + ∂νuµ)/2 is the elastic strain tensor, and up
µν the plastic strain

tensor. As explained in Section 9.10, the plastic strain tensor is a gauge eld of
plastic deformations. The energy density is invariant under the single-valued defect
gauge transformations [the continuum limit of (10.19) and (10.20)]:

uµν
p → uµν

p + (∂µλν + ∂νλµ)/2, uµ → uµ + λµ. (22.4)

Physically, they express the fact that defects are not aected by elastic distortions
of the crystal. Only multivalued gauge functions λµ change the defect content in
the plastic gauge eld up

µν .
We now rewrite the action (22.3) in a canonical form [the analog of (10.15)] by

introducing an auxiliary symmetric stress tensor eld σµν as

A =


d3x



1

4µ
σµνσ

µν + iσµν(uµν − up
µν)



. (22.5)

After a partial integration and extremization in uµ, the second term in the action
yields the equation

∂νσ
µν = 0. (22.6)

This may be guaranteed identically, as a Bianchi identity, by an ansatz generalizing
(10.17)

σµν = ǫµ
κλσǫν

κλ′σ′

∂λ∂λ′χσσ′ . (22.7)

Inserting (22.7) into (22.5), we obtain the analog of (10.18):

A =


d4x



1

4µ



ǫµκλσǫνκλ
′σ′

∂λ∂λ′χσσ′

2 − iǫνκλσǫµκλ
′σ′

∂λ∂λ′χσσ′up
µν



. (22.8)
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A further partial integration brings this to the form

A =


d4x



1

4µ



ǫµκλσǫνκλ
′σ′

∂λ∂λ′χσσ′

2 − iχσσ′



ǫσκλνǫσ
′κλ′µ∂λ∂λ′up

µν





. (22.9)

This action is now double-gauge theory invariant under the defect gauge transfor-
mation (22.4), and under stress gauge transformations

χστ → χστ + ∂σΛσ′ + ∂τΛσ. (22.10)

The action can further be rewritten as

A =


d4x



1

4µ
σµνσ

µν − iχµνη
µν



, (22.11)

where ηµν is the four-dimensional extension of the defect density ηij in Eq. (9.103):

ηµν = ǫµ
κλσǫνκ

λ′τ∂λ∂λ′up
στ . (22.12)

This is invariant under defect gauge transformations (22.4), and satises the con-
servation law

∂νη
µν = 0. (22.13)

We may now replace up
σσ′ by half the metric eld gµν in (12.20) and, recalling

Eq. (12.30), we recognize the tensor ηµν as the Einstein tensor associated with the
metric tensor gµν .

Let us eliminate the stress gauge eld from the action (22.11). For this we use the
identity (1A.23) for the product of two Levi-Civita tensors, and rewrite the stress
eld (22.7) as [compare (10.23)]

σµν = ǫµ
κλσǫν

κλ′τ∂λ∂λ′ χστ

= −(∂2χµν + ∂µ∂νχλ
λ − ∂µ∂λχµ

λ − ∂ν∂λχµ
λ) + ηµν(∂

2χλ
λ − ∂λ∂κχ

λκ).(22.14)

Introducing the eld φµ
ν ≡ χµ

ν− 1
2
δµ

νχλ
λ, and going to the Hilbert gauge ∂µφµ

ν = 0,
the stress tensor reduces to

σµν = −∂2φµν , (22.15)

and the action of an arbitrary distribution of defects becomes

A =


d4x



1

4µ
∂2φµν∂2φµν + iφµ

ν(ηµν − 1
2δ

µ
νη

λ
λ)



. (22.16)

Extremization with respect to the eld φµν yields the interaction of an arbitrary
distribution of defects [the analog of (10.28)]:

A = µ


d4x (ηµν − 1
2δ

µ
νη

λ
λ)

1

(∂2)2
(ηµ

ν − 1
2δµ

νηλλ). (22.17)
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This is not the Einstein action for a Riemann spacetime. It would be so if the
derivatives (∂2)2 in the denominator would be replaced by σµν(−∂2)σµν , which would
change (∂2)2 in (22.17) into −∂2. An index rearrangement would then lead to the
interaction

A = µ


d4x (ηµν − 1
2δ

µ
νη

λ
λ)

1

−∂2
ηµ

ν . (22.18)

The defect tensor ηµν is composed of the plastic gauge elds up
µν in the same way as

the stress tensor is in terms of the stress gauge eld in Eq. (22.14), i.e.:

ηµν = ǫµ
κλσǫν

κλ′τ∂λ∂λ′ up
στ

= −(∂2up
µν + ∂µ∂νu

p
λ
λ − ∂µ∂λu

p
µ
λ − ∂ν∂λu

p
µ
λ) + ηµν(∂

2up
λ
λ − ∂λ∂κu

pλκ). (22.19)

If we introduce the auxiliary eld wp
µ
ν ≡ up

µ
ν − 1

2
δµ

νup
λ
λ, and chose the Hilbert gauge

∂µwp
µν = 0, the defect density reduces to

ηµν = −∂2wp
µν , ηµ

ν − 1
2δµ

νηλλ = −∂2up
µν , (22.20)

and the interaction (22.18) of an arbitrary distribution of defects would become

A = µ


d4x up
µν(x)η

µν(x). (22.21)

This coincides with the linearized Einstein-Hilbert action

A = − 1

2κ



d4x
√−gR̄, (22.22)

if we identify the elastic constant µ with 1/4κ, where κ is the gravitational constant
(15.9). Indeed, in the linear approximation gµ

ν = δµ
ν + g′µ

ν with |g′µ
ν | ≪ 1, where

the Christoel symbols can be approximated by

Γ̄µν
λ ≈ 1

2



∂µg
′
νλ + ∂νg

′
µλ − ∂λg

′
µν



, (22.23)

and the Riemann curvature tensor becomes

R̄µνλκ ≈ 1

2



∂µ∂λg
′
νκ − ∂ν∂κg

′
µλ − (µ ↔ ν)



, (22.24)

as can be seen directly from Eq. (11.151). This gives the Ricci tensor

R̄µκ ≈ 1

2
(∂µ∂λhλκ + ∂κ∂λg

′
λµ − ∂µ∂κg

′ − ∂2g′µκ), (22.25)

where g′ ≡ g′λ
λ is the trace of the tensor g′µν . The associated scalar curvature is

R̄ ≈ −(∂2g′ − ∂µ∂νg
′µν). (22.26)

In combination with (22.25) we obtain the Einstein tensor

Ḡµκ = R̄µκ −
1

2
gµκR̄ (22.27)

≈ −1

2
(∂2g′µκ + ∂µ∂κg

′ − ∂µ∂λg
′ λ

κ − ∂κ∂λg
′ λ

µ) +
1

2
ηµκ(∂

2g′ − ∂ν∂λg
′ νλ).
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This can be written as a four-dimensional version of a double curl

Ḡµκ =
1

2
ǫµδ

νλǫκ
δστ∂ν∂σg

′
λτ , (22.28)

as can be veried using the identity (1A.23).
Thus the Einstein-Hilbert action has the linear approximation

A ≈ 1

4κ



d4x g′µνG
µν . (22.29)

Recalling the previously established identications of plastic eld and defect density
with metric and Einstein tensor, respectively, the interaction between defects (22.21)
is indeed the linearized version of the Einstein-Hilbert action (22.22) if µ = 1/4κ.

The world crystal with the elastic energy (22.3) does not lead to the interaction
(22.18). But it is easy to modify it to do so. We may simply introduce two more
derivatives and assign to the world crystal the higher-gradient elastic energy

A′ = µ


d4x [∂(uµν − up
µν)]

2. (22.30)

In the canonical form (22.5) of the energy it changes the term σµνσ
µν to σµν(−∂2)σµν .

This has the desired eect of removing one power of −∂2 from the denominator in
the interaction (22.17).

A world crystal whose elastic energy is governed by the higher-gradient action
(22.30) will be called oppy world crystal . Thus we have shown that defects in the
oppy world crystal are capable of creating a Riemannian spacetime with an action
of the Einstein-Hilbert type.

The oppyness of the world crystal has an important physical consequence. If
we calculate the correlation function of the displacement eld uµ(x),

uµ(x)uν(x
′) = gµν



d4k

(2π)4
1

k4
eik(x−x′) ≈ − 1

8π2
log(|x− x′|a), (22.31)

we see that its long-distance behavior is logarithmic in |x−x′|. This implies that the
eld uµ(x) is uctuating violently, so violently, that over long distances the crystal
orientation is completly lost. This phenomenon is familiar from ordinary elastic
crystals in two dimensions. They have 1/k2-correlation function in Fourier space,
so that the spatial correlation function

ui(x)uj(x
′) = δij



d2k

(2π)2
1

k2
eik(x−x′) ≈ − 1

2π
log(|x− x′|a), (22.32)

has a logarithmic behavior. This implies that two-dimensional crystals can be in an
ordered state only if they are allowed to perform vertical uctuations into the third
dimension. Otherwise the crystalline order exists only at short distance, and they
do not exhibit the typical δ-function-like Bragg peaks, but only power-like peaks.

Another famous example is provided by the phase uctuations of the order pa-
rameter in thin layers of superuid helium. These destroy a properly ordered uniform
phase at low temperatures, and lead to what is called a quasi-long-range-ordered
state [3, 4], in a so-called Kosterlitz-Thouless transition.

For more work on the world crystal see Ref. [5].
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22.2 New Symmetry of Einstein Gravity

The defects in the world crystal have the interesting property that dislocations
and disclinations are not independent defects as long as the crystal possesses only
pointlike without a directional degree of freedom. This was observed in Section 9.13.
In the gauge eld description of Einstein’s theory in Riemann-Cartan spacetime with
curvature and torsion, this equivalence has an important mathematical consequence.

Recall the decomposition (11.146) of the Riemann curvature tensor into
Riemann-Cartan curvature tensor and contortion tensors and the ensuing decompo-
sition (21.6) of the Riemann curvature scalar into the Riemann-Cartan scalar and
the torsion tensor. Inserting this into the Hilbert-Einstein action (15.8) we nd

f

A= − 1

2κ



d4x
√−g R̄ = − 1

2κ



d4x
√−g (R +∆SR) (22.33)

where

∆SR = −4DµS
µ + SµνλS

µνλ + 2SµνλS
µλν − 4SµSµ. (22.34)

The point is now that it is possible to perform a multivalued gauge transforma-
tion to move Riemann-Cartan curvature Rµνλ

κ into torsion and back by any amount.
For this we express the right-hand side of (22.33) in terms of the gauge eld of local
translations, the vierbein eld hα

µ, and the gauge eld of local Lorentz transfor-
mations Aµα

β . The gauge freedom in Aµα
β is best seen by expressing the metric

gµν = eaµeaν with the help of the local Lorentz transfomations Λa
β in Eq. (17.45)

as follows:

gµν = hγ
µΛ

a
γΛa

βhβν . (22.35)

This decomposition is true for arbitrary Λa
β. The Hilbert-Einstein action (22.33)

is independent of Λa
α, since it depends only on gµν . The extra Λa

β in (22.35)
transforms the gauge eld Aµα

β as

Aµα
β → Aµα

β +∆Aµα
β, ∆Aµα

β ≡ Λa
β∂µΛ

a
α. (22.36)

Under this the eld strength (22.33) [with
Λ

Γνα
γ(x) ≡ Aνα

γ(x)] transforms like a
tensor and the Riemann-Cartan scalar is simply found by contraction of (17.85):

R = Rµν
νµ = hβ

µhανFµνα
β. (22.37)

The torsion depends on hα
µ and Aνα

β as in Eq. (19.17):

Sαβ
γ ≡ 1

2hα
µhβ

ν [DL
µh

γ
ν − (µ ↔ ν)]. (22.38)

We have seen before that the vierbein eld hα
µ, and the spin connection Aµα

β of
four-dimensional Riemann-Cartan spacetime are direct generalizations of the trans-
lational and rotational defect gauge elds hp

ij and Ap
ijk in Eqs. (9.83) and (9.81).
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Moreover, we have observed in Section 9.13 that dislocations and disclinations are
not independent but can be transformed into each other. Thus we expect that a
similar interdepence of curvature and torsion in Riemann-Cartan spacetime.

In order to see this we perform the gauge transformation (22.36) where the local
Lorentz transformations Λa

β in the decomposition (22.35) are not integrable, so
that ∆Aµα

β is a nontrivial gauge eld. Indeed, the associated eld strength Fµνα
γ

is nonzero, since it can be expressed as [recall (17.47)]

Fµνα
γ ≡ Λa

γ [∂µ, ∂ν ]Λ
a
α = 0. (22.39)

The multivalued Λ
a
α is able to change the geometry . Previously this possiblity was

used to derive theries with interactions from those without interactions. Here it
allows us to move torsion into Cartan curvature and back by any desired amount,
just as we have done in Section 9.13. with dislocation lines and disclination lines.

As a consequence we may replace the Hilbert-Einstein action (22.33) by one in
which the torsion is everywhere zero, Sµν

λ ≡ 0. Solving the Eqs. (22.38) for the
combination of torsion elds in the contortion Kµνλ [see (11.114) or ] we obtain
that the gauge eld of Lorentz transformations is given by Eq. (19.18). It is the
spin connection for the coupling of spinning particles in Einstein’s original theory
of gravitation. Alternatively, we can go to the gauge in which Aµα

β ≡ 0. Then
the action (22.33) is that of Einstein’s teleparallel theory in Eq. (21.7). Thus we
have proved the equality of the two theories of Einstein’s, and understand why the
Scharzschild solutions of the two theories are precisely the same, as observed in
Section 21.2. But we have also gone beyond this. We can choose any functional of
Aµα

β to x the new gauge.
An important consequence of this symmetry concerns the energy-momemtum

tensor of the gravitational eld. In Eq. (15.62) we have derived it for an Einstein-
Cartan action in which only the Riemann-Cartan curvature scalar is present. In
the present theory in which the action is the original Hilbert-Einstein expression
(22.33), the energy-momentum tensor of the gravitational eld is given by

−κ
f

T
µν = Ḡµν , (22.40)

where Ḡµν = R̄µν − 1
2R̄ is the original Einstein tensor in Riemannian spacetime.

Hence the symmetry may be expressed by the formula

Ḡµν = Gµν − 1

2
D∗

λ



Sµν,λ−Sνλ,µ+ Sλµ,ν


. (22.41)

Note that this formula was observed before in three-dimensional spacetime with
small distortions in Chapter 12. In fact, it is precisely the four-dimensional nonlinear
version of the three-dimensional defect composition law (9.110) [recall the relations
(15.70) and (15.62)].

Adding matter elds of masses m to the Einstein Lagrangian (22.33), and varying
with respect to hα

µ, we nd in the zero-torsion gauge the Einstein equation Gµν =
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κTµν , where Tµν is the sum over the symmetric energy-momentum tensors of all

matter elds. Each contains the canonical energy-momentum tensor
m
Θµν and the

spin current densities
m
Σµν

,λ in the combination due to Belinfante [8],

m
Tκν=

m
Θκν − 1

2 D
∗µ



m
Σκν ,µ− m

Σνµ,κ+
m
Σµκ, ν



, (22.42)

which is the matter analog of the defect relation (15.62).

The new gauge invariance of (15.62) has the physical consequence that the ex-
ternal gravitational eld in the far-zone of a celestial body does not care whether
angular momentum comes from rotation of matter or from internal spins. The o-
diagonal elements of the metric in the far-zone, and thus the Lense-Thirring eect
measured in [9], depend only on the total angular momentum Jλµ =



d3x(xλT µ0 −
xµT λ0), which by the Belinfante relation (22.42) is the sum of orbital angular mo-
mentum Lλµ =



d3x(xλΘµ0 − xµΘλ0) and spin Sλµ =


d3xΣλµ,0. A star consisting
of polarized matter has the same external gravitational eld in the far-zone as a star
rotating with the corresponding orbital angular momentum. This is the universal-
ity of orbital momentum and intrinsic angular momentum in gravitational physics
postulated in Ref. [11].

Since torsion is merely a new gauge degree of freedom in describing a gravitational
eld, it cannot be detected experimentally, not even by spinning particles. True, an
electron is coupled by a covariant derivative hα

µ(∂µδα
β + iAµα

β[γα, γβ]/8), so that
the spin “sees” the eld Aµα

β . But it also “sees” the eld hα
µ, and it is only the

combination of the two which determines the dynamical behavior of the electron.
The combined eect is invariant under the multivalued version of (22.36) which
shifts torsion to Cartan curvature and back.

22.3 Gravity Emerging from Fluctuations of Matter and
Radiation in Closed Friedmann Universe

In 1967 Sakharov put forward the interesting idea [12, 13] that geometry does not
possess a dynamics of its own, but that the stiness of spacetime could be entirely
due to the vacuum uctuations of all quantum elds in the universe. Each of these
gives rise to an Einstein action proportional to R, and to all possible higher powers
of Rµνλκ contracted to scalars such as R2, RµνR

µν , RµνλκR
µνλκ, R3, . . . . In addition,

they generate a cosmological term without R. Its coecient and those of the linear
and quadratic terms diverge in the ultraviolet, but if all uctuating elds stem from
a renormalizable quantum eld theory, all innities can be subtracted to leave a
nite value to be xed by experiment. The renormalization procedure was discussed
before in the context of Eq. (15.12).

The cosmological term without R changes the gravitational action (15.8) to

f

A= − 1

2κ



d4x
√−g(R + 2λ). (22.43)
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The constant λ is the so-called cosmological constant . It changes the energy-
momentum tensor of the gravitational eld from −(1/κ)Gµν to the combination
−(1/κ) (Gµν − λgµν).

When calculating the eect of uctuations for any of the fundamental elds one
nds a contribution to the cosmological constant corresponding to an action density

Λ ≡ λ

κ
=

λ c3

8πGN

(22.44)

which is of the order of ±h̄/l4P, where lP is the Planck length. For bosons, the sign
is positive, for fermions negative, reecting the lling of all negative-energy states
in the vacuum.

A constant of this size is much larger than the present experimental estimate.
In the literature one usually nds estimates for the dimensionless quantity

Ωλ0 ≡
λ c2

3H2
0

(22.45)

where H0 is the Hubble constant which parametrizes the expansion velocity of the
universe as a function of the distance r from the earth by Hubble’s law :

v = H0r. (22.46)

The inverse of H0 is roughly equal to the lifetime of the universe

H−1
0 ≈ 14× 109 years. (22.47)

Present ts to distant supernovae and other cosmological data yield the estimate
[14]

Ωλ0 ≡ 0.68± 0.10. (22.48)

As a result, the experimental number for Λ is

Λ = Ωλ0
3H2

0

c2
l2P
8π

≈ 10−122 h̄

l4P
. (22.49)

Such a small prefactor in front of the “natural” action density h̄/l4P can only arise
from an almost perfect cancellation of the contributions of boson and fermion elds.
This cancellation is the main reason why some people postulate the existence of
a broken supersymmetry in the universe, in which every boson has a fermionic
counterpart. So far, the known particle spectra show no trace of such a symmetry.
Thus there is need to explain it by some other not yet understood mechanism.

A mechanical model for Sakharov’s idea of emerging gravity would be an in-
nitely thin massless plastic bag lled with water. The bag represents the geometry
which does not have any dynamics of its own. All its movements are controlled by
the dynamics of the water contained in it.

Sakharov’s idea is very appealing. Unfortunately, the calculation of the emerging
gravitational action along his lines would require the knowledge of all elementary
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elds in nature and, in addition, their properties at arbitrarily short distances. This
will never be available. In addition, also the vacuum uctuations of all composite
particles will contribute. This comprises for instance all elements in the periodic
system, such as gold and platinum. The problem of calculating the vacuum energy
a la Sakharov seems therefore beset by the same diculties as the application of set
theory to the set of all sets.

The problem can only be avoided by using only renormalizable quantum eld
theories of matter to describe elementary particles. The renormalizability is neces-
sary to remove the dependence of the theories on the unknown ultra-short distance
properties whose inuence is impossible to guess. In a renormalizable theory, the
vacuum energy will always be a free parameter, as discussed before in the context
of Eq. (15.12).
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