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Abstract. This paper analyzes the error made in the synthesis of a digital signal from its short-time Fourier transform. The error description is given in terms of the digital Poisson summation formula. The results are then discussed in terms of computer simulations using rectangular, Hamming, Dolph-Chebyshev, and Kaiser windows.
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Introduction

The short-time Fourier transform of a signal \( x(n) \), at time \( mR \), is defined as

\[
X_m(e^{j\omega_p}) = \sum_{l=mR-L+1}^{mR} x(l)w(mR-l) e^{-j\omega_pl} \quad (1a)
\]

\[
= F[x(l)w(mR-l)] \quad (1b)
\]

\[
= F[x_{mR}(l)], \quad p = 0, 1, \ldots, L-1, \quad (1c)
\]

where \( \omega_p = 2\pi p/L \) are the frequencies at which the short-time Fourier transform is evaluated, \( R \) is the decimation period (in samples) between adjacent samples of the short-time transform of the signal, \( w(n) \) is a causal window function of length \( L \) and \( F[\cdot] \) denotes the discrete Fourier transform operation (DFT). It has been shown in [1] that any signal \( x(n) \) can be recovered within small aliasing errors from its short-time transform \( X_m(e^{j\omega_p}) \), when the short-time transform is specified at or above the Nyquist decimation rate of the window [1–3], by 'overlap adding' the windowed signals \( x_{mR}(n) \)

\[
x(n) = x(n) \left[ \frac{R}{W(e^{j\theta})} \sum_{n=-\infty}^{\infty} w(mR-n) \right] \quad (2a)
\]

\[
= \frac{R}{W(e^{j\theta})} \sum_{n=-\infty}^{\infty} x_{mR}(n), \quad (2b)
\]
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where \( W(e^{i\theta}) \) corresponds to the zero frequency value of the window.

The derivation of eq. (2) makes use of the approximate relation

\[
\frac{R}{W(e^{i\theta})} \sum_{m=-\infty}^{\infty} w(mR - n) \approx 1. \tag{3}
\]

This relation is exact if \( w(n) \) is bandlimited to a frequency of \((L/2RT)\), where \( L \) is the length of the window in samples and \( T \) is the length of the time interval for which \( w(t) \) is nonzero [1]. Since \( w(n) \) is time limited, its spectrum cannot be bandlimited. Hence in order to obtain an equality, eq. (3) must be modified to include an error term

\[
\frac{R}{W(e^{i\theta})} \sum_{m=-\infty}^{\infty} w(mR - n) = 1 + e_R(n), \tag{4}
\]

where \( e_R(n) \) takes into consideration the aliasing errors due to the non-bandlimited window function. Note that the subscript \( R \) is introduced to denote that the error signal \( e_R(n) \) depends on \( R \), the decimation period.

The purpose of this paper is to quantify the magnitude of the error term \( e_R(n) \). This may be done in terms of a discrete version of the Poisson summation formula. We apply this result in order to find explicit formulae for \( \max_n(|e_R(n)|) \) and \( \text{RMS}(e_R(n)) \). These results are then illustrated using rectangular, Hamming, Dolph-Chebyshev, and Kaiser windows as a function of \( R \).

1. Numerical examples

For notational purposes, Fig. 1 identifies the basic definitions of the characteristic time \( T \) and the frequency length \( F \) for a Dolph-Chebyshev window. \( T \) denotes the length of the time interval for which \( w(t) \) is nonzero, \( W(f) \) denotes the Fourier transform of \( w(t) \), and \( F \) denotes the smallest frequency for which \(|W(f)|<\delta \) for \(|f|>\frac{1}{2}F \). \( F \) is approximately equal to the main lobe width. It is clear that \( T \) and \( F \) can be defined for other windows similarly. Using \((1/F)\) as the sampling period (i.e., the Nyquist period), then \( T/(1/F) = TF \) gives the number of sample periods in time \( T \) for the short-time analysis output. Therefore the ratio \((L/TF)\) gives the Nyquist upper bound for the decimation period \( R \) identified earlier. The product \( TF \) (the time-bandwidth product of the window) will be useful, and is identified here by \( Q \),

\[
Q = TF. \tag{5}
\]

Using this notation, \( R < L/Q \). For a Hamming window which has a \(-42\) dB side-lobe level, \( Q \) is approximately 4.0 [1]. For a Dolph-Chebyshev window, \( Q \) is approximately [4, eq. (17)]

\[
Q \approx \frac{2}{\pi} \ln \left[ \frac{2}{\delta} \right]. \tag{6}
\]

For example, for a Chebyshev window with a \(-42\) dB (\( \delta = 0.0079 \)) side-lobe level, \( Q \) is about 3.52. For the sake of comparison, windows with the same \( Q \) were used here. Thus, a Chebyshev window with \( Q = 4 \), which has \( \delta = 0.00374 \) (-48.5 dB) side-lobe level was chosen. For a
Kaiser window, assuming that \( F \) is defined by the first spectral zero of the window, \( Q \) is approximately [5, eq. (2)],

\[
Q \approx 2\sqrt{1 + (\alpha/\pi)^2},
\]

where \( \alpha \) is the Kaiser window design parameter. Thus, if \( Q = 4 \), \( \alpha = 5.44 \).

For numerical reasons, only a finite sum for eq. (4) was considered. That is,

\[
\tilde{e}_R(n) = \frac{R}{W(e^{i\theta})} \sum_{m=1}^{M_1} w(mR + n) - 1.
\]

\( M_1 \) was chosen to be large enough to assure that \( \tilde{e}_R(n) \) was equal to \( e_R(n) \) over the midrange of \( n \), namely \( M_1 R \gg L \).

The computed result of eq. (7) is plotted (on a dB scale) in Figs. 2a and 3a respectively for Chebyshev and Hamming windows for \( 1 \leq n \leq 1024 \) with \( Q = 4 \), \( L = 128 \), \( R = 32 \), and \( M_1 = 28 \). From the figures, one can see that except at the beginning and at the end of the interval [6, 7], the error function is periodic and this periodic part is identical to \( e_R(n) \) of eq. (4). For our analysis, consider a period in the periodic portion of \( \tilde{e}_R(n) \) in (7), say \( \tilde{e}_R(n) \), \( n = L + 1, L + 2, \ldots, L + R \). Here onwards, one such period is identified as \( e_{RP}(n) \). The errors in that central periodic portion are small, while the errors in the end portion are large. Plots of \( e_R(n) = e_{RP}(n) \) are given in Figs. 2b and 3b for Chebyshev and Hamming windows (\( Q = 4 \)) respectively. Dashed curves labeled 2c and 3c display plots of a one period average of \( \tilde{e}_R(n) \), namely

\[
e_{RA}(k) = \frac{1}{R} \sum_{k=R/2}^{k-R/2} \tilde{e}_R(n).
\]

Analytical bounds on \( e_R(n) = e_{RP}(n) \), in terms of the RMS error and peak error are derived in Section 3.

The error \( e_R(n) \) for the case of a Hamming window (Fig. 3) is characteristic of the general shape of the error function for many of the well-known window functions. As discussed in Section 3, the rectangular window has a peculiarity that the period error \( e_{RP}(n) \) is identically zero for certain values of \( R \). However since the side lobes of
the spectrum of a rectangular window drop off at 12 dB/oct, the error curves for a rectangular window do not compare favorably with the error curves of the other windows for arbitrary values of $R$, as will be shown analytically.

2. Digital Poisson summation formula

If $w(t)$ is any arbitrary function, with $W(f)$ its Fourier transform, then according to the classical Poisson formula [8]

$$
\sum_{m=-\infty}^{\infty} w(t + mT) = \frac{1}{T} \sum_{m=-\infty}^{\infty} W\left(\frac{m}{T}\right)e^{j2\pi(mt/T)}.
$$

The corresponding digital equivalent formula is given as follows. Let $w(n)$ be any sequence with

$$
W(z) = \sum_{l=-\infty}^{\infty} w(l)z^{-l},
$$

its $z$ transform. Then the digital Poisson formula is [9, eqs. (3-15), (3-16)],

$$
\sum_{m=-\infty}^{\infty} w(n + mR) = \frac{1}{R} \sum_{p=0}^{R-1} W(e^{j2\pi/R} e^{j2\pi/p} n) e^{j2\pi/p} R P n.
$$

Eq. (9) differs from the classical “analogue” Poisson formula in that the righthand sum is finite and is over the $z$ transform of $w(n)$ evaluated on the unit circle at $R$ equispaced points.

3. Analysis of overlap-add errors

In this section, the error, $e_R(n)$, in eq. (4) is quantified using the results of the last section. From eq. (9) and eq. (4), and letting $\omega_p = 2\pi p/R$, we have

$$
e_R(n) = \frac{1}{W(e^{j\theta})} \sum_{p=0}^{R-1} W(e^{j\omega_p}) e^{j\omega_p n} - 1
$$

since the $p = 0$ term is identically 1. This implies that the error can be computed from the samples of the $z$ transform of the window sequence. It is clear that when $R = 1$ the error is exactly zero. For $R > 1$, eq. (10) gives a simple procedure for the computation of $e_R(n)$ using an inverse DFT. This can be seen by noting that the DFT coefficients of $e_R(n)$ can be determined from eq. (10) and are given by

$$
E_R(p) = DFT(e_R(n))
$$

\(= \begin{cases} 
0, & p = 0 \\
\frac{R}{W(e^{j\theta})} W(e^{j\omega_p}), & 1 \leq p \leq R - 1.
\end{cases} \) (11)

Two useful bounds on $e_R(n)$ can be obtained. First, using the triangle inequality on eq. (10), we have

$$
|e_R(n)| \leq \frac{1}{W(e^{j\theta})} \sum_{p=1}^{R-1} |W(e^{j\omega_p})|.
$$

(12)

We define $\hat{\epsilon}_{max}$ as the right side of eq. (12). Second, the root mean square error (RMS($e$)) per sample can be obtained using Parseval’s theorem [9] and eq. (11), where the RMS error per sample is defined as

$$
e_{RMS} = \left(\frac{1}{R} \sum_{n=0}^{R-1} e_R(n)^2\right)^{1/2}
$$

(13)

Interestingly, if

$$
\left|\frac{W(e^{j\omega_p})}{W(e^{j\theta})}\right| \leq \delta \quad \text{for } p = 1, \ldots, R - 1,
$$

(14)

then

$$
e_{RMS} \leq \sqrt{R - 1}\delta = \hat{\epsilon}_{RMS}.
$$

(15)

Note that eq. (14) is realistic when $R$ satisfies the Nyquist decimation criterion discussed earlier and $\delta$ bounds the out-of-band-peak spectral error. For larger values of $R$, eq. (14) and, therefore, eq. (15) are not valid. Eq. (15) is an excellent bound relating the RMS error per sample, window decimation period $R$, and the side-lobe attenuation of the window $\delta$, when the Nyquist condition $R < L/Q$ has been satisfied.
For a rectangular window, \( e_R(n) \) is exactly zero for some values of \( R \). This can be seen by noting that \( W(e^{i\omega}) = 0 \) for \( \omega_p = p2\pi/L, p \neq 0 \), where \( L \) corresponds to length of the window [10]. When \( \omega_p = p2\pi/R, p = 1, \ldots, R-1 \), coincide with these frequencies, the error is zero. This happens when \( L \) is divisible by \( R \). An illustrated numerical example of this is given in the next section.

### 4. Computer simulations

In this section, computer simulations of some of the results in the last few sections are given. Let

\[
e_{\text{max}} = \max |e_{Rp}(n)|, \quad \hat{e}_{\text{max}} = \frac{1}{W(e^{i\omega_0})} \sum_{p=1}^{R-1} |W(e^{i\omega_p})|.
\]

From our theory leading to eq. (12), we have

\[
\hat{e}_{\text{max}} \geq e_{\text{max}}.
\]

Fig. 4 gives the results for a 128 point Dolph-Chebyshev window having a 42 dB side-lobe attenuation with \( R \) varying from 4 to 128. Figs. 4a and 4b show respectively the theoretic \( \hat{e}_{\text{max}} \) and measurement \( e_{\text{max}} \) (eq. (12)) for the peak error. Figs. 4c and 4d respectively give the measured (true) and theoretic RMS error (right-hand side of eq. (13)). The spectral values required by the theory are computed using a 1024 point fast Fourier transform (FFT). The deviations in the two curves Figs. 4c, d is due to the fact that the \( |W(e^{i\omega_p})| \) cannot be computed exactly for all \( p \) and \( R \) values required from a single 1024 point FFT. Fig. 4e gives the plot of \((\sqrt{R}-1)\delta\), illustrating the utility of eq. (15) for the Chebyshev window.

Figs. 5a, b, c and d give respectively the RMS errors \( e_{\text{RMS}} \) (eq. (13)) for four different 128 point windows, a Dolph-Chebyshev, a Hamming window, a rectangular window, and a Kaiser window with \( R \) from 4 to 128. Fig. 5e is \((\sqrt{R}-1)\delta\), with

\[
\delta = 0.00374 (-48.5 \text{ dB}).
\]

The rectangular window has zero RMS error for \( R \) a power of 2. The Hamming, Chebyshev, and Kaiser windows all have time-bandwidth products \( Q \) of 4. For the case of \( Q = 4 \), the Chebyshev window has a slightly larger RMS error (and much larger peak error, Figs. 2 and 3) when compared to the Hamming window. However, the Chebyshev window is more flexible as far as the range of side-lobe attenuation.
is concerned. The Kaiser window has the smallest RMS error and is also flexible. Therefore, the Kaiser window is the most suitable window studied here, in terms of its RMS error. From this analysis it appears that one possible measure of window quality is $\epsilon_{\text{RMS}}/\epsilon_{\text{max}}$ evaluated at its cutoff $R = L/Q$.

Conclusions

In this paper we have first applied the digital Poisson sum formula to the problem of aliasing errors in short-time Fourier Synthesis (overlap add) and then directly compared various windows based on our error criterion. We believe that the formulae (eqs. (12), (13)) are useful in specifying the aliasing errors incurred during short-time Fourier synthesis, spectral analysis [6] and system identification by DFT [6].
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