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List of Symbols and
Defimitions

Only the principal symbols are listed. A horizontal, two-dimensional vector is
indicated by sans serif type, a three-dimensional vector by bold face type, and a
three-dimensional tensor by “serif gothic” type.

a,

curl

absorptivity for radiation at wavelength A =1,,/1,

(1) speed of light (=2.998x10*  m s~

(2) condensation rate per unit mass;

(3) specific heat of the surface layer
(Chapters 6 and 10, Table 10.1)

conductive capacity of the surface layer
three-dimensional wind velocity = (u, v, w)

three-dimensional velocity vector in non-rotating absolute
frame

specific heat of snow/ice
specific heat of land surface
specific heat of ocean water (4187 J kg 'K~

atmospheric specific heat at constant pressure

(=1004]kg 'K~
speed of sound (~300m s~

atmospheric specific heat at constant volume
(=717Jkg7'K™Y

curl operator
day

sun—earth distance (Chapter 6)

xxvii



XXVt LIST OF SYMBOLS AND DEFINITIONS

d, mean sun—earth distance
dA4 area element
div divergence operator
dm mass element
ds surface element
d.s transfer of entropy across boundaries of open system
ds entropy produced within a system
v volume element
dyn 1 dyne = 107°N (1 dyne cm "2 = 10~ Pa)
e (1) evaporation rate per unit mass;
(2) water vapor pressure (Chapter 10)
saturation water vapor pressure
f (1) Coriolis parameter = 2() sin ¢
(=1.03x107%s™ " at 45° latitude);
(2) frequency;
(3) feedback of a system (Chapter 2);
(4) ratio real and potential evaporation = E/E,, (Chapter 10)
f’ =2Qcos ¢
n Nyquist frequency = | At
g acceleration due to gravity ( = 9.81 m s~ ? at sea level;
=9.75 m s~ ? at 20 km altitude)
g apparent gravity vector
gpm geopotential meter (1 gpm~1 m)
grad gradient vector
h hour
h (1) Planck constant ( = 6.626 X 107 >* ] s);
(2) hour angle of sun (Chapter 6);
(3) enthalpy of oceans = (p/p + I) (Chapter 14)
h(x) depth of ocean bottom
h, enthalpy reference state ocean
k (1) von Karman constant ( = 0.4);
(2) Boltzmann constant (= 1.380 X 10" **J K~
(3) wavenumber = 27R cos ¢/L (Appendix A)
ki k, extinction coefficient for radiation at wavelength A, frequency v
ki absorption coefficient for radiation at wavelength A
ks scattering coefficient for radiation at wavelength 4

l mixing length



K

b4

Po

Deis Pwi
P:

Po

Poo

PsL

q

'8

s(q)

Sr

uag) v,g

LIST OF SYMBOLS AND DEFINITIONS

mass of the atmosphere (~5.136 X 10'® kg)
molecular weight of dry air (= 28.9x 107> kg mol ™ ")
mass of the earth (=~5.98 X 10?* kg)

molecular weight of water vapor (= 18.0X 10> kg mol ')
millibar (1 mb = 10? Pa = 1 hPa= 10’ dyne cm~2)
wavenumber

unit vector (directed outward of volume)

number of moles for dissolved component ¢
pressure

bottom pressure at depth D in ocean

pressure at east, west sides of /th mountain range
reference pressure

surface pressure

reference level pressure (=~ 1000 mb)

pressure at mean sea level (Chapter 7)

specific humidity (in g/kg moist air)

specific humidity of saturated air

correlation coefficient

radius vector

position vector of a point in rotating system
reflectivity for radiation at wavelength A =1, /1,
second

(1) entropy per unit mass;
(2) path length

sources and sinks of water vapor
static stability in oceans
( _L _ L)
p d ¢’
steradian
time
(1) eastward wind component;
(2) optical depth or optical path length = (k, p ds;
(3) wind velocity
friction velocity = { — 7/p

ageostrophic eastward, northward component of the wind

xxix
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LIST OF SYMBOLS AND DEFINITIONS

U,y D

8> g

Uy U

[z];

We

yr

4 sfc
AU

COADS

geostrophic eastward, northward component of the wind
northward wind component

meridional velocity of liquid, solid water suspended in air
indirectly computed [7] from angular momentum balance
horizontal wind vector = (u,)

upward wind component

Ekman vertical velocity

year

(1) geometric height;
(2) geopotential height

(E 1 gdz in MKS system ~geometric height)
9.80 Jo

(3) zenith angle (Chapter 6)

(1) surface height;
(2) surface roughness length (Chapter 10)

height of pressure level in standard atmosphere

(1) area of integration;

(2) albedo;

(3) arbitrary parameter;

(4) constant Wien’s law (Chapter 6)

surface albedo

astronomical unit, mean earth—sun distance
(=1.4960x10"'" m)

symbol for atmosphere

(1) Bowen ratio = F {;;/F |
(2) rate of production of turbulent kinetic energy by buoyancy
forces = —gp'w’

black body radiation at wavelength 4, frequency v
symbol for biosphere

continental torque

rate of energy conversion from form 4 into form B
bulk drag coefficient (~0.0013 over ocean)

heat transfer coefficient (bulk)

water vapor transfer coefficient (bulk)
Comprehensive Ocean-Atmosphere Data Set

symbol for cryosphere; continental torque (Chapter 11)



EBM
ENSO
EOF

LIST OF SYMBOLS AND DEFINITIONS

(1) turbulent diffusion rate of water vapor into a unit volume
= —adiv]?;
(2) rate of viscous dissipation (Chapter 10)

dissipation rate of kinetic energy in atmosphere
= —far gradcdm

mechanical energy input into oceans = { (wz — 7y-c)ds
December-February
rate of dissipation of kinetic energy

(1) rate of evaporation (includes sublimation);
(2) total energy

Eliassen—Palm flux (Chapter 14)
evaporation power of air

rate of evaporation at the surface

potential evaporation or potential evapotranspiration
rate of sublimation at surface

energy balance model (Chapter 17)

El Nino—Southern Oscillation phenomenon
empirical orthogonal function

Eurasian Oscillation

symbol for environment

upward, downward fluxes of radiant energy

(1) frictional force = (F,, F,, F,) = (F;, F4, F,) = —adivr
(2) Eliassen—Palm flux vector (F ¢, F *) (Chapter 14)

downward flux of energy at bottom of atmosphere
upward (geothermal) heat flux at ocean bottom
downward heat flux into ground

meridional flux of water across wall in liquid phase
(Chapter 12)

upward flux of latent heat at surface
horizontal flux of latent heat

longwave radiation flux, downward flux, upward flux

latent heat flux involved in melting and freezing
=F'_F'
net flow of ocean water across latitudinal wall

radiation flux at top of atmosphere
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LIST OF SYMBOLS AND DEFINITIONS

Fi
F,

riv

F,

downward radiation flux at surface
northward transport of water in rivers across latitudinal wall

(1) freezing rate of water;
(2) meridional flux of water across wall in solid phase
(Chapter 12)

upward flux of sensible heat at surface

shortwave radiation flux (irradiance)

downward flux, upward flux of shortwave radiation
net energy flux at top of atmosphere

flux across latitudinal wall

meridional flux of water across wall in vapor phase
=F. +Fy +Ji +7e

gain or transfer function of a system (Chapter 2)
generation rate of P

net latent heat flux across boundaries

net radiative flux across boundaries

net sensible heat flux across boundaries

general circulation model

(1) total heating = fQ dm + . Fs,;ds;

(2) maximum depth ocean basin;

(3) hour angle at sunrise and sunset (Chapter 6);
(4) feedback factor (Chapter 2)

hertz

symbol for hydrosphere

internal energy

moment of inertia of atmosphere

moment of inertia of solid earth (~8.04 X 10*” kg m?)

intensity at wavelength A (power per unit area per unit solid an-
gle per unit wavelength per unit time)

intertropical convergence zone

joule

angular momentum transport density vector = ( ¥;, 74,.5,)
total energy transport density vector = ( Fg,, Frs5F5,)
enthalpy transport density vector = ( Fy15 Frgs S np)

heat flux due to molecular and turbulent eddy diffusion
mechanical energy transport density vector = ( Fxa Fxgsxp)

water vapor transport density vector = (.15 F s> J,p)
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na

K
K,
K
Ky
K,
Ky

X

o

v

MBT

NAO
NMC

LIST OF SYMBOLS AND DEFINITIONS

water vapor flux due to molecular and turbulent eddy diffusion
June-August
degree Kelvin

(1) (total) kinetic energy;

(2) thermal conductivity of surface layer (Chapter 10);
(3) large-scale eddy diffusion coefficient for momentum
(Chapter 17)

thermal diffusivity = K/pc (Chapter 10)

large-scale eddy diffusion coefficient for heat (Chapter 17)
eddy kinetic energy

eddy diffusion coefficient for enthalpy;

horizontal kinetic energy = (z* + 27)/2

(1) eddy diffusion coefficient for momentum;
(2) mean kinetic energy

stationary eddy kinetic energy

kinetic energy in turbulent motions

transient eddy kinetic energy

eddy diffusion coefficient for water vapor

latent heat of evaporation, melting or sublimation
latent heat of evaporation (= 2501 ] g~

latent heat of melting (=334 g™ ")

(1) latent heat of sublimation ( = 2835] g~
(2) wavelength

latent heat energy
symbol for lithosphere

(1) mass of a given volume
(2) absolute angular momentum (Chapter 12)

angular momentum vector

Ekman mass transport vector = (Mg, , Mg,)
relative angular momentum

melting rate of snow and ice

Q-angular momentum

mechanical bathythermograph (ocean data)
baroclinicity vector (Chapter 3)
Brunt-Viisila frequency

North Atlantic Oscillation

National Meteorological Center (Washington, D.C.)
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LIST OF SYMBOLS AND DEFINITIONS

NPC
NPO
NwP

RCM

north polar cap

North Pacific Oscillation
numerical weather prediction
symbol for oceans

(1) precipitation rate in liquid or solid form;
(2) total potential energy (Chapter 12);
(3) available potential energy (Chapter 14)

pascal (= 10 dyne cm™

rate of precipitation in liquid form

eddy available potential energy

mean available potential energy

available potential energy in the oceans, atmosphere

rate of precipitation in solid form

stationary eddy available potential energy

transient eddy available potential energy

Pacific-North American oscillation

pressure torque

pressure torque over land

net horizontal flux vector of water in vapor phase = (0,, Q,)
net horizontal flux vector of water in condensed phase
={(Qer> Qco)

diabatic heating rate

rate of diabatic heating by friction

rate of diabatic heating by energy fluxes across boundaries
integrated daily value of solar radiation at top of atmosphere
quasibiennial oscillation

mean radius of the earth (~6.371 X 10° m)

gas constant for dry air (= 287 ] kg7 'K~

Reynolds number = uL/v

Richardson number

(1) Rossby number = u/fL;
(2) surface runoff

underground runoff

radiative-convective model (Chapter 17)



S(W), S(W.),
S(W.)

Sa

S 1§ Sl. > S o
SLHI

S,

SDM
SPC

SST

S

T

§X ~NQ
~

LIST OF SYMBOLS AND DEFINITIONS

(1) salinity (in °/..);

(2) solar constant (~1360 W m ™~

(3) line intensity (Chapter 6);

(4) rate of production of turbulent kinetic energy
= — p V'w'-dv/3z (Chapter 10);

(5) total entropy of the system (Chapter 15)

source of water in liquid, solid and
vapor phase

rate of energy storage in atmosphere

rate of heat storage in snow and ice, land, oceans
rate of latent heat storage in snow and ice
Sverdrup = 10°m> s~

statistical dynamical model (Chapter 17)

south polar cap

sea surface temperature

symbol for climate system

(1) temperature;

(2) period;

(3) rate of transfer of kinetic energy to turbulent eddies from
other eddies

reference or equivalent temperature (Chapter 15)

northward energy transport in atmosphere across latitudinal
wall

(1) equivalent temperature = T'(1 + Lg/c,T);
(2) radiative equilibrium temperature

northward energy transport in oceans across latitudinal wall

transport of sensible plus latent energy into oceanic polar cap in
form of snow and ice

sea surface temperature

temperature in standard atmosphere

virtual temperature = T (1 + 0.61q)

surface temperature

friction torque

friction torque over land, ocean

relative humidity = e/e;

volume of integration

portion of output signal that is fed back, input signal

precipitable water in vertical column (in vapor form)
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! precipitable water in vertical column (in condensed form)
W, W, energy states of an atom or molecule
w,W,,W, precipitable water in liquid, solid, vapor phase
XBT expendable bathythermograph (ocean data)
VA zenith angle of sun
ZPS triangle zenith—pole-sun triangle
a (1) specific volume = 1/p;
(2) half width of spectral line
ay molecular diffusivity for water vapor
B variation of Coriolis parameter with latitude = df/Rd¢
(= 1.62X107"" m~'s™! at 45° latitude)
¥ (1) environmental lapse rate = — dT/dz;
(2) Bowen constant ( = 0.61 mb °C~'; Chapter 10)
Ya dry adiabatic lapse rate = g/c,
é declination of the sun
oém mass element
114 volume element
5p stability measure ocean = p(z + §) — pg, (2)
£ (1) infrared emissivity surface;
(2) quantum of energy
£ weighted band emissivity
£; emissivity at wavelength A =1, /B(A,T)
4 (1) vertical component of the vorticity

(2) displacement in 2-direction

7 (1) absolute vorticity;
(2) height of sea level (Chapter 11);
(3) efficiency heat engine (Chapter 14)

K =R,/c,( = 0.286)
A (1) longitude;
(2) wavelength
n dynamic coefficient of viscosity
i chemical potential of element ¢
pum micrometer
v (1) kinematic coefficient of viscosity = u/p;

(2) frequency =c/A
p density

PrsPs density of liquid, solid water suspended in air



PeoL

Ogis> TLH>
Orads IsH

0,

T 7o

LIST OF SYMBOLS AND DEFINITIONS

local potential density

(1) Stefan-Boltzmann constant
(=5.6701X10"*Wm~ 2K~ *;
(2) measure of ocean density (in kg m~*) = p(T}S, p) — 1000;
(3) rate of generation of entropy;
(4) sigma coordinate = p/p, (Chapter 17)

rate of entropy generation associated with kinetic energy
dissipation, latent heat release, radiational heating,
sensible heating

measure of ocean density (in kg m ) = p(T, S, p,) — 1000,
where p,, is pressure at ocean surface

(1) surface stress;
(2) transmissivity (Chapter 6);
(3) time period

diffuse transmissivity

surface stress vector (positive if momentum is transferred up-
ward)

3-dimensional stress tensor = p ¢'c’
transmissivity at wavelength A =1, /I,

(1) latitude;
(2) geopotential = ¢, — Q%

earth’s gravitational potential
streamfunction for mass
streamfunction for energy
streamfunction for angular momentum
streamfunction for water vapor

(1) vertical velocity in (x, 9, p,t) system = dp/dr;
(2) solid angle (element dw = cos ¢ d¢ dA)

vertical velocity in (x, y, p,t) system for condensed water in air

mean stability parameter = — (x6/pT ) (38/3p)~
=/T)rn -1
circulation of velocity field around boundary contour

slope of saturation vapor pressure versus temperature
curve = de /0T

(1) potential temperature;
(2) angle between incoming solar beam and vertical

availability = (@ + 1) — (P + 1),
product

summation
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P potential energy
Q angular velocity of the earth (7.292x 10 * rad s~
Q angular velocity vector

Special Symbols Used in Appendices A and B

@y, by5 Fourier cosine, sine, complex coefficients

{e;] set of orthogonal base vectors

e transpose vector e;
fu data vector
S function in A-space }

Fourier pair

F(k) function in wave number (k)-space

F (&), F,(k) real, imaginary parts of F(k)

f’(k) complex conjugate of F(k)

F ) Fourier transform of 4

SfA)eid) convolution of f () and g(4) = J-‘=c fA =8 gde
& phase angle for wave number &

6,(),0,(s)  phase angles

P, () covariance spectrum (co-spectrum) of f(4) and g(1) = ?“( NG
(N variance spectrum of F(4) = ?7( NFE)

Mathematical Operators
A=, — t,)"f "Adr  time average of 4

A=A4A-4 departure from time average of 4
2

[dl=@m"'"| A4di zonal average of 4

(]

A*=A4 —[A] departure from zonal average of A
4> (1) mass-weighted “vertical” average of 4
~p—p) [ aap
(2) ensemble avepxl'age (Chapter 2)

A"=4-4)> departure from vertical average
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{4} areal average of 4 over a region, polar cap, hemi-
sphere or the globe

A global mean of 4 over a constant z, p, 0 or p surface
(Chapter 14)

A (1) departure from areal average =A4 — {4}
(2) A — A (Chapter 14)
AuB union of sets 4 and B
AnB intersection of sets 4 and B
AXxB vector product of vectors A and B
AB inner product of vectors A and B
a:b inner product of tensors @ and b
94 a4 dA4 dA, 94 a4
curlA=( E_ 2 = 2 ')
¥ dz Ox dz ~ Ox ¥
94 04 a4
divA=— 424 =
Ox & Oz
grad4 = (a_A ’% ’2{1_)
dx “dy dz

V°F = Laplacian operator of F = div grad F

Example of Nomenclature

Lodly =<[ 741> +<[za*]> +<[7][4]>

(4] vertical average of northward (meridional) transport of 4 due to
all motions

Ava)y vertical average of northward transport of 4 resulting from tran-
sient eddies

[#4 1> vertical average of northward transport of 4 resulting from sta-
tionary eddies

[3][4)> vertical average of northward transport of A4 resulting from mean
meridional circulations
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CHAPTER 1
Introduction

Historically, the study of the atmosphere and oceans, our human environment,
together with the study of our broader celestial environment of the sun, moon, and
planets, provided the initial impetus to develop the field of physics. In more recent
times astronomy, with its new discoveries, has expanded the scope of physics into its
modern breadth. However, the earth sciences of meteorology and oceanography
have had comparatively little influence on modern developments, and have often
been regarded as old, antiquated, and “solved” branches of physics with little intellec-
tual challenge.

Lately a change in view has taken place, and many physicists have become aware of
the new and, in our view, exciting developments in the earth sciences. For example,
the study of simple nonlinear systems first developed by Lorenz (1963, 1969) for the
study of climate has started a boom in this field among applied mathematicians and
physicists.

Since no single comprehensive book appears to have been published so far on the
physics of climate, our goal has been to create such a book dealing with the earth’s
climate as a physical system. The emphasis in this monograph is on a general but
concise description of what we consider to be the most important features of the
climate system consisting of the atmosphere, oceans, and cryosphere (snow and ice
fields) as its principal components.

1.1 SCOPE AND BACKGROUND

We will regard the climate in a very broad sense in terms of the mean physical state
0}' the climatic system. The climate can then be defined as a set of averaged quanti-
ties completed with higher moment statistics (such as variances, covariances, correla-
tions, etc.) that characterize the structure and behavior of the atmosphere, hydro-
sphere, and cryosphere over a period of time. This definition of climate includes the
Mmore narrow traditional concept of climate based on the mean atmospheric condi-
tons at the earth’s surface.

WF know that climate has undergone many changes in the past and that it will
Continue to change in the future. In other words, the climate is always evolving and it
must be regarded as a living entity. Thus we should avoid the misleading concept of
the constant nature of climate.

Thfollghout the text an effort will be made to focus on the various components of

€ climate system in an integrated way rather than to consider them independently

1
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and to stress the importance of physics for understanding the complex interactions
between them. Since the atmosphere is the part of the climate system in which we
live, the primary focus of attention will be on this component of the climate system.
Moreover, the rise of climatology as a science is closely related to the progress and
rapid development of meteorology as well as to the increase in our capacity to obtain
more and better observations of the atmosphere.

We, of course, accept that the processes occurring in the climate system obey the
laws of physics and that these laws must be applied in an appropriate way. Since these
laws are expressed in mathematical terms, a basic knowledge of mathematics is also
needed. Further, since changes in atmospheric composition, such as the increase in
carbon dioxide and the depletion of ozone, are observed facts it is now evident that
chemistry is becoming increasingly important. Thus the understanding of climate
requires some knowledge of the three basic sciences of physics, mathematics, and
chemistry.

Itis true that most of the climatic features can be described and interpreted without
referring to physics or mathematics. This has been the traditional approach used in
descriptive climatology. However, we think that the concepts in climatology should
be built within a physics framework in order to get the proper meaning and interpreta-
tion of the results. In fact, studies of the climatic phenomena and processes in the
light of physics during the last few decades have greatly improved our understanding
of the atmosphere, oceans, and cryosphere.

We must keep in mind that climatology is an observational science so that the
growth in understanding strongly depends on the improvement of the measurements
and observing systems. The recentimprovements come from an expansion and better
quality of the classic observing networks and the application of new technologies
(radar, laser, lidar, infrared radiometers, scatterometers, acoustic tomography, etc.).
For example, satellite-based observations have transformed our perspective of the
earth’s climate, leading us to regard it both as an integrated global system and as a
three-dimensional entity. It can be expected that these improvements will continue
in the near future.

The progress in both physical insight and in the observations is reflected in the
rapid development of comprehensive mathematical models. These models tend not
only to improve our insight into the processes that make up the climate but may also
enable us to predict future climate conditions.

The observations provide the basis for monitoring the climate and are essential to
test any theory of climate. An understanding of the climate can be gained from
diagnostic studies based on the observations analyzed in the light of the physical laws
as well as from mathematical models. In our book we will be concerned with the
trilogy formed by the monitoring of climate, diagnostic studies, and mathematical
modeling, but our main focus will be on the diagnostic studies. As indicated in Fig.
1.1, this trilogy must be decisive for the development of a theory of climate. Such a
theory would contain a broad understanding and the potential to predict climatic
change.

This last possibility to predict the climate would have strong socio-economic impli-
cations. As we know in the past, climate has been a determining factor in, e.g., the
patterns of food production and the distribution of populations. It is also clear that
climatic fluctuations, such as the pronounced droughts in the Sahel region, episodes
of El Nino, and failing monsoon rains, have had tremendous social and economic
consequences, causing hardships on millions of people, and that such fluctuations
have exerted profound stress on the biosphere in general. Furthermore, the evidence
is growing that humans have been influencing the climate through their activities, so
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and to stress the importance of physics for understanding the complex interactions
between them. Since the atmosphere is the part of the climate system in which we
live, the primary focus of attention will be on this component of the climate system.
Moreover, the rise of climatology as a science is closely related to the progress and
rapid development of meteorology as well as to the increase in our capacity to obtain
more and better observations of the atmosphere.

We, of course, accept that the processes occurring in the climate system obey the
laws of physics and that these laws must be applied in an appropriate way. Since these
laws are expressed in mathematical terms, a basic knowledge of mathematics is also
needed. Further, since changes in atmospheric composition, such as the increase in
carbon dioxide and the depletion of ozone, are observed facts it is now evident that
chemistry is becoming increasingly important. Thus the understanding of climate
requires some knowledge of the three basic sciences of physics, mathematics, and
chemistry.

Itis true that most of the climatic features can be described and interpreted without
referring to physics or mathematics. This has been the traditional approach used in
descriptive climatology. However, we think that the concepts in climatology should
be built within a physics framework in order to get the proper meaning and interpreta-
tion of the results. In fact, studies of the climatic phenomena and processes in the
light of physics during the last few decades have greatly improved our understanding
of the atmosphere, oceans, and cryosphere.

We must keep in mind that climatology is an observational science so that the
growth in understanding strongly depends on the improvement of the measurements
and observing systems. The recentimprovements come from an expansion and better
quality of the classic observing networks and the application of new technologies
(radar, laser, lidar, infrared radiometers, scatterometers, acoustic tomography, etc.).
For example, satellite-based observations have transformed our perspective of the
earth’s climate, leading us to regard it both as an integrated global system and as a
three-dimensional entity. It can be expected that these improvements will continue
in the near future.

The progress in both physical insight and in the observations is reflected in the
rapid development of comprehensive mathematical models. These models tend not
only to improve our insight into the processes that make up the climate but may also
enable us to predict future climate conditions.

The observations provide the basis for monitoring the climate and are essential to
test any theory of climate. An understanding of the climate can be gained from
diagnostic studies based on the observations analyzed in the light of the physical laws
as well as from mathematical models. In our book we will be concerned with the
trilogy formed by the monitoring of climate, diagnostic studies, and mathematical
modeling, but our main focus will be on the diagnostic studies. As indicated in Fig.
1.1, this trilogy must be decisive for the development of a theory of climate. Such a
theory would contain a broad understanding and the potential to predict climatic
change.

This last possibility to predict the climate would have strong socio-economic impli-
cations. As we know in the past, climate has been a determining factor in, e.g., the
patterns of food production and the distribution of populations. It is also clear that
climatic fluctuations, such as the pronounced droughts in the Sahel region, episodes
of El Nifio, and failing monsoon rains, have had tremendous social and economic
consequences, causing hardships on millions of people, and that such fluctuations
have exerted profound stress on the biosphere in general. Furthermore, the evidence
is growing that humans have been influencing the climate through their activities, so
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that it is of utmost importance to be able to know in advance the implications of any
new actions, which is only possible through a better theory and understanding of
climate and climate change.

1.2 LAYOUT OF THE BOOK

The material presented is based largely on direct, in situ observations complement-
ed with some satellite observations, and is chosen to best convey to the reader our
knowledge and understanding of the physical processes that maintain the present
climate. We concentrate on the discussion of the large-scale, long-term mean climate
over the globe, its annual cycle, and its fluctuations with time scales up to several
decades.

Following the schematic outline of the book shown in Fig. 1.2 we first describe in
Chap. 2 the state and behavior of the total climate system composed of the atmo-
sphere, oceans, cryosphere, lithosphere, and biosphere, each one with a different
range of time and space scales. We further discuss why the climate system is such a
highly interactive and complex system with many feedbacks. We will see that
changes in one part of a subsystem may eventually affect all other parts of the climate
system and that feedback processes from the slower subsystems, such as the oceans
and glaciers, can initiate fluctuations with a long time scale in the faster subsystems,
such as the atmosphere. In fact, this feedback process can lead to what we may call
climatic cycles and climate trends. For example, during El Nifo the predictability of
the behavior of the atmosphere may increase substantially.

The basic equations, as presented and explained in Chap. 3 and the averaging
schemes used to synthesize the various properties of the general circulations in the
atmosphere and oceans as given in Chap. 4, lay the theoretical basis for the later
chapters. The observational foundations are given in Chap. 5 where the original
observations, the reduction of the observations into representative statistics, and
various objective analysis techniques are discussed. Chapter 5 is supplemented by a
set of Appendices dealing with various techniques of data reduction and analysis. We
may note here that only since World War II has the systematic study of the atmo-
sphere and oceans become feasible on a global scale, mainly through the increase of in
situ observations. During the last one or two decades, global observing networks have
become available in which satellites play a central role not only as remote observing
platforms in space for homogeneous monitoring of the atmosphere and the earth’s
surface at regular time intervals, but also as collectors of more standard in sizu obser-
vations. Besides the atmospheric data, satellites provide us, for the first time, with
direct measurements of the fluxes of radiant energy entering and leaving the atmo-
sphere.

The radiation laws necessary to understand the transfer of radiant energy (solar
and terrestrial) through the atmosphere and the emission of long-wave radiation by
the various components of the climate system are presented in Chap. 6. This chapter
also contains a discussion of the observed planetary radiation balance. This balance
is, of course, of utmost importance because radiation forms the basic driving factor
for practically all processes occurring in the climate system and for all atmospheric
and oceanic motions. Essentially all the energy that enters the earth comes from the
sun.

The observed mean states of the three principal climatic components, i.e., the
atmosphere, oceans, and cryosphere, are given in Chaps. 7-9. Together with the later



INTRODUCTION

PHYSICS OF CLIMATE

Nature of problem
Chapter 2

Equations
Chapters 3, 4 Data

Chapter 5

Radiation
Chapter 6

@bserved mean state of the climatic systenD

| — ) 1
Atmosphere Oceans Cryosphere
Chapter 7 Chapter 8 Chapter 9

Boundary exchanges
Chapter 10

[

@eneral balance requirements)

A 1 1
Angular momentum cycle Water cycle Energetics
Chapter 11 Chapter 12 Chapter 13

I

Atmosphere-ocean heat engine
Chapter 14

Entropy budget
Climate variability Chapter 15
Chapter 16

Mathematical simulations
Chapter 17

FIGURE 1.2. Layout of the book.

chapters on the balance equations they form the main bulk of this book. Next, the
exchange processes at the earth’s surface are formulated in Chap. 10. Because of the
lack of direct observations and the uncertainties in the transfer formulas used, thisisa
relatively weak spot in our understanding of the climate system.

) A more physical understanding of the climate system can be gained from the mate-
Nal given in Chaps. 11-14 on the angular momentum, water, and energy cycles.
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These cycles clearly show the relative importance of the atmosphere, oceans, cryos-
phere, and solid earth in maintaining the various balances and what processes transfer
angular momentum, water, and energy from one region of the globe to another or
between the different media. The energy generation, conversion, and dissipation
rates in the atmosphere and oceans, and estimates of the efficiency of the atmosphere
and oceans regarded as heat engines are discussed in Chap. 14. Chapter 15 addresses
the question of how entropy, a measure of the disorder in the climate system, is
generated and exported to outer space.

Some statistics on climatic fluctuations and trends observed in the atmosphere
ranging from intermonthly to interdecadal time scales are presented in Chap. 16.

In view of the paramount importance of mathematical climate models for simulat-
ing, understanding, and possibly predicting climate, we give in Chap. 17 an evaluation
of the foundations, structure, and status of the various models now in use. In general,
these models are based on physically sound formulations of the different processes
that occur and make up the climate. We stress the importance of simple models for
clarifying the mechanisms involved in the various atmospheric and oceanic processes
leading to a better understanding of the complex interactions between the various
components of the climate system. However, our main emphasis will be on the large-
scale general circulation models (GCM’s) of the atmosphere and ocean, since they
lead to the most realistic climate simulations. GCM’s have been playing an important
role in investigating the various physical factors that shape the climate, and in assess-
ing the possible impact of man’s activities on the climate.

As a final note, we may add that the development of the electronic computer and its
application to numerical weather forecasting (e.g., Smagorinsky, 1983) has enabled
meteorologists to give, for the first time, quantitative forecasts based on the basic
laws of physics. As mentioned earlier, similar numerical models with high spatial and
temporal resolutions now provide reasonably accurate simulations of the average
climatic conditions in the atmosphere and oceans, their seasonal climatology, their
regional structure, and, to some extent, their natural year-to-year variability.

In a sense, this development comes in the nick of time. Man’s impact on the local
environment is evident all around us and, as shown in Chap. 16, even globally there is
strong evidence of important changes due to human activity. We may mention the
measured steady rate of increase in atmospheric CO, since the beginning of the
industrial revolution and the first claims that the predicted rise in tropospheric tem-
perature is already detectable above the “climate noise.” General circulation models
are giving us tentative answers as to what to expect for regional changes in tempera-
ture and precipitation patterns as a function of CO, concentration. In the near
future, such predictions may affect national and international policy decisions re-
garding, e.g., the use of coal or thermonuclear fuel as alternative energy sources.

The selection of topics included in this book represents, of course, our personal
choice and is determined by what we consider to be most important as well as by our
areas of expertise. Thus we have excluded such topics as

(1) The classification of climate types (see, e.g., Trewartha, 1968).

(2) Atmospheric and oceanic tides and other diurnal variations, because they are
not thought to directly affect the large-scale circulations.

(3) Gravity waves, in spite of their apparent importance in determining some of the
vertical structure in the atmospheric winds.
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(4) Climatic effects of the atmosphere above the lower stratosphere (i.c., above
about 20-km height), because the data are sparse and also because it contains
less than 5% of the total atmospheric mass.

(5) Climatic variations longer than several decades, because of the lack of direct
observations and because our primary focus is on the present-day climate.
There are many excellent books that deal with the paleoclimatic records (e.g.,
Lamb, 1972; Lamb, 1977; Budyko, 1982; and Crowley and North, 1991).

Some other outstanding works have been published related to certain other aspects
of the earth’s climate. Among those we should refer to the monograph
The Nature and Theory of the General Circulation of the Atmosphere by Edward N.
Lorenz (1967), now considered to be a classic, and in dealing with yet larger systems,
such as the atmospheres of Jupiter and the Sun, we should mention the work Physics of
Negative Viscosity Phenomena by the late Victor P. Starr (1968).
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CHAPTER 2
Nature of the Problem

2.1 INTRODUCTION

In order to understand the mechanisms and the physical processes responsible for
the climate it is necessary to first have a clear picture of the characteristic features of
the structure and behavior of the climate.

Since the atmosphere is a thermo-hydrodynamical system, it can be characterized
by its composition, its thermodynamical state as specified by the thermodynamic
variables, and its mechanical state (motions). A complete description of the state of
the atmosphere should also include other variables, such as cloudiness, precipitation,
and diabatic heating which affect the large-scale behavior of the atmosphere. Tradi-
tionally, the most important elements of the climate are considered to be the tempera-
ture and precipitation. Itis on the basis of these elements that the climates are usually
classified. By and large their geographical distribution shows warm and moist cli-
mates in the low latitudes, warm and much drier climates in the subtropics, temperate
and moist climates in mid to high latitudes, and, finally, cold and dry climates in the
polar and subpolar regions. However, we know that this distribution does not give a
complete description of the local and regional climates. We have to also consider the
land-sea contrast and the moderating influence of the oceans on the temperature; the
effects of mountains on precipitation, cloudiness, and temperature; the influence of
the ice fields on the temperature; and other similar influences.

Itis well known that the climate is modulated by both external and internal factors.
The external factors may be grouped into (a) general factors such as the solar radi-
ation, the sphericity of the earth, the earth’s motion around the sun and its rotation,
the existence of continents and oceans; and (b) regional and local factors, such as
distance to the sea, topography, nature of the underlying surface, vegetation cover,
and proximity to lakes. Internal factors deal with the intrinsic properties of the
atmosphere, such as the atmospheric composition, various instabilities, and the gen-
cral circulation.

The atmosphere (), as a thermodynamic system, cannot be considered separately
from its neighboring systems (see Fig. 2.1). The adjoint systems are the hydrosphere
("), including the oceans (), lakes, and rivers, the cryosphere (¢') formed by the
snow and ice masses of the earth, the underlying lithosphere (.#”), and the marine and
terrestrial biosystems (). Although these natural systems are very different in their
composition, physical properties, structure, and behavior, they are all linked together
by fluxes of mass, energy, and momentum forming a world-wide system, the so-called

8
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NATURE OF THE PROBLEM

climatic system. As we will see, the total climatic system (%) is extremely complex
due to the nonlinear interactions of its components.

At this point, it is important to make clear the distinction between weather and
climate. Weather is concerned with detailed instantaneous states of the atmosphere
and with the day-to-day evolution of individual synoptic systems. The atmosphere is
characterized by relatively rapid random fluctuations in time and space so that the
weather, identified as the complete state of the atmosphere at a given instant, is
continuously changing. The climate, on the other hand, can be considered as the
“averaged weather,” completed with some measures of the variability of its elements
and with information on the occurrence of extreme events. Thus we may note that
the same variables that are relevant in the weather and in other branches of meteorol-
ogy are also those that are important in the characterization of climate. However,
what distinguishes the problem of climate from the problem of weather is the neglect
of details of the daily fluctuations in the state of the atmosphere. Instead, we include
in climate the various statistics produced by considering an ensemble or a sequence of
instantaneous states, so that the climate is independent and free from the statistical
fluctuations that would characterize any individual realization. Thus we see that the
thermo-hydrodynamical conservation laws for mass, momentum, and energy that
form the physical foundation for studying the instantaneous behavior of the atmo-
sphere, i.e., the weather, are essentially the same as those required for studying the
physics of climate.

To facilitate the later analyses it seems convenient to first review some general
concepts about systems.

2.2 BASIC CONCEPTS OF
THERMODYNAMIC SYSTEMS

We will define a system, within the framework of thermodynamics, as an arbitrary
geometric portion of the universe with fixed or movable boundaries (walls) which
may contain matter, energy, or both (Tisza, 1966). The whole universe will be divid-
ed into two parts: the system and the surroundings or the environment.

2.2.1 State of a system, extensive and intensive properties

] The state of a system is specified by a set of physical additive or extensive proper-
tes represented by the variables X, X,,..., X, necessary for a description of the
System. These variables are proportional to the size of the system. As examples we
have the volume, the masses of individual components, the internal energy, and the
entropy. A composite system is a union of spatially adjoint or nonoverlapping simple
Systems separated by conceptual or real partitions (walls) (see Fig. 2.2). The simple
Systems that form the composite system are called subsystems. The amount of the
Quantity X, for the global system is then the sum over all subsystems a of X7,i.e.,
X = 3, X! The set of all X; specifies the state of the composite system.

) The amount of X, transferred from system a to an adjacent system & during a
8lven interval of time is denoted by X“*. Such a transfer leads to a change of the state
of the system and the system is said to undergo a thermodynamic process (see Fig. 2.2).
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THE TOTAL CLIMATE SYSTEM AND ITS SUBSYSTEMS
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FIGURE 2.1. Schematic diagram of the total climate system and its subsystems, highlighting
some aspects of the hydrological cycle.
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When X, is conserved it obeys a continuity equation, so that the net increase AX?of
X, for the subsystem a is such that

AX? 4+ 3 X2 =0, 2.1
b

where the summation is taken over all subsystems b involved in the transfer of X,.

When X¢*#0 we will say that the systems a and b are interactive or coupled by
means of X, exchanges. If X** = 0, the systems a and 4 are uncoupled and the wall
anb is said to be restrictive for X.

The state of a system may also be specified in terms of intensive properties P;
which are local in character, independent of the size and total mass of the system, and
are defined at a given point and at a given instant. The intensive properties may vary
both in space and time and can be regarded as defining a field. As examples of
intensive properties we have temperature, pressure, forces, and velocities.

The size of a system may be characterized by a scale factor such as its volume or
its mass. We will define the density of a property X, as the ratio of the amount of X,
and the chosen scale factor. Where this scale factor is mass M, the densities are called
specific quantities (x;, = X,/M). The densities are also regarded as intensive prop-
erties.

In general, the intensive and extensive variables are paired (conjugate) in the
energy, which means that the product of P, and X, has the dimension of energy.

2.2.2 Classification of thermodynamic systems

A transfer of an extensive property across the boundary of a system, X, will
induce variations inside the system a in both its extensive and intensive properties.
For example, if we identify X, with energy, the entropy, pressure, and temperature in
system @ will change if energy is transferred across the boundary anb. When the
boundary is restrictive for all quantities X, so that the transfers vanish, the system is
said to be an isolated system. In a more limited sense an isolated system is one that
does not exchange energy with its surroundings. When a boundary is restrictive only
for matter (i.e., the boundary is an impermeable wall) the system is said to be closed.

A system in which the transfers of matter and energy are allowed is called an open
system. Most natural systems, such as the atmosphere, oceans, and biosphere, belong
to this group. Open systems are sustained by a continuous supply and removal of
matter and energy. They may attain a steady-state condition in which the properties
are invariant when averaged over a given time interval. However, the instantaneous
values of the open system may undergo oscillations due to the existence of net fluxes
across the boundaries.

Open systems can be classified into three main categories: decaying, cyclic, and
randomly fluctuating systems. Decaying or dissipative systems consume their own
™mass or energy, or both (e.g., river runoff during a dry season). Cyclic systems follow
animposed regular oscillatory behavior (e.g., systems forced by the diurnal or annual
cycles). Randomly fluctuating systems change in an irregular way with fluctuations
unpredictable in time and unpredictable as to their size (e.g., turbulent whirls in the
atmosphere).

Cascading systems are important in nature. A cascading system is a chain of open
subsystems which are dynamically linked by a cascade of matter or energy so that the
output of mass or energy from one subsystem becomes the input for the next subsys-
tem. Many of the processes observed in nature can be described in terms of cascading
Systems, such as the hydrological cycle and the cycle of incoming solar radiation. The

11
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input can be partially stored in one of the subsystems, which may then act as a
regulator, controlling the amounts of mass or energy available as output for the next
subsystem. However, the regulator may also be external to the system.

2.2.3 Forced and free behavior of open systems

The characteristics and physical behavior of the various subsystemsina compos-
ite system may differ substantially in space and time. It is then convenient to sepa-
rately consider one subsystem or a combination of subsystems with similar (but not
identical) behaviors (e.g., the oceans and the atmosphere). These form an internal
system that is embedded in an external system consisting of the remaining subsystems
(e.g., ice masses and land) and the environment.| In general, we assume that the time

scale characterizing the behavior of the internal system is much shorter than that of
the external system, so that the external system can be considered to be in a steady
state. Through the boundary conditions the external system may influence the be-
havior of the internal system leading to a forced adjustment of the internal properties
of the system, the so-called external forcing.|

To analyze the stability of the internal system, we will consider a small but finite
perturbation within one of the subsystems. The initial perturbation may die away
(stable case) or grow (unstable case). Inthe unstable case, the perturbation will result
in a completely different new state of the internal system, but when the perturbation
is caused by an almost periodic external forcing, it may lead to an oscillatory response
of the internal system.

We know that under certain conditions a system may undergo fluctuations of
various time scales. These variations may be caused by changes in the external forc-
ing, called forced variations (e.g., diurnal and seasonal variations), or thcy may be
independent of any external influences and due to i
ties- It is clear that the latter variations, called free variations, are associated with
nonlinearities inside the system which may create the conditions for the growth of
small instabilities (e.g., generating cyclomc dnsturbances) Neganve feedbacks w111
have a stabilizing influence, wherea 3 2 i
instabilities independ

Ui any CALCllAl LOICIHIES {S€€ DEC. £.D).

SRS 1Y Al«"l‘

Let us consider afil pen randomly Huctuating system subject to steady boundar
conditions, and let us &% . T mimtivevpiaiivy  BUILE
through many different physical states. | The system may seem hopelessly complicat-

ed, but the complexity itself provides a basis for the successful analysis through a

statistical approach.| Since we are not concerned with the detailed behavior of each

individual state we can apply statistical arguments, as long as the number of states is
sufficiently large, which is usually the case.

It is important to keep in mind that when we want to describe a situation from a
statistical point of view (using probabilities) it is always necessary to consider an
assembly of events. In the present case we will call it an ensemble, Gising the approach

of statistical mechanics. | An ensemble consists of a large numbeér N (in principle

N— oo ) of identically constructed systems each of which is in a state’that is indepen-
dent of the state of the other members in the ensemble| The ensemble can be formed

by an infinite number of mental reproductions or replicas of the state of the same
system. Anensemble is primarily a conceptual aid to get a better understanding of the
physical behavior of a system.
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NATURE OF THE PROBLEM

The probability of occurrence of a certain event (state) is then defined with
respect to this particular ensemble and is given by the fraction of members in the
ensemble that are characterized by the occurrence of this specific event (state). The
properties of the ensemble are described by a probability distribution.

Since the state variables are random functions of time, we can use two types of
statistical averages (Reif, 1965). The first of these is the ensemble average of a state
variable y() at a given instant of time, where the average is taken over all members of
the ensemble. The ensemble average, denoted by {y (z)), is given by

=t i oy 22)

where y*(¢) is the value of y (¢) in the kth member of the ensemble and N is the very
large number of members in the ensemble.
The second average of interest is the time average of y (¢) for a given member of the

ensemble over some long-time interval 27 (where 7— o0 ). The time average is denoted

by an overbar, so that for the kth member of the ensemble it is given by
Y = LJ Y +1)dr (2.3)
27J -

In more pictorial terms, if the member states are arranged in the vertical and time in
the horizontal direction, we can say that the ensemble average is taken vertically for a
given time ¢, whereas the time average is taken horizontally for a given member k. We
note that the time average and ensemble average operators commute:

F= -

Now consider a situation which is statistically stationary with respect to y. This
means that there is no preferred origin in time for the statistical description of y so
that the same ensemble results when all member functions y*(¢) of the ensemble are
shifted by an arbitrary amount in time. For such stationary ensembles there is a
connection between ensemble and time averages, if we assume that y*(¢) for each
member of the ensemble in the course of a sufficiently long time passes through all
different states accessible to it. This is the ergodic assumption. Under this assump-
tion the time average is equivalent to the ensemble average. Hence, in such a station-
ary ensemble the time average of y taken over some very long-time intervals must be
independent of time ¢. Furthermore, the ergodic assumption implies that the time

average must be the same for essentially all systems of the ensemble: y*(r) =3 in-
dependent of k. Similarly in such a stationary ensemble the ensemble average of y
must be independent of time: <y (£)) = {y).

In conclusion, for a stationary ergodic ensemble,

Gy =3y 249

In other words, ensemble averages that are averages at a fixed time over all members
in an ensemble can be replaced by time averages over a single member.

2.3 COMPONENTS OF THE CLIMATE SYSTEM

We will discuss in more detail the various components of the climate system, such
as the atmosphere, hydrosphere, cryosphere, and lithosphere.
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2.3.1 Atmosphere

The earth’s atmosphere is a comparatively thin film of a gaseous mixture which is
distributed almost uniformly over the surface of the earth. In the vertical direction,
more than 99% of the mass of the atmosphere is found below an altitude of only 30
km. Incomparison, the horizontal dimensions of the atmosphere may be represented
by the distance between the north and south poles, and is on the order of 20 000 km.
If proportions were preserved, the thickness of the atmosphere would be represented
on an ordinary office globe by scarcely more than the thickness of a coat of paint.
However, in spite of its small relative mass and thickness, the atmosphere constitutes
the central component of the climatic system. It shows an impressive amount of
detail and great variability of its properties both in time and space.

The atmosphere can be divided into several layers which differ in composition,
temperature, stability, and energetics (see Fig. 2.3). Starting from the surface, the
main layers are the troposphere, stratosphere, mesosphere, and thermosphere, sepa-
rated by conceptual partitions called pauses (e.g., tropopause). The composition of
the atmosphere up to the mesopause is practically uniform with regard to the concen-
trations of nitrogen, oxygen, and other inert gases. Among the variable components,
water vapor is predominant in the lower troposphere and ozone in the middle strato-
sphere. Carbon dioxide is well mixed below the mesopause. The composition of the
atmosphere is further complicated by the presence of various substances in suspen-
sion, e.g., liquid and solid water (clouds), dust particles, sulfate aerosols, and volcanic
ash. The concentrations of these aerosols also vary in time and space.

The response time of the atmosphere to an imposed change is much shorter than
that of any other component of the climatic system. By response or relaxation time
we mean the time it takes for a system to re-equilibrate to a new state after a small
perturbation has been applied to its boundary conditions or forcing. The response
time of the atmosphere is on the order of days to weeks and is due to its relatively large
compressibility and low specific heat and density. These properties make the atmo-
sphere more fluid and more unstable. The troposphere shows a large-scale general
circulation with eddy motions in midlatitudes such as the weather systems and ran-
dom, turbulent motions mainly in the planetary boundary layer and near the jet
streams. Because of gravity, the atmosphere is stratified with the densest layers at the
surface, and the atmosphere is in a state of almost hydrostatic equilibrium in the
vertical.

The atmosphere is set into motion primarily through differential heating by the
sun. Thus the study of atmospheric motion is, basically, a problem in convection
under the influence of rotation. It is a complex process because the motions of the
atmosphere are influenced by many factors besides the rotation of the earth, such as
inhomogeneous thermodynamic and mechanical surface conditions. However, when
we disregard the irregular details of the flow, we find a pronounced tendency for the
motions of the atmosphere to be organized on a global scale.

Historically, the first important discovery of the interrelationships between the
behavior of the atmosphere in one area of the globe and that in other areas was made
by the early navigators who noted the existence of an extensive and persistent easterly
flow of air (i.e., the trade winds) at sea level in low latitudes. Later the discovery of
the meandering westerly currents which encircle the globe throughout most of the
depth of the atmosphere has given substance to the concept of the general circulation
asa planetary phenomenon, the behavior of which is governed by broad-scale condi-
tions rather than by the local vagaries of the weather.
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FIGURE 2.3. Idealized vertical temperature profile according to the U.S. Standard Atmosphere
(1976). Also shown are the names commonly used for the various layers and pauses in the atmo-
sphere from Wallace and Hobbs (1977).

To demonstrate the great variability of the processes occurring in the atmo-
Sphere and to show the relative importance of the different scales of motion we
Present a spectrum of the kinetic energy with periods between seconds and several
¥ears in Fig. 2.4. Most of the kinetic energy is concentrated in the low frequencies,
hamely, at 10, around 10 ~ ', and between 10 ~ 2and 10 ~ > day ~ '. The first and third
Peaks are associated with the diurnal and annual cycles, whereas the second maxi-
Mmum (days to weeks) is associated with large-scale transient disturbances that occur
In midlatitudes along the polar front. The relative maximum around 10° day ~'is
fiue to small-scale turbulent motions which, combined with molecular friction, are
Included in the internal energy. Thus we will not regard them as part of the kinetic
€nergy of the circulation, in spite of their importance in the boundary layers of the
tmosphere and oceans.

15



16

PHYSICS OF CLIMATE
62 | T T T T T
J
50 —
KE SPECTRUM
40 FREE ATMOSPHERE i
o
(]
o~
g 30 —
=
o~
7]
<20 s
10 -
15
J 6
1yr 1mo 1 day th 1min 1sec

0 | SR Y 2, Y b
10 102 107! 1 10 102 103 104 108
f (day™)

FIGURE 24. Spectrum of atmospheric kinetic energy between 10 *and 10° days adapted from
Vinnichenko (1970). The kinetic energy spectrum is tentative and somewhat schematic since it is
patched together using limited data from a few stations only. [ The abscissa axis is in units of log fand
the ordinate axis in units of fS{f ), where fis the frequency and S *(f) is the explained variance. This
representation is sometimes used if the frequency range is very large (necessitating a log fscale) and
one, nevertheless, wants to preserve the area under the curve to be equal to the total variance
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2.3.2 Hydrosphere

The hydrosphere consists of all water in the liquid phase distributed on the earth.
Itincludes the oceans, interior seas, lakes, rivers, and subterranean waters. By far the
most important for climatic studies are the oceans. They cover approximately two-
thirds of the earth’s surface so that most of the solar radiation reaching the globe falls
on the oceans and is absorbed by them. Because of their large mass and specific heat
the oceans constitute an enormous reservoir to store energy. Energy absorbed by the
ocean results in a relatively small change of the surface temperature as compared to
the change that would occur over land. Due to their thermal inertia the oceans act as
buffers and regulators for the temperature. Since the oceans are more dense than the
atmosphere, they also have a larger mechanical inertia and a more pronounced strati-
fication. The upper part of the ocean is the most active. It contains a surface mixed
layer with a thickness on the order of 100 m.

The oceans show much slower circulations than the atmosphere. They form
large quasihorizontal circulation gyres with the familiar ocean currents and slow
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thermohaline overturnings (i.e., overturnings that are due to density variations asso-
ciated with changes in temperature and salinity). On a smaller scale the circulation
also shows eddies, but turbulence is much less pronounced than in the atmosphere.
The response or relaxation time for the ocean varies within a wide range that extends
from weeks to months in the upper mixed layer to seasons in the thermocline (found
at several hundred meters depth), to centuries or millenia in the deep ocean. The
ocean currents transport part of the heat stored in the oceans from the intertropical
regions where there is an excess of heat due to the more intense incident solar radi-
ation toward colder midlatitude and polar regions.

The atmosphere and oceans are strongly coupled. Air—sea interactions occur on
many scales in space and time through the exchange of energy, matter, and momen-
tum at the atmosphere—ocean interface as can be seen, e.g., from air masses modifica-
tions, such as from maritime to continental air. The exchange of water vapor through
evaporation into the atmosphere supplies the water vapor and part of the energy for
the hydrological cycle leading to condensation, precipitation, and runoff. On the
other hand, precipitation strongly influences the distribution of ocean salinity.

There are internal interactions in the atmosphere and oceans mainly when and
where the gradients of their intensive properties (e.g., temperature and salinity) are
large.

The lakes, rivers, and subterranean waters are essential elements of the terrestrial
branch of the hydrological cycle and thereby are an important factor in the global
climate. They also influence the climate on a regional or local scale. For example,
rivers are an important factor in the ocean salinity near the coasts.

2.3.3 Cryosphere

The cryosphere comprises the large masses of snow and ice of the earth’s surface.

It includes the extended ice fields of Greenland and Antarctica, other continental
glaciers and snow fields, sea ice, and permafrost. The cryosphere represents the
largest reservoir of fresh water on the earth, but its importance to the climatic system
results mainly from its high reflectivity (albedo) for solar radiation and its low ther-
mal conductivity. Since continental snow cover and sea ice change seasonally they
lead to large intra-annual and sometimes interannual variations in the energy budgets
of the continental regions and of the upper mixed layer of the ocean. In addition to
Seasonal variations of the cryosphere, large changes may occur over much longer
periods of time. Due to the high reflectivity of snow and ice for solar radiation (see
Table 6.1) and the low thermal diffusivity of sea ice compared to that of stirred water
(see Table 10.1), the snow and ice fields act at high latitudes as insulators for the
underlying land and waters, preventing them from losing heat to the atmosphere.
The strong cooling of the atmosphere near the earth’s surface stabilizes the atmo-
Sphere against convection and contributes to the occurrence of a colder local climate.
) The large continental ice sheets do not vary rapidly enough to influence the
climate on a seasonal or interannual basis. However, they play a major role in climatic
Char}ges on much longer time scales up to tens of thousands of years, such as the
glacnal and interglacial periods that have occurred during the Pleistocene. A glacia-
tion will lower sea level considerably, possibly on the order of 100 m or more, thus
affecting the shape and boundaries of the continents. Owing to their large mass and
Compactness, the ice sheets develop a dynamics of their own with very slow motions.
OCcasionally ice sheets over the oceans may break up, forming icebergs. Mountain
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glaciers move slowly downward under the action of gravity and may spread or disap-
pear in the course of centuries depending on local accumulation of snow and on the
temperature.

2.3.4 Lithosphere

The lithosphere includes the continents whose topography affects air motions,
and the ocean floor. Excluding the upper active layer, in which temperature and
water content can vary in response to atmospheric and oceanic phenomena, the lith-
osphere has the longest response time of all components of the climatic system. On
the time scales considered in this book, the lithosphere may be regarded as an almost
permanent feature of the climatic system.

There is a strong interaction of the lithosphere with the atmosphere through the
transfer of mass, angular momentum, and sensible heat, as well as through the dissi-
pation of kinetic energy by friction in the atmospheric boundary layer. The transfer
of mass occurs mainly in the form of water vapor, rain and snow, and, to a lesser
extent, in the form of other particles and dust. Volcanoes throw matter and energy
from the lithosphere into the atmosphere, thereby increasing the turbidity of the air.
The added particulate matter, as well as the ejected sulfur-bearing gases that may
condense in the stratosphere, together forming what is called aerosol, may have an
important effect on the radiation balance of the atmosphere and therefore on the
earth’s climate (e.g., Mass and Portman, 1989). There is also a large-scale transfer of
angular momentum between the lithosphere and the oceans presumably through the
action of torques between the oceans and the continents.

The soil moisture of the active layer in the continental lithosphere has a marked
influence on the local energy balance at the surface affecting the rate of evaporation,
the surface albedo, and the thermal conductivity of the soil.

2.3.5 Biosphere

The biosphere comprises the terrestrial vegetation, the continental fauna, and
the flora and fauna of the oceans. The vegetation alters the surface roughness,
surface albedo, evaporation, runoff, and field capacity of the soil. Furthermore, the
biosphere influences the carbon dioxide balance in the atmosphere and oceans
through photosynthesis and respiration. On the whole, the biosphere is sensitive to
changes in the atmospheric climate and it is through the signature of these changes in
fossils, tree rings, pollen, etc., during past ages that we obtain information on paleo-
climates of the earth.

At this point we may mention the human interaction with the climatic system
through such activities as agriculture, urbanization, industry, pollution, etc.

2.4 THE CLIMATE SYSTEM

In order to get a better understanding of the nature of the problems involved with
the climate system we will start by discussing the time scales involved and what we
mean by the state of the climate system and its variability.
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2.4.1 The nature of the climate system

As we have seen the climate system (%) is a composite system consisting of five
major interactive adjoint components: the atmosphere (.&/), the hydrosphere (%)
with the oceans (¢7), the cryosphere (¢'), the lithosphere (.¢”), and the biosphere
(A), 1.e.,

S =AdUFHVECVL VA (2.5)

As shown schematically before in Fig. 2.2, all the subsystems are open and noniso-
lated. The global climate system ./°, as a whole, is assumed to be a nonisolated
system for energy but a closed system for the exchange of matter with outer space.
The atmosphere, hydrosphere, cryosphere, and tiosphere act as a cascading system
linked by complex physical processes involving fluxes of energy, momentum, and
matter across the boundaries and generating numerous feedback mechanisms.

The components of the climatic system are heterogeneous thermo-hydrodynami-
cal systems, which can be characterized by their chemical composition and their
thermodynamic and mechanical states. The thermodynamic states are specified, in
general, by certain intensive variables (e.g., temperature, pressure, specific humidity,
specific energy, density, and salinity) whereas the mechanical state is defined by other
intensive variables that characterize the motions (e.g., forces and velocities).

The estimated time scales (which are proportional to the response time) for var-
ious components of the climatic system vary widely from one subsystem to another
and even within the same subsystem. The time scale for the atmospheric boundary
layer varies from minutes to hours; for the free atmosphere from weeks to possibly
months; for the upper mixed layer in the oceans it ranges from weeks to years; for the
deep ocean waters from decades to millenia; for sea ice from weeks to decades; for
inland waters and vegetation from months to centuries; for glaciers the time scale is on
the order of centuries; for ice sheets on the order of millenia and beyond; and for
tectonic phenomena on the order of tens of millions of years.

Due to the complexity of the internal climatic systems and on the basis of the
different response times, it is convenient to consider a hierarchy of internal systems
first taking the systems with the shortest response times so that all other components
are considered to be part of the external system. For example, for time scales of hours
to weeks the atmosphere can be regarded as the sole internal component of the climat-
ic system (../"=.c/) with the oceans, ice masses, land surfaces, and biosphere treated
as the external forcings or boundary conditions. For time scales of months to centur-
ies, the climatic internal system must include the atmosphere and the oceans
(/'=./Ur") as well as snow cover, sea ice, and the biosphere. For the study of the
variability of climate beyond centuries the entire cryosphere and the biosphere must
also be included in the internal system (*"=./U/7U'¢’U.4? ) considering the influence
of ..#” as an external forcing.

A schematic picture of the time scales for the various components of the climate
system is presented in Fig. 2.5. The figure also shows some of the external processes
that may cause fluctuations in the climate system. Thus the whole climate system
must be regarded as continuously evolving with parts of the system leading and others
lagging in time. The highly nonlinear interactions between the subsystems tend to
occur on many time and space scales. Therefore, the subsystems of the climate
System are not always in equilibrium with each other, and not even in internal equilib-
rium. The subsystems also have feedback loops that we will describe later.

The climatic system is subject to two main external forcings that condition its
global behavior, namely, solar radiation and the action of gravity. Among these exter-
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nal forcings we must consider the solar radiation as the primary factor since it pro-
vides almost all the energy that drives the climate system. The solar radiation reach-
ing the top of the atmosphere is partially transferred, partially transformed into other
forms of energy that are eventually dissipated by the general circulations of the
atmosphere and oceans, and partially used in chemical and biological processes.
Within the climate system energy occurs in a variety of forms, such as heat, potential
energy, kinetic energy, chemical energy, and short-wave solar and long-wave terres-
trial radiation. Of all the forms of energy, we may disregard the electric and magnetic
energies since they are only of importance in the very high atmosphere.

The short-wave radiation is unequally distributed over the various parts of the
climate system due to the sphericity of the earth, the orbital motion, and the tilt of the
earth’s axis. More radiation reaches and is absorbed in the tropical regions than at
polar latitudes. Taken over the globe as a whole, observations show that the system
loses about the same amount of energy through infrared radiation as it gains from the
incoming solar radiation. However, small currently unmeasurable imbalances could
occur for both short and long periods (Saltzman, 1977).

Due to the observed range of temperature between the equator and the poles, the
decrease of emitted terrestrial radiation with latitude is much less pronounced than
the decrease in absorbed solar radiation, leading to a net excess of energy in the
tropics and a net deficit poleward of 40° latitude. This source and sink distribution
provides the basic impetus for almost all thermodynamic, in general irreversible,
processes occurring:inside the climate system, including the general circulations of
the atmosphere and oceans.

As a final comment, it may be of interest to note that the entropy of the incoming
solar energy is much lower than the entropy exported by the system through long-
wave radiation. The reason for this difference is that the solar radiation originates
with a temperature on the order of 6000 K, whereas the terrestrial radiation is emitted
at a temperature of about 250 K. The change of entropy As is given by

As = AQ/T,

where AQ is the heat transferred at the temperature 7. Since the earth is, on the
average, in radiative equilibrium at the top of the atmosphere, the generation of
entropy for all internal processes in the climate system is 20 to 30 times larger than the
amount of imported entropy, as we will show later in Chap. 15. Furthermore, in view
of the importance of the frictional, diffusive, and other irreversible processes, the
climate system must be regarded as a highly dissipative system.

2.4.2 The climate state

Even under steady external forcing the internal system is always subject to ran-
dom fluctuations in time and space. We may then consider a large ensemble of
climate states corresponding to the same external forcing and apply the ideas givenin
Sec. 2.2.4 and define climate in terms of the ensemble of internal states and in terms
of a probability distribution. For fixed external forcings we assume the uniqueness of
the limiting set of statistics and accept the ergodic hypothesis so that we can replace
the ensemble averages by time averages. Then we can define a climate state as a set of
'averages over the ensemble completed with higher moment statistics, such as var-
lances, correlations, etc., together with a description of the state of the external
System (Leith, 1978).

If we consider the traditional case of the atmosphere as the internal system we can
define the climate in terms of the atmospheric state together with the mean condi-

21



22

PHYSICS OF CLIMATE

tions of the oceans, cryosphere, land, and other external forcings. Thus for the
atmosphere the averaging interval of time must, at least, exceed the average life span
of the synoptic weather systems in the atmosphere. We can then define climatic
states for a month, a season, a year, a decade, and so on. The traditional 30-year
averaging interval (determined by the International Meteorological Organization) to
define the climate through its mean values and the higher moments is a particular case
for the atmosphere and is still a useful concept.

For a different set of the complete external conditions we may obtain a different
climate state of the internal system so we can define a climate change as the difference
between two climate states of the same kind, such as the difference between the
climate states of two typical August months, two typical decades, etc. This difference
should include the differences between the averages and moments of higher order. A
climate anomaly will then be defined as a departure of a particular climate state for a
given interval of time from the ensemble of the equivalent states.

In our earlier discussion of weather and climate, we mentioned that the physical
laws that govern their evolution are basically the same. However, the applications of
the equations to these problems are different. In climate studies it is necessary to
consider not only the internal effects but also the complex interactions between the
atmosphere and its external system. For weather prediction, the atmosphere be-
haves almost inertially, so that slowly acting boundary conditions can be ignored. For
example, the fluctuations of the sea surface temperature and snow and ice cover can
be disregarded in weather forecasts for up to one or two weeks. Nevertheless, these
changes gradually affect the lower atmosphere, and become important when we want
to study the climate.

Starting with a given initial state, the solutions of the equations that govern the
dynamics of a nonlinear system, such as the atmosphere, result for an infinite interval
of time in a set of infinitely long-term statistics. For different initial conditions the
limiting solutions may or may not be unique (see Fig. 2.6). If all initial states ultimate-
ly lead to the same set of statistical properties, the system is ergodic or transitive. If
instead there are two or more different sets of statistical properties, where some initial
states lead to one set while the other initial states lead to another, the system is called
intransitive. If there are different sets of statistics that a transitive system may as-
sume in its evolution from different initial states through a long, but finite, period of
time, the system is called almost intransitive (Lorenz, 1969; Saltzman, 1983). In the
transitive case, the equilibrium climate statistics are both stable and unique, whereas
in the almost-intransitive case the system in the course of its evolution will show finite
periods during which distinctly different climatic regimes prevail. This may be due
to internal feedbacks or instabilities involving the different components of the climat-
icsystem. The glacial and interglacial periods in the earth’s history may be manifesta-
tions of an almost intransitive system. However, the present geological and historical
information is not yet sufficient to conclusively decide what type of solution applies
to the climate. Of course, the issues of uniqueness and stability of the solutions are
very important in the analysis of the determinism of climate (Lorenz, 1969).

2.4.3 Climate variability

The terrestrial climate has varied significantly and continuously on time scales
ranging from years to glacial periods and to the age of the earth. The variability of
climate can be expressed in terms of two basic modes: the forced variations which are
the response of the climatic system to changes in the external forcing and the free
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FIGURE 2.6. Phase diagrams showing the behavior of transitive (a), intransitive (b), and almost
intransitive (c) climate systems starting from an initial state 4. In a transitive system two different
initial states 4 and A4’ evolve into the same equilibrium state B. An intransitive system will have two
or more alternative equilibrium states 4 and B for the same boundary conditions. An almost intran-
sitive system may behave as if it were intransitive for a given period of time, shifting (e.g., at time ¢,)
to an alternative climate state B where it may remain until a time ¢,. Then after returning to climate
state 4 it may remain there or undergo further shifts.

variations due to internal instabilities and feedbacks, leading to nonlinear interactions
among the various components of the climatic system.

The changes in the purely external factors that affect the climatic system, but are
notinfluenced by the climatic variables themselves, constitute what may be called the
€xternal causes of climatic changes, whereas those changes that are related to nonlin-
¢arinteractions among the various physical processes in the internal system are called
internal causes. The distinction between the two classes of causes is not always very
clear

The external causes comprise variations in both astronomical and terrestrial forc-
“188 The astronomical factors would include changes (a) in the intensity of solar
l"l'ildlance, (b) in the orbital parameters of the earth (eccentricity of the orbit, axial
Precession and obliquity of the ecliptic); and (c) in the rate of rotation of the earth.

Among the terrestrial forcings we must consider: (a) variations in atmospheric
€omposition (mixing ratios of carbon dioxide and ozone, aerosol loading, etc.) due to
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volcanic eruptions and human activity; (b) variations of the land surface due to land
use (deforestation, desertification, etc.); (c) long-term changes of tectonic factors
such as continental drift, mountain-building processes, polar wandering, etc. Some
other possible terrestrial and astronomical forcing mechanisms have been suggested,
such as changes in solar output, the collision of the earth with interplanetary matter,
changes in volcanic activity, and changes in the geothermal flux.

The internal causes are associated with many positive and negative feedback
mechanisms and other strong interactions between the atmosphere, oceans, and
cryosphere. These processes can lead to instabilities or oscillations of the system
which can either operate independently or introduce strong modifications on the
external forcings. Let us show by some examples what we mean by the difference
between an externally forced variation and an internally free change. The seasonal or
diurnal variations of the climate are clearly related to the external astronomical forc-
ing. Butthere are day-to-day weather variations that take place independently of any
changes in external forcing. These irregular fluctuations with time scales of several
days to a week may be connected with the passage of migratory atmospheric pertur-
bations (highs and lows on the weather map) or with the passage of a frontal system.
They are to be considered free, because they result from the internal baroclinic
instability of the zonal current (see Secs. 3.5.3 and 13.3.3.5) which depends only on
the critical value of the latitudinal gradient of the temperature.

To further illustrate the large range in variability in time for the atmosphere we
present here a spectrum for the temperature (internal energy) near the earth’s sur-
face. Figure 2.7 shows an idealized variance spectrum of the atmospheric tempera-
ture during its past history as evaluated by Mitchell (1976). The analysis of the
spectrum shows several spikes and broader peaks. The spikes are astronomically
dictated, strictly periodic components of climate variation, such as the diurnal and
annual variations and their harmonics, whereas the broad peaks represent variations
that are, according to Mitchell, either quasiperiodic or aperiodic—however, with a
preferred time scale of energization. Many of these broad peaks cannot be directly
explained by the known external forcings. They indicate the existence of a strong
free variability within the system.

The peak at three to seven days is associated with the synoptic disturbances
mainly at midlatitudes. The slightly raised region of the spectrum at 100400 years is
associated with the “little ice age” that began near the early 17th Century with rapid
expansion of the mountain glaciers in Europe. The peak near 2500 years is perhaps
due to the cooling observed after the “climatic optimum,” about 5000 years ago,
which predominated during the great ancient civilizations. The next three peaks are
perhaps related to deterministic astronomical variations of the orbital parameters of
the earth, which are supposed to be responsible for the ice ages (Milankovitch,
1941): (a)the eccentricity of the orbit of the earth with a cycle of about 100 000 years,
(b) the axial precession with a cycle of around 22 000 years, and (c) the change in the
obliquity of the ecliptic or the axial tilt with a period of about 41 000 years. Finally,
the peaks near 45 and 350 million years may, according to Mitchell (1976), be related
to glaciations due to orogenic and tectonic effects and to continental drift.

For a linear system the externally forced variations would lead to a simple rela-
tionship of cause and effect: if the forcing is an oscillatory process the response of the
system would have exactly the same frequency. As we have seen, thisis not always the
case, since the internal climatic system is inherently unstable and never reaches the
equilibrium state.

In conclusion, climate variability results from complex interactions of forced
and free variations because the climate system is a dissipative, highly nonlinear sys-



NATURE OF THE PROBLEM

|
T SPECTRUM
SURFACE

prrrroTr

Aop |

T [T

sy 2L

shop /-¢

SADP |

s1h uoigpw 00S - 00Z

s14 00¥ -00L

s1A 005Z

s14 0000
s14 000'0%
s14 000’001

s4A uoljpw 09-0€

“2yuo3 jo eBy

Wiy o Liiaan g g g i ITOT A lesgss s g g Lisio s 0 g 4

- - ~ ° - -
(=} o o -

- - -

FONVRIVA JALVIY

107 10% 107 1% 10 10t 10 0 10
PERIOD IN YEARS

lOIO

FIGURE 2.7. Idealized, schematic spectrum of atmospheric temperature between 10~ *and 10" yr adapted from Mitchell (1976).



26

PHYSICS OF CLIMATE

tem with many sources of instabilities. The interactive and often nonlinear nature of
the instabilities and the feedback mechanisms of the climatic system make it very
difficult to obtain a straightforward interpretation of cause and effect.

2.5 FEEDBACK PROCESSES IN
THE CLIMATE SYSTEM

Of particular importance in open systems such as the components of the climatic
system is feedback, a concept often used in electrical engineering. The feedback
mechanisms act as internal controls of the system and result from a special coupling
or mutual adjustment among two or more subsystems. Part of the output returns to
serve as an input again, so that the net response of the system is altered; the feedback
mechanism may act either to amplify the final output (positive feedback) or to dam-
pen it (negative feedback). There is a large number of such mechanisms operating
within the various components of the climatic system and between the subsystems.

2.5.1 Feedback concepts

Because of the importance and the increasing use of the feedback concept in
numerical simulations, we will give here an elementary formulation of it, using an
approach similar to that used in electrical engineering (Smith, 1987). As shown in
Fig. 2.8, the basic idea is to use a portion of the output signal to modify the input
signal. We will define the gain or transfer function of a system, G, as the ratio of the
output signal V, to the input signal V:

G=V,/V,. (2.6)
If V;: denotes the portion of the output signal that is fed back we can define a feedback
factor H:

H="V./V, .7

Therefore, the inputsignal V|, = V5 + Vr,where Vj is the initial input signal. Then
we can write [see Fig. 2.8(a)]

V=GV, =G(Vs + V) = G(Vs + HV,) = GV + GHV,. (2.8)
Let us now relate the signal input Vg to the final output ¥, by introducing an effec-
tive transfer function G which includes the feedback [Fig. 2.8(b)] so that

Gy = V,/Vs. (2.9)

Solving for V, from Eq. (2.8) and substituting ¥, into Eq. (2.9), we obtain for the gain
with feedback the following expression:

G G

= == 2.10

FETCGH 1 f (2.10)
where f = GH is the feedback of the system. Thus
G G

V,= Vs = Vs. 2.11

2 l— GH S 1 —‘f S ( )
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FIGURE 2.8. Schematic diagrams of a simple feedback loop often used in electrical engineering,
where V, is the initial input signal and V, the output signal. G, H, and G represent the gain,

feedback factor, and effective gain of the system, respectively.

If the system has several feedback mechanisms linked in series (a cascading system)
the final transfer function will be the product of the individual gains:
Ge =11,Gg;.
since, e.g.,
VilVs = (Vo Vs) (V/V3) (Vi V).
If the feedback processes are in parallel, i.e., independent of each other, the response
is linear and the feedbacks are additive so that the final gain is given by
_ G G
1-G=,H, 1-3f

Let us again consider the single feedback case given in Eq. (2.10). In the case of
zero feedback, f= 0 and Gy = G. For a negative feedback, f<0 and 0< Gy <G.
ésf becomes larger and larger negative, G tends asymptotically to zero. For posi-
tive feedbacks with 0 <f< 1, we find Gy > G. However, as f approaches unity, Gg

Pecomcs infinite. For f> 1, G would become negative, which is a physically unreal-
istic case.

Gy (2.12)

2.5.2 Applications to the climate system

Let us apply the previous concepts to the climate system. Under equilibrium
conditions, the net radiation (solar minus terrestrial) at the top of the atmosphere F.,
18zero. The mean surface temperature of the earth T, can then be regarded as one of
the responses of the climatic system to the imposed external forcings, taking into
Consideration all possible internal feedbacks.

Any external perturbations due, e.g., to changes in solar output, atmospheric
Water vapor, clouds, carbon dioxide, volcanic eruptions, etc., will induce an imbal-
ance in the net radiation at the top of the atmosphere, AFy, .If the system is damped,
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the variables of the climate system, including T ,will change in order to adjust to the
new equilibrium state. Thus we will regard AF,, as the signal input Vg for the
climate system and AT, as the output V, (see Fig. 2.9). We can then write

AT, = Gy AFy,, (2.13)

sfc
where, in this context, G is a sensitivity factor that is sometimes denoted as the gain.
Basically, it is a transfer function as we discussed above.

The transfer function G, incorporates all feedback processes that take place in
response to the externally imposed AF,. For the feedback mechanisms the input
signal is now AT, and each of the processes is characterized by a transfer function,
H;. Assuming that the feedback processes are independent (see Fig. 2.9) we can write
for the final input

APy = AFry + (3 H AT, (2.14)

Added to the external forcing AF;, is a net effect given by the second term on the
right-hand side of Eq. (2.14) resulting from internal feedback processes, acting by
themselves. Then we can write

G G
AT, =|——— | AF;, = AF. 2.15
(o) (e a9
where G is the gain without feedback and f; represents the feedbacks of the different

processes.
Without feedbacks (Z.f; = 0) the temperature response, denoted by ATE,
would, of course, be very different from AT, . The ratio of the gain with and without

feedbacks is then given by
GF AT‘sfc _ 1

(2.16)

G ATx: 1 —Z2f,
We should note that these analyses have some limitations because they do not permit
interactions among the various processes or nonlinear responses.
Since

dGe _ G
o  a-3)7

we see that Gy is sensitive to small fluctuations in f; which means that f, must be
evaluated with high precision. We see that the approach discussed here, simple as it
may be, permits us to get some insight into the corplex feedback mechanisms in the
climate system.

In general, the transfer functions can be expressed in terms of partial derivatives.
In the present case we can assume that F, depends on external variables x,, internal
variables x;, and, explicitly, on the surface temperature T, . Furthermore,
x; = x;(T,.) so that we can write the following expression for the total variation:

OF{, Ox; JF{,

OF |, ( )
AF, = Ax AT, . 2.18
TA Z;' ax. .+ Z g, I, + aT.. fi (2.18)

(2.17)

Comparing this equation with Eq. (2.14) we see that

OF{, Ox;
i S H
Z;’ dx; dT, Z '

sfc i

represents the contributions of the internal feedbacks.
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FIGURE 2.9. Example of a set of possible feedback loops in the climate system, where the input is
animbalance in the net radiation at the top of the atmosphere AF ., and the output is the change in
surface temperature of the earth. The symbols G, H,, H,,... and G represent the gain, feedback
factors, and effective gain of the climate system, respectively.

This type of analysis or some other variations of it (Schlesinger and Mitchell,
1987) are being used frequently in assessing the behavior of numerical climate mod-
els.

2.5.3 Some examples

The reflectivity (albedo) for solar radiation is a very important factor in the
energy balance. The high albedo values of snow and ice make them a dominant factor
Inthe climate mainly in the polar regions. The extent of ice and snow depends largely
on the near-surface temperature of the air. If the temperature decreases for some
Teason the amount of snow and ice will generally increase or last longer, which will
lead to an increase of the planetary albedo. Then more solar radiation will be reflect-
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ed and less energy will be available to heat the atmosphere, and the temperature of the
atmosphere—snow/ice system will further decrease.

On the other hand, suppose that the snow or ice cover decreases in extent, then
because of the decreased albedo less solar radiation will be reflected and the tempera-
ture will increase leading to a further decrease of snow or ice cover. These snow/ice~
albedo—temperature interactions are examples of positive feedbacks (see Fig. 2.9).

Changes in vegetation cover can also cause variations in the surface albedo lead-
ing to important local feedback effects, such as exemplified by progressive desertifi-
cation (Charney et al., 1977).

As another example of a positive feedback mechanism we can mention the water
vapor—greenhouse effect. Anincrease in surface temperature, in the absence of other
changes, will cause the evaporation at the earth’s surface and the amount of water
vapor in the atmosphere to increase as well. Since water vapor is a strong absorber of
long-wave radiation more terrestrial radiation will be trapped, heating the lower at-
mosphere and leading to a further increase of the temperature. If on the other hand,
the temperature becomes lower due to some other reasons (e.g., ice—albedo feedback),
the amount of water vapor decreases and the greenhouse effect becomes less effec-
tive.

Another way of expressing this same feedback mechanism is to accept that the
time-mean relative humidity at a particular altitude tends to remain almost constant
within a relatively large range of temperatures in the lower atmosphere. However,
while the relative humidity remains practically the same, the absolute humidity in-
creases rapidly with temperature. Thus an increase of temperature at constant rela-
tive humidity increases the amount of water vapor in the air leading through the
absorption of long-wave radiation to a further increase in the temperature. We
should note that the name water vapor-greenhouse effect is actually a misnomer
since heating in the usual greenhouse is due to the reduction of convection, whereas
in the case of water vapor the heating is due to the trapping of infrared radiation.
Other gases, such as carbon dioxide, can also contribute to the greenhouse effect.

As an example of a negative internal feedback, we can consider the temperature—
long-wave radiation coupling in the atmosphere. If the temperature increases, the
atmosphere will generally lose more long-wave radiation to space, thus reducing the
temperature and attenuating the initial perturbation.

Sometimes the cloudiness—temperature interaction is given as an example oﬂ a
simple feedback system. However, clouds can lead to many different feedback pro-
cesses because they are both excellent absorbers of infrared radiation and effective
reflectors of solar radiation. These two opposing effects make the clouds an essential
but very complex modulating factor in the radiation balance of the earth. The
amount of infrared radiation emitted to space depends on the temperature of the
cooler cloud tops and is generally lower than the amount of radiation emitted by the
warmer clear atmosphere and warmer earth’s surface. Thus the net amount of outgo-
ing terrestrial radiation to space is reduced by the presence of clouds and some
radiation is trapped, augmenting the water vapor—greenhouse effect. It seems that
the influence of the high reflectivity for solar radiation predominates for low and
middle clouds leading to a cooling with increased cloudiness, whereas high cirrus
clouds are more transparent to short-wave than to long-wave radiation leading to a
reinforced greenhouse effect. Itis clear that the final outcome of the various possible
cloud feedbacks is difficult to assess because it depends not only on changes in the
amount but also on changes in the type of clouds, the cloud heights, the cloud liquid
and ice water content, and the size of the cloud particles (e.g., Ramanathan er al,,
1989, and Cess et al., 1989).
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The extreme complexity of the multiple feedback interactions in the climatic
system also becomes apparent in the case of air-sea exchange. In this case, sea sur-
face temperature anomalies tend to strongly affect the thermal structure of the lower
atmosphere and eventually, through the atmospheric general circulation, they also
affect the surface wind stresses. These anomalous wind stresses form the feedback
mechanism from the atmosphere back to the oceans by generating changes in the
general circulation in the oceans that, in turn, modify the sea surface temperature
anomalies, closing the loop.

As we have seen there are in nature many positive and negative feedback pro-
cesses. However, it must be noted that a positive feedback process cannot proceed
indefinitely because it would lead to runaway situations that have not been observed
on earth but may have happened in the case of Venus. Therefore, a compensation
between positive and negative feedback processes must prevail in the mean. There is
some geological evidence (Crowley, 1983) for catastrophic changes in the climatic
state (e.g., at the end of the Cretaceous and during the sudden glaciations of the
Pleistocene) that could involve some runaway process and in which a change to a new
and different climatic state occurred.



CHAPTER 3

Basic Equations for the
Atmosphere and Oceans

Our discussion will be organized around the governing equations of the atmo-
sphere taken as one of the internal subsystems of the climatic system. These equa-
tions express the principles of conservation of mass, momentum (Newton’s second
law of motion), and energy following the approach advocated by Starr (1951). We
will assume that the atmosphere behaves as a homogeneous gaseous system that obeys
the ideal gas law when unsaturated. We will further assume conservation of water
substance in the various phases for the entire climatic system. Thus we must also
include the laws governing evaporation, condensation, and the conversion of cloud
droplets into precipitation (raindrops and snow crystals). The radiation laws express-
ing short-wave absorption, reflection, scattering, and infrared radiative transfer will
be discussed extensively in Chap. 6. We will consider here the fluid components of
the climatic system as a continuum and a thermo-hydrodynamical system. Usually a
local Cartesian coordinate system (x,y, 2, t) is used with x parallel to the latitude
circle (positive to the east), y parallel to the meridian circle (positive to th{ north), and
2 in the vertical direction (positive upward), and ¢ denoting time.

3.1 EQUATION OF CONTINUITY

The principle of conservation of mass for a given element of mass §m = péV is
given by d(p6V)/dt = 0, which leads to the equation of continuity. In fact, if we
expand the previous derivative we obtain

p dt 6V dr

>

where the right-hand side represents the relative rate of expansion of the volume
element. This expansion rate is just the three-dimensional divergence of the wind
velocity vector

_ L’ _give, 3.1)

p dt
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where c is the three-dimensional wind velocity with components u (positive if east-
ward), v (northward), and » (upward), and p is the density.
Another form of the continuity equation is given by

42 _ o dive, (3.2)

dr
where @ = p ' is the specific volume.

The time derivatives in these equations are material or substantial derivatives,
expressing the rate of change seen by an observer moving with the flow. Since the
density is a function of space and time we can expand the total derivative dp/dr as
follows:

d_p—a_p+ua_p+va_p+wa_p=a—p+c-gradp,

dr or Ox dy dz Jr

where dp/dt is the local, Eulerian time derivative, and c-grad p represents the advec-
tion of mass. Thus the equation of continuity can be written in a local form as

P _ _ div pe, (3.3)
ar
since div p ¢ = p div ¢ + c-grad p.

Under hydrostatic equilibrium, the vertical pressure gradient dp/dz balances the
gravity force pg, ordp = — pg dz. As the atmosphere is almost always in hydrostatic
equilibrium (with the exception of small-scale phenomena, such as cumulus convec-
tion), the geometrical (x, y, 2, t) coordinate system can be replaced by the (x,,,t)
system, where the pressure p is used to specify the position in the vertical rather than
the geometrical height z. In this new system the continuity equation can be written,
noting that m = — 8x5y8p/g, as

i5m=0
dr
or
1 d
—_— — (6x6 ——6
omad 5x6 d( )+ 5o a O =
or
. dw
divv+—=0, 34)
a

Wwhere v is the horizontal component of the wind vector and @ = dp/dr. The quantity
@ can be thought of as the component of velocity along the p axis. In fact, since

dp

P _% | eradp+ vl 35
2

d ot

and since gp/Jr and v-grad p are, in general, much smaller than the last term we find
that

w~w
9z
Or assuming quasihydrostatic equilibrium

o= —pgw.
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It must be pointed out that in this form of the continuity equation we are dealing with
the two-dimensional horizontal divergence, and that the equation does not explicitly
contain the density and time derivatives.

Using the longitude A and latitude ¢ instead of x and y we may define a new (1,4,p,t)
system in which the continuity equation becomes

du dvcosd | dw _
Rcos¢dh Rcos¢gdd Ip
where R is the mean radius of the earth.

0, (3.6)

3.2 EQUATIONS OF MOTION

The equations of motion are an expression of Newton’s second law, i.e., the law of
conservation of momentum. They state that, in an absolute nonaccelerating coordi-
nate system, the mass in a given volume can gain or lose momentum in three ways.
The first way is through body forces acting upon the mass, such as gravity, the second
through surface forces acting at the boundaries, such as pressure forces, and, finally
through the exchange of mass possessing different amounts of momentum across the
boundaries of the volume. The effects of friction are included. Sometimes it is
convenient to express the friction force F as a shear stress acting at the boundaries of
the volume. These stresses are important where the atmosphere and oceans are in
contact with the lithosphere or in contact with each other.

The body force for a unit mass can be expressed as the gradient of the earth’s
gravitational potential — grad ¢, . The net force per unit volume due to changes of
pressure is — grad p so that the force per unit mass is given by — (1/p)grad.p.

Now the equations of motion can be written per unit mass as

dc ‘
—4 _ —_(gradp) —grad ¢y + F, 3.7
dt P e

where ¢, is the three-dimensional velocity vector measured in a nonrotating, absolute
reference frame and F is the friction force. For a frame of reference that rotates with
the earth with an angular velocity €, the equations have to be adjusted. Let the
subscript 4 refer to quantities measured with respect to the fixed or absolute system
and the subscript r refers to quantities measured relative to the rotating frame. Thus
a point with a fixed position in the rotating system r, has a velocity Q Xr,.When the
point is moving with respect to the rotating frame its velocity relative to the fixed
frame is now given by

\

dr =di+ Qxr
&t dr '
or
¢y =c+ QXr,.

Applying this operation twice we obtain for the acceleration
dc,
dr

=%(c+ﬂ><r,)+ Qx(c+ Qxr,)

or
de
A _d saxe+ Qx(Qxr,).
dt dt
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Thus the acceleration in the inertial frame dc, /dt is expressed as the sum of the
acceleration observed in the rotating frame (the so-called apparent acceleration)
dc/dt, the Coriolis acceleration 2(2 X ¢, and the centripetal acceleration Q X (2 Xr,),
which acts inward at right angles to the axis of rotation. This last term can be written
in the form

QX (QXr)=0XQXr)= — Q°r,
where r is the radius vector of the latitude circle (jtf = R cos ¢), and it can also be
written in the form of the gradient of a scalar quantity:
Q’r = grad § (A Xr)%
The equations of motion (3.7) in the relative framework can now be written in the
form
de
- +2QXe= — (gradp)/p —grad ¢ + F,
3
where ¢ is the geopotential defined by
b= by —— VR cos’ 4,

i.e., the sum of the gravitational potential and the centripetal potential.

Finally, introducing the apparent gravity vector g = — grad ¢, we find
‘;—: = —2Q0Xc—(gradp)/p+ g+ F. (3.8)

The word “apparent” gravity implies that the centripetal force does not appear expli-
citly in the equations of motion, but is absorbed in the geopotential.

In writing the Coriolis term — 22 X ¢, on the right-hand side, Eq. (3.8) becomes
formally equivalent with Eq. (3.7). However, it includes a new apparent force which,
as the centripetal force, arises from the motion of the air with respect to the ground.
This force is the well-known Coriolis force, given in vector formby — 2Q X ¢. Itacts
normal to the velocity vector and is everywhere at right angles to the earth’s rotation
axis, or, in other words, parallel to the plane of the equator. In general, the horizontal
components of the Coriolis force have a greater significance than the vertical compo-
nent because the latter is usually negligible compared with gravity and the vertical
component of the pressure gradient force. The horizontal componentsin the A and ¢
directions are given by fv — f'w and — fu, respectively, where f = 2() sin ¢, the so-
called Coriolis parameter, and f' =2 cos . The value of f at 45° latitude is
1.03x10 *s !

The equations of motion (3.8) can be rewritten for the three individual components
in a spherical coordinate system (A,#,2,t) since we may assume, for our purposes, that
the geoid can be approximated by a sphere. For a derivation see, e.g., Holton (1972):

du tang uw . 1 op
—==—w——+fo—fw———"—4F, 3.9a
&R TR T Reosgar T (3:92)
dv tang , ovw 1
dv _ _w L 1% g 3.9b
ar R TR T R ¢20)
dw _u?  o? 1 dp
et 4 fu——"E _g4+F, 3.9¢
dt R+R+fu p 9z o @5

Where u = R cos ¢ dA/dt, v = Rdg/dr, and w = dz/dt.
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The first two terms on the right-hand side of Egs. (3.9a)—(3.9¢) are of the form &, /R
and show the influence of the geometry of the earth on the motion field. Itisinterest-
ing to point out that these terms, when multiplied by the corresponding velocity
components, do not “perform work” (generate Kkinetic energy) since
uf,/R + v€,/R + w&/R = 0. Also, the Coriolis terms involving f and f" satisfy a
similar invariance relationship, i.e., they do not generate kinetic energy.

3.2.1 Frictional effects

The friction force, which was symbolically written as F=(F,,F,,F,)
= (F,, F,, F,), is equal to the divergence of a stress tensor 7:
F= —adivr. (3.10)
The stress tensor can be written as a time covariance of the microscopic velocity
fluctuations 7 = pc'c’, where the bar indicates a time average (say for the period of an
hour) and the prime a departure from the time average. The method of notation for
the various components of the stress tensor 7 is illustrated in Fig. 3.1. Not only
molecular-scale processes but also those scales of motion that are not explicitly re-
solved in calculating the advection of momentum are lumped into the stress; it is a
kind of residual term. The friction force can be neglected except close to the earth’s
surface, the ocean bottom, and in regions of strong wind shear near the jet streams.
The “eddy friction” due to cumulus momentum mixing and breaking gravity waves
may also be important in other parts of the atmosphere.

The zonal (eastward) component of the friction force consists of three parts:

F - 1 (31‘,, 4 ar,. " ar,, )
¥ p\dx  dy 9z /

Near the earth’s surface the strongest wind shears are in the vertical direction, so
that one can neglect the first two terms in F,.Further, a flux-gradient relationship
7., = ( — 1/p)(0u/dz) (Newton’s law of viscosity) holds very well for 7, near the
surface. Thus

Fo_ Y9, 15puw  duw
¥ p dz p dz dz
dz\p dz dz\ dz

where y = dynamic coefficient of viscosity and v = u/p = kinematic coefficient of
viscosity ~1.2X 10" °m?s ™'

Since small-scale turbulent eddies in the atmospheric boundary layer are much
more efficient than viscous effects for transferring momentum, the kinematic coeffi-
cient of viscosity has to be replaced by a much larger coefficient of eddy viscosity Ky
in order to obtain realistic results:

J du
F, az(KM az)' (3.12)
For example, to include all effects of eddies up to scales of roughly 10 m an eddy
coefficient of K,y =10 'm®s ' must be used (see also Sec. 10.4). Expressions
similar to Egs. (3.11) and (3.12) can be established for F, and F,.

For the oceans, the characteristic values of the molecular and eddy kinematic
viscosities are 1.9X 10 ®m?s 'and 0.0002 — 0.75 m?s ~ ', respectively. Whereas
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the molecular viscosity is constant with depth and depends only slightly on tempera-
ture, the eddy viscosity changes with the density stratification and with the other
characteristics of the shear flow.

3.2.2 Filtering of the basic equations for the atmosphere

Equations (3.9a)—(3.9¢) can be specialized, or filtered, in order to exclude certain
phenomena, such as sound waves, that are not thought to be important for the large-
scale climate in the atmosphere and oceans. Further, because the vertical extent of
the atmosphere is small compared with its horizontal dimensions, there is the tenden-
cy for the circulations to be predominantly horizontal and in quasihydrostatic equilib-
rium. These assumptions can be incorporated into Egs. (3.9a)—(3.9¢) by selecting the
dominant terms using scale analysis (Charney, 1948). Scale analysis is basically a
technique for estimating the orders of magnitude of the various terms in the govern-
ing equations for a particular class of motions. Itis based on dimensional analysis and
on an adequate choice of the characteristic values of, e.g., the length, depth, and time
scales for the fluctuations. These characteristic values are used as basic units to
measure the various terms in the governing equations.

For the typical scales of motion in the atmosphere we assume the following
characteristic values as being representative of the observed values:

horizontal length scale L ~10°m;

depth scale H=10"m;

horizontal velocity scale #~10ms

vertical velocity scale w~10"*ms"
horizontal pressure scale Ap=~10 mb = 10° Pa;
time scale L/u=10%s.

Since 2 =7.29X 105 s~ ', the Coriolis parameter f = 2(Q sin ¢ is approximately
10~%s~ ' in middle latitudes, and we have

(ﬂ,d—v)'vu—-: 10-* ms~
dt " dt L

(d;w)~ﬂ= 10" ms
dt L

(fu,fv)~10" ms
(f'w)~10"°m s

(ﬂ ,...)~ 10 ms

R
(-i‘-’-—,...)qo-’ms*
pRI$

(LQ)~10ms‘

p dz

(Fi, F)~10"*t0 10"  ms™3

(F,)~10"°t0 10 "ms™
and

(g)~10ms~ .
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A T2

v

FIGURE 3.1. Schematic diagram showing the three stress components 7,,, 7,,and 7., on the

z = constant plane in the x, y, and z directions, respectively. The friction force is given by the
divergence of the three-dimensional stress tensor F = — a div 7.

Frictional effects can be generally neglected for synoptic-scale meotions above the
planetary boundary layer.

The filtering of the third equation of motion (3.9¢) leads to a quasibalance be-
tween the vertical pressure gradient force and gravity:

92~ —ps, (3.13)
dz

which is the condition of hydrostatic equilibrium. As mentioned earlier, it is conven-

ient, at times, to use pressure as the vertical coordinate leading to the so-called

(x,, p, t) system since pressure and height are related through Eq. (3.13).

In small-scale turbulence, cumulus convection, and meso-scale phenomena, the
vertical velocities may be of the same order of magnitude as the horizontal velocities,
and hydrostatic equilibrium conditions are not observed. However, the departures
from hydrostatic equilibrium are of short duration and confined to small regions.

If we keep only the terms of the order 10 ~ > m s ~ ?in the horizontal equations of
motion (3.9a) and (3.9b), we find an approximate balance between the horizontal
pressure gradient and the Coriolis force, the so-called geostrophic balance:

1 ap
fo,=———"% 3.14a
® pRcosgdd (3.142)

1 dp
-_L1 9r 3.14b
fig = = (3.145)

or

4

v, = R kX grad p, (3.15)
pf
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where u, and v, indicate the horizontal components of the geostrophic wind v, . The
geostrophic solutions show that the winds tend to blow parallel to the isobars with
high pressure on the rightin the Northern Hemisphere and on the left in the Southern

Hemisphere.
In the (x,y,p) system the same filtering would lead to

gz
=— 3.16

foe Rcos¢d A (3-162)

gdz
= — » 3.16b
o= — A2 G.160)

or

Vg =%kx grad g. 3.17)

The geostrophic approximation applies when the acceleration is much smaller
than the Coriolis force. The nondimensional quantity R~ (dv/dt)/ fu~u/fL,the so-
called Rossby number, sets a criterion for the validity of the geostrophic approxima-
tion. In the atmosphere, R,~ 10~ ', whereas for the oceans, R, =10 ~ > implying a
much stronger geostrophic constraint for the ocean circulations.

In Egs. (3.92) and (3.9b), u and v can be regarded as the sum of the geostrophic
components %, and 7, and the corresponding ageostrophic components u,, and v,,,
ie,u=u, +u, and v = v, + v,,. The horizontal divergence of mass is largely due
to the ageostrophic component of the flow. Of course, the geostrophic conditions are
not valid near the equator where f becomes very small. Also, close to the earth’s
surface frictional effects have to be included leading to a cross-isobaric flow and a
reduction in intensity of the wind. As in the case of the hydrostatic equation, the
geostrophic approximation is not valid for small-scale circulations.

) If we use a filter of 10 * m s ~ ? the horizontal equations (3.9a) and (3.9b) can be
written

du 1 ap

—=fo - ———+ F,, 3.18
dr fo p R cos $dd o (3-18a)
dv 1

—=—fu————+F 3.18b
di p R to (3.18b)

If We want to study global-scale circulations with length scales on the order of the
l'?dm§ of the earth, such as the quasistationary waves or the mean meridional circula-
tons in the Hadley and Ferrel cells (see Sec. 7.4.3), we have to also include some of
the metric terms so that Egs. (3.9a) and (3.9b) become

du tang 1 4
= 27 ———* _+F, 3.18¢
dt R uo+fo p Rcos ¢dA * ¢ )
dv tangd 1

f_ _ —fu —— —— +F,. 3.18d
& R ‘T e T G159

These €quations are more general than the geostrophic equations because they in-
°_|“de the accelerations and friction. They therefore become prognostic equations
(l.e.,'they contain time derivatives), whereas the geostrophic equations are only diag-
Rostic equations (i.e., they do not contain time derivatives).
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Assuming hydrostatic equilibrium, dp/dz = — pg, and using the mathematical
expressions for derivatives, such as
a gz a.
(i) - _ (_z) (_) = pg(_z) , (3.19)
dx /. Ix/p ap ox/,

we can rewrite the horizontal equations of motion (3.18¢c) and (3.18d) in the (4,4,
system in the following form:

du tang g0z
au _g - 8% .F, 3.20
dr R wo +fo R cos ¢ * (3.202)
dv tangd g0z
dv_ _ —fu— %% L F,, 3.20b
dr R “ " Rag T (3.200)
where
d _4d J J a
=t 0——  >— 3.21
% o “Reosgor "oz “a (3.2
and w = dp/dk.

3.2.3 Filtering of the basic equations for the oceans

For large-scale oceanic circulations we have the following characteristic values:

horizontal length scale L=10°m;
depth scale H=4X10"m;
horizontal velocity scale u~10"'ms™
vertical velocity scale w=~10"*ms™ Y
horizontal pressure scale Ap =10 mb;
time scale =~107s.

The Rossby number for the oceans is then

Ry=u/fL =10~

Therefore, the advective terms can be neglected except possibly in strong boundary
currents, such as the Gulf Stream and Kuroshio, and in the equatorial undercurrents.

For the oceans, we can use a similar procedure as in the atmosphere to filter the
equations of motion. The results are formally the same as Egs. (3.18a) and (3.18b):

du 1 ap
—=f— —————*F——+F
dr o p R cos ¢di 2
dv 1 dp
—= —fu————+F,,
a- T Rag T
where
a
F i~ — 1 97 :i (KM ﬁ)
p Oz Oz dz
and
Fom - L3 9 (g, ),
p Oz Oz 2z

In oceanography, it is more common to define the stress with respect to the
oceans rather than with respect to the atmosphere or, in other words, to use the
opposite sign for the stress. However, to avoid confusion we will keep the same sign
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convention as for the atmosphere, and use a positive sign for 7., and 7,, when momen-
tum is transferred from the ocean to the atmosphere.
Hydrostatic equilibrium is also observed:
'é’; = — P8
oz
where p is almost constant.
The steady-state equations for the oceans can be reduced to

9 — zx
p Rcosgddl p 9z

Ju= _ii_,_.lu, (3.22)
p R3p p oz
since the advection terms are very small.
The velocity can then be separated into two parts, one part driven by the pressure
gradient (the geostrophic components #, and v,) and the other part driven by the
gradient of the stress (the Ekman components u and v ):

1 g
Uy = ————,
of R3¢
1 ap
Vg = — ————
pof R cos ¢ad
and
14
Uy = p—fa (=7 (3.23a)
10
= ———(- 3.23b
vE pf&z( sz) ( )

The Ekman components are mainly important in the boundary layers.

The vertical integration of Egs. (3.23a) and(3.23b) from a depth z = — §, where
is deep enough (on the order of 10 to 20 m) that 7,, ( — §)and 7,,( — &)are practical-
ly zero, to the ocean surface at 2z = 0 leads to a mass transport:

Mg, = f pug dz = %( — Toy)s (3.24a)

M, =f pog dz= — %( — Top)- (3.24b)

&
Here 7, and Toy are the components of the surface wind stress. These equations
Sffow that the mass transport vector Mg = (Mg, , My, )is atright angles to the surface
wind stress vector 7, defined by

7y =i, + iTO_y'
In vector form, Eq. (3.24) becomes

Mg = — % roXk. (3.25)

I_f we differentiate the two components of Eq. (3.24) with respect to x and y, respec-
tively, and add we find

a a

— Mg, +— Mg, = curl (— 7/f).

ax E. &y Ey ( [t} f)
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Using conservation of mass within the Ekman layer the left-hand side of this equation
reduces to pwg ( — ), the vertical mass flux at the bottom of the Ekman layer:

pwg( — 6) = curl ( — 7,/f). (3.26)
Here wg ( — 6) is usually called the “Ekman pumping” vertical velocity.

Using the observed fact that the flow is generally geostrophic below the surface
Ekman layer and away from the boundaries, we can now derive an expression for the
net meridional flow in the interior of the ocean. We will use the (x,y,2,) system for
simplicity. First we eliminate the pressure by cross differentiation of the steady-state
equations (3.22):

_ _ l 3p l a(_ 2:)
fo= - p ax p 9
_ ap l a(_sz)
fu= P %

which yields (assuming p = constant)

Z’v (g: curl[— (— r)]
or
Fu 37)) 1 4

Bv-{—f(&y N =;£curl(—r),

where 3 = df/dy = 2{} cos ¢/R. At 45° latitude S =1.62X10""m 's Inte-
gration with respect to 2 from the ocean bottom ( — H), where the flow is assumed to
be zero, up to the height of sea level 7 leads to

,Bf vdz+fJ- (—+—)dz=;curl(—rﬁ)

Because of conservation of mass the second term on the left-hand side of the equation
vanishes so that we can write for the northward mass flow M, :

7
M, =J pv dz=M. (3.27)
H B
This is the expression for the net meridional flow of mass in the interior of the ocean
gyres away from the lateral boundaries, the so-called Sverdrup transport. Thus one
would expect to find a general equatorward flow in the subtropical gyres where
curl( — ) < 0. The poleward return flow is found to occur in narrow western bound-
ary currents such as the Gulf Stream and Kuroshio (see also discussions in Chap. 8).

3.3 VORTICITY EQUATION

3.3.1 Some definitions of vorticity

The vorticity is defined as the curl (rotational part) of the velocity field:
¢ =curle. (3.28)
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Thus, in a Cartesian coordinate system (x,y,2) the vorticity components are related to
the velocity components (#,,w) as follows:

5= g T (3.29a)
_9u_ow

[ % o’ (3.29b)
_9v _ou

;= = o (3.29¢)

For a fluid in uniform rotation (rotating as a solid body) with constant angular veloc-
ity Q2,, the linear velocity is given by
c=Q,Xr,
so that
curl ¢ = curl(Q2, Xr) = 29},
i.e., the vorticity is twice the angular velocity. Using the Stokes and mean-value

theorems, we will obtain a generalization of this same result, i.e., the average vorticity
of each fluid element is twice the average angular velocity of the fluid. In fact, by

Stokes theorem,
ffg-n dA = § cdr=l,,

A
the normal component of vorticity passing through an open surface 4 is equal to the
circulation I', of the velocity field around the boundary contour. For a surface
element 84, application of the mean-value theorem leads immediately to

Z, =¢,1/84,

where C, is the mean tangential velocity around the contour /. If we take for the
elementary area a circle of radius r, then

¢, =t 22‘
n t 777'(2) 7o >
50 that the average vorticity E,,‘ is twice the angular velocity ¢, /7.

In the atmosphere, the large-scale flow is quasi-horizontal with the horizontal
velocity several orders of magnitude larger than the vertical velocity. Because of this
asymmetry, the vertical component of vorticity turns out to be the most relevant one,
and we only have to consider the horizontal wind velocity v. The vertical component
of vorticity is ¢, = k-curl v. In spherical coordinates, it takes the form

1 dv 1 du wutang (3.30)

° Rcos¢g A R 3¢ R

. Foran inertial nonrotating frame, the vorticity of a fluid is called absolute vorti-
ity £, and is the curl of the absolute velocity:

$, =curl(c+ QO Xr,)=¢+ 20, (3.31)

Where & is the relative vorticity. Thus, the absolute vorticity of a fluid element is the
$um of the relative vorticity and the planetary vorticity 2.
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For the quasihorizontal motions of the atmosphere, the component of the plan-
etary vorticity normal to the earth’s surface, 2k-Q, is the Coriolis parameter
f =28 sin ¢. The vertical component of the absolute vorticity % = k-, is then given
by
n=f+¢& (332)
If we consider the geostrophic wind [Eq. (3.15)] and assume that derivatives of
f are negligible, the vorticity takes the form

1 _»
,=— P+ 3.33
) prp f (3.33)

because
curl(k X grad p) = k div grad p=ky’p.
In the (x,y,p) coordinate system the expression would be

N = ff Vz+f, (3.34)

where z is the altitude.

3.3.2 General vorticity equation

To derive the equation of vorticity which gives the time rate of change of { we will
apply the curl operation to the equation of motion (3.8):
d_c_ —ZQXc——gradp grad ¢ + F.
dr p
However, the operation will be facilitated if we write this equation under the so-
called Webber formulation. For this, we note that the material derivative

dc | de
— = — + (c-grad)c
dt| ot (c-grad)

can be written in the equivalent form
de  de
—=—+4 rad—c +{Xe
d o & 2 ¢
using the vector identity
(c-grad)c = (curl ¢) X ¢ + grad } ¢?
so that finally the equation of motion (3.8) can be written as
de

= —grad(2 +¢) — [(¢ +29)Xc]

_1 gradp + F. (3.35)
p

Before taking the curl of this equation, we may note several facts that will simplify
the process. First, the curl operation is commutative with the partial derivative with
respect to time. Second, it may be recalled that for any scalar function B:

curlgrad B=0,

and third, that
curl (a grad p) = grad a X grad p,

since curl grad p = 0.
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Now we can write the resulting vorticity equation

% _ _ curl({, X¢) — grad @ X grad p + curl F. (3.36)

ar
To put this equation in a more useful form, we begin by expanding the first term on
the right-hand side. For two vectors A and B:

curl(AXB) = A div B + (B-grad)A — B div A
— (A-grad)B,
so that
curl(, X¢) = ¢, dive + (c-grad){, — (£, -grad)c,

since &, has zero divergence. Additionally, because () is constant in time, we can
substitute d&, /dt for 3/ ar.
Accordingly, the general vorticity equation can be written in the form

% = ({,-grad)e — {, dive — grad a X grad p + curl F. (3.37)
This is a more useful form of the general vorticity equation than Eq. (3.36). It shows
that the rate of change of the absolute vorticity following a fluid particle is equal to
the sum of four terms. The first term is due to the variations of the velocity along a
vortex line, and is called the tipping or stretching term. In fact, let us consider a
vortex line associated with &,. If the velocity varies along the vortex line, it will
change its length and direction. The change in direction comes from the component
of 8¢ normal to £, the tipping or tilting term, and the change in magnitude from the
component of §c parallel to £, the stretching term.

The second term, the divergence term, accounts for changes in the vorticity due
to changes in the density of the fluid. Ifdiv ¢ > 0 the fluid element expands, resulting
in a decrease of its absolute vorticity (due to conservation of angular momentum).
Similarly, if div ¢ < 0, the fluid element contracts leading to an increase of vorticity.

The third term, the solenoidal term, exists only in baroclinic conditions, i.e.,
yhen the fluid density is not a sole function of pressure. For a baroclinic fluid the
1s0steric (constant volume) surfaces intersect the isobaric surfaces and the solenoidal
termis a measure of their relative slope. The variation of the density along an isobaric
Sl{rface will lead to a horizontal wind shear and will tend to produce an adjustment
with vertical motions, thus generating rotation or vorticity. For a barotropic fluid,
Wwhere a depends only on the pressure, the isobaric and the isosteric surfaces are
Parallel and the solenoidal term is zero.

Finally, the last term gives the contribution of the diffusive effects of friction to
the time rate of change of vorticity.

3.3.3 Vorticity equation of the horizontal motion

As mentioned before, the large-scale motions in the atmosphere and oceans are
Predominantly horizontal, with the vertical velocity several orders of magnitude
8maller than the horizontal velocity. Thus, the vertical component of vorticity be-
comes of principal importance.

. We obtain the corresponding vorticity equation by taking the inner product of k
With the general equation (3.37). Recalling that the Coriolis parameter f = 2() sin ¢
183 measure of the local vertical planetary vorticity 2€) and thatf’ = 2(} cos ¢ is the
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corresponding meridional component, we can write the vorticity equation for the
vertical component as follows:

9.
S +u—(§z +f)+vg(§ +h +w~(§ +5
— (. + f) d1v ¢ — k-(grad a X grad p) + k~curl F. (3.38)

After some simple mathematical manipulations, disregarding the very small term
f'0w/dy, dropping the subscript z in §, and taking into consideration expressions
(3.29) of ¢ in terms of the velocity components, we may write the equation in its usual
and more compact form:

2 ¢+n+ e +N + wIE2D

— (G +NHdivy — k-(grad wxa—)
oz

— k-(grad a X grad p) + k-curl F, (3.39)

where the left-hand side is equal to d({ + f)/dt and the twisting term is expressed
explicitly in terms of the horizontal gradient of w and the vertical wind shear dv/dz.

Most applications of the vorticity equation involve further simplifications which
can be justified by the judicious use of scale analysis. The final result of the filtering
would be the same as when we assume that the fluid is barotropic (dv/dz = 0) and
frictionless, namely

%@4./): ~ (& +Ndivy, (3.40)

which is one of the most frequently used versions of the vorticity equation in plan-
etary fluid dynamics.
If we assume as we did above that the fluid is incompressible, so that

divv = — dw/Jz, the previous equation can be reduced to the form
d Jw
—+H—-EC+H—=0. (3.41)
dt dz

3.4 THERMODYNAMIC ENERGY EQUATION AND
SOME APPLICATIONS

3.4.1 First law of thermodynamics

The equation of conservation of energy can be expressed by the first law of
thermodynamics. Assuming that the air behaves like an ideal gas (pa = R, T, where
R, is the gas constant for dry air; see Sec. 3.5.1.1), the first law can be written

T _0+d® (3.42)
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where ¢, is the specific heat of the air at constant pressure, Q equals the net heating
rate per unit mass, and c,, is assumed to be constant, independent of the temperature.
The heating term Q includes various diabatic effects, namely radiative heating (solar
and infrared), latent heating, frictional heating, and turbulent and conductive heating
near the earth’s surface.

Again, using the ideal gas assumption, Eq. (3.42) takes the form

dinT dinp

—R = Q/T. 343
G —R—F =0 (3.43)
Since the rate of change of entropy per unit mass is given by
o _ Q/T, (3.44)
dt

we see that

%:4’3? —Rdd:‘”. (3.45)
An adiabatic process is defined as a process in which there is no exchange of heat
between the system and its environment, so that Eq. (3.43) reduces to
<, din T =R, dinp .
dt de
The integration of this equation between an initial state (p,,7,) and a final state
(p,T ) leads to Poisson’s equation

(T/To) = /o) (3.46)

where x = R, /c,,.

At this point, it is important to introduce the concept of potential temperature 6.
This is the temperature that a parcel of air would attain in a reversible, adiabatic
process if the parcel were displaced to a reference level p,(=~1000 mb):

6 =T (poo/P)" (3.47)

With the concept of a parcel we mean an infinitesimal material element small enough
to be regarded mathematically infinitely small and large enough to contain an ample
number of molecules of air and dissolved materials to be physically representative of
the environment.

By logarithmic differentiation of Eq. (3.47) with respect to time and using Eq.
(345), we can express the entropy in terms of the potential temperature &:

s=c, In 6 4 const, (3.48)

Wwhere s is again the specific entropy.

Using the logarithmic differentiation of Eq. (3.47) with time, the first law of
thermodynamics for the atmosphere (3.43) can also be written in terms of potential
temperature in the form

=22 = 0. (3.49)

. An adiabatic (Q = 0) reversible process is isentropic (ds/d¢ = 0), and the poten-
Yial temperature is also constant (d6/dr = 0).

The potential temperature implicitly takes into account the effects of the com-
P"essi.bility of the air. It is used in order to remove the cooling (warming) effects
a5sociated with the adiabatic expansion (compression), allowing the comparison of

€ temperature of air parcels at various levels in the atmosphere. This enables us to
€asily determine the state of hydrostatic equilibrium observed in the atmosphere.
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3.4.2 Static stability

The static stability for dry air or moist unsaturated air (without phase transitions)
will be discussed using the parcel method. In this method, a parcel is regarded as an
individual system that does not mix with the surrounding air when it moves. The
surrounding air is supposed to be in hydrostatic equilibrium.

The motion of the parcel can be regarded as adiabatic because it is very rapid and
the heat conduction in air is relatively slow. Thus, the first law for the parcel can be
written as

¢,dT = adp,
which under the hydrostatic assumption leads to a dry adiabatic lapse rate:

- _ LT_) _£
Yd (dz ad C’

4
i.e., approximately 1 °C/100 m.

If, after a small displacement in the vertical, the parcel tends to return to its initial
position, the equilibrium is said to be szable. On the other hand, if it accelerates away
from the initial position, the atmosphere is in an unstable equilibrium. Finally, the
equilibrium is neutral when the net restoring force is zero.

The parcel in its motion is subject to gravity and pressure gradient forces, i.e.,

dw 1
dw_ _ 1

de p o’
whereas the surrounding air satisfies the hydrostatic equilibrium condition
1
0- _g_ L&
Pa Oz

where p and p, are the density of the parcel and the environmental air, respectively.
Itis assumed that at each instant the pressure acting on the parcel is the same as the
pressure of the environment at the same level (p = p, ). Thus, combining the two
equations, we obtain

w
&= —p)p,
" g(pa —p)p

where g (ps — p) is the buoyancy force.
In terms of temperature, assuming again that the air is an ideal gas, the equation
can be written

2 (T =TT,
dt

If the parcel starts from a level z,, where its temperature is equal to the environ-
mental temperature T, (2,), the final temperature after moving a small distance 2
becomes

T (2) = Ta(20) — Va2
where 7, is again the dry adiabatic lapse rate. On the other hand, the temperature of
the environmental air is

Ta(2) =Ta(z0) — 72,
where ¥y = — dT, /3z is the environmental lapse rate.
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Thus, the above equation becomes

2 sy~ 7V Ta. (3.50)

From this equation, we conclude that for upward (z > 0) or downward (2 < 0)

displacements the equilibrium is stable when ¥ < ¥,, neutral when y = 7,4, and un-

stable when 7> 7,. This criterion can also be expressed in terms of the vertical

gradient of potential temperature. In fact, differentiating Eq. (3.47) logarithmically
with respect to z and using T = T, Eq. (3.47) becomes

or using the definitions for ¥ and y,:

T,
a9 iy, (3.51)

Thus, when € increases with height (96/8z > 0), the atmosphere is in a statically stable
equilibrium (warm air over cold air). When 96/dz <0, the atmosphere is unstable
(cold air on top of warm air), and when d6/dz = 0 the atmosphere is in neutral
equilibrium. It is also convenient to define the static stability as the quantity
(1/6)36/J= because in a stable atmosphere the restoring force acting on the parcel
moving vertically is given simply by
g~ r)/Ta = e 22) / 0.
dz

Using the hydrostatic approximation and the (x,y,p,f) coordinate system, expression
(3.51) for the static stability converts into

T 99 _9Th  Tn
6 dp Op ?
= % & — Ya)- (3.52)

When in a stably stratified atmosphere a parcel is displaced from its equilibrium level,
an oscillatory motion about this level will result. In fact, the restoring force is propor-
tional to the vertical displacement so that

dz (g 30) _

art * ( 0 z)" 0
The solution of this equation leads to a sinusoidal variation in 2 with a frequency (in
units of rad s ') given by

N= (% %)V (3.53)

called the Brunt-Viisala frequency.

3.4.3 Potential vorticity

Let us assume that the motion is adiabatic. Then a parcel of air remains on the
Same Potential temperature surface and any isentropic surface is a material surface.
,ae au’.contained between two isentropic surfaces remains confined to the same
1sentropic layer, which nevertheless can expand or contract. The thickness of this
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layer may be evaluated in terms of the pressure difference between the boundary
isentropic surfaces. On the other hand, since on isentropic surfaces the pressure p
and the specific volume a are related through the expression ap'~* = const
(grad a X grad p = 0), the isentropic surfaces do not intersect any isosteric—isobaric
solenoids. Therefore, by Bjerknes theorem the motions along isentropic surfaces do
not change the circulation I', on these surfaces. A solenoid tube is a tube limited by
two isobaric and two isosteric surfaces (see Sec. 3.5.3).

Now, if we combine the vorticity equation (3.40) with the continuity equation
in the p system written in the form

divv = —iitSp,
Op dr
we obtain
1 d 1 d
—— ¢+ H———58p=0
(§+/)d¢@ b)) 5 d p =0,
or
4 (ﬂ) =0. (3.54)
da\ 6p

The quantity in parentheses is called potential vorticity. This equation shows that for
adiabatic and frictionless motion the potential vorticity of a fluid is conserved, i.e.,
£+ const. (3.55)
o

The “thickness” of the column &p limited by the surfaces 6 and 6 + 56 can be ex-
pressed in terms of 56, since

9% 56
a6
so that the potential vorticity as §6 remains invariant becomes

&p =

<+ j)% = const. (3.56)

This expression stresses the importance of the static stability (96/dp) in the dynamics
of the atmosphere. According to this equation, the absolute vorticity as measured on
a @ surface must increase if the stability decreases, and vice versa.

For a homogeneous fluid the potential vorticity reduces to

C+hH_ const.
oz

As we can see the potential vorticity assumes different forms but none of them
has even the dimension of vorticity. In essence, it constitutes a measure of the ratio of
absolute vorticity to the effective depth of the vortex.

The last equation can illustrate the effect of vortex stretching or shrinking on the
absolute vorticity. When a rotating atmospheric column remains at the same latitude
(i.e., f remains the same), only changes in the height 8z of the column can affect the
relative vorticity. Inthe Northern Hemisphere, shrinking of the column (subsidence)
is then associated with divergent flow at low levels, which the Coriolis force trans-
forms into a clockwise rotation, i.e., negative relative vorticity. Vertical stretching of
the column causes inward motion at low levels, which the Coriolis force transforms
into counterclockwise circulation, i.e., a positive relative vorticity. For example,
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vortex stretching is the mechanism which explains the formation of lee-side depres-
sions when a westerly air flow passes over a mountain range.

In general, the variation of f must also be taken into account. Since for a
poleward displacement f increases, negative vorticity is developed to keep the poten-
tial vorticity invariant. Similarly an equatorward displacement of a column of con-
stant depth will cause a positive vorticity to develop.

3.4.4 The thermodynamic energy equation and the local rate
of change of temperature

Let us again consider the thermodynamic energy equation in the form (3.42). If
we note that dp/dt=w this equation can also be written in the form

£=K1w+g. (3.57)
dt p <,

This equation shows that the time rate of change of temperature of an individual
parcel of air as it moves through space is due to adiabatic expansion or compression
and to diabatic heating or cooling. This form of the equation is the appropriate one to
use in problems where it is necessary to follow parcels that have some special proper-
ties, but for most problems in the atmosphere it is not necessary to keep track of
individual air parcels. It is sufficient to know the distribution of certain quantities as
continuous functions of the spatial coordinates and of time. It is therefore conven-
ient to have a new version of the previous equation expanding the total derivative of
temperature in terms of the local time rate of change and the advection like in expan-
sion (3.5). The resulting equation is then

ar
ar

where v is the two-dimensional horizontal velocity vector (4,2). This equation shows
that the local time rate of change of temperature depends on three main factors: the
diabatic heating or cooling (Q/c,), the horizontal advection ( — v-grad T'), and a
vertical motion term containing the static stability. The term in parentheses is the
static stability [see Eq. (3.52)], which strongly affects the vertical motion. Thus,
when ¥ < ¥, (the stable case), ascending motion results in local cooling and descend-
ing motion in local warming. The more stable the equilibrium, the larger the local rise
of temperature resulting from a given rate of downward motion w. When y> ¥4
(unstable conditions), ascending motion will lead to local heating and descending
motion to local cooling. Finally, when ¥ = y, (neutral conditions), the vertical mo-
tions will not influence the temperature.

= —vgrad T + a)(xl — g) + Q/¢,, (3.58)
p 9

3.5 EQUATION OF STATE

In this section, we will give a general description of the equations of state for the
atmosphere and oceans. We will regard them as two-component (binary) systems
fffrmed by dry air and water substance for the atmosphere, and liquid water and
dissolved salts for the oceans. The atmosphere is considered mainly in the gaseous
Phase and the oceans as a diluted solution.
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3.5.1 Atmosphere

3.5.1.1 Moist atmosphere

If we consider the air as a homogeneous, single-phase system (no clouds) we re-
quire, according to Gibb’s phase rule, three independent variables to specify its
thermodynamic state. We will assume that the various components behave as ideal
gases and obey Dalton’s law (i.e., the total pressure equals the sum of the partial
pressures of the constituent gases, as if each gas occupied the total volume at the same
temperature).

If the pressure and specific volume are given by p, and a,,the ideal gas equation
for the dry air is

Pd ay = R d T)
where R4 (about 287 ] kg ~ ' K ~ ') was defined earlier as the gas constant for dry air.
The corresponding equation for water vapor is
ea, =R, T,
where ¢ is the pressure and a, is the specific volume (= 1/p,). The gas constant for
water vapor R, is related to R by

R
@ P 1804600,
R

my 289
where m, is the “apparent molecular weight” of dry air (i.e., the weighted mean of the
molecular weights of the atmospheric gases, mainly nitrogen and oxygen; m, = 28.9),
and m,, is the molecular weight of water vapor (m, = 18.0).

According to Dalton’s law, the pressure p of the moist air is then given by

v

pP=ps+e
If we combine the three previous equations we obtain for the air density p:

P=Ppa+ P

=2=°¢ | 0622 P (1—0.3785).
R,T R T R,T ?

This equation for the moist air can be rewritten in the form of an ideal gas law:

p=pR,Ty, (3.59)
where

Ty, =T/(1 —0.378e/p) (3.60)

is called the virtual temperature. This fictitious temperature represents the tempera-
ture to which the dry air has to be raised in order to have the same density as the
density of the moist air at the same pressure. Moist air is less dense than dry air so that
the virtual temperature is always greater than the actual temperature. The thermo-
dynamlc state of the atmosphere is defined by any three of the four vanablesp,g, T,
and e, since they are linked by one equation.

The amount of water vapor for a given volume of air may be expressed in different
ways. Thus, we will define the specific humidity g as the ratio of the mass M, of water
vapor to the mass of the moist air M for the same volume of moist air:

q=M,/M =p,/p = 0.622¢/(p — 0.378¢) = 0.622¢/p. (3.61)
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Another commonly used humidity parameter is the relative humidity U, defined as
the ratio of the actual specific humidity at a given temperature and pressure to the
saturation specific humidity at the same temperature and pressure:

U=gq/q, =ele,, (3.62)

where e, is the saturated vapor pressure. Usually the relative humidity is given as a
percentage, and varies between 0% (dry air) and 100% (saturated air).
Expression (3.60) can now be rewritten using a series expansion in the usual form

Ty =T (1 + 0.378¢/p) = T (1 + 0.61q), (3.63)

where g is expressed in g of water vapor per kg of moist air. Thus, the equation of
state for moist air (3.59) takes the usual form

p=pR,T(1 +0.6lg). (3.64)

3.5.1.2 Clausius—Clapeyron equation

When air at a certain temperature is saturated (U = 100%), the water pressure
attains its maximum possible value ¢, and we can define the saturation specific hu-
midity as g, = 0.622 ¢, /p.

The saturation pressure varies with temperature according to the Clausius—Cla-
peyron equation (see, e.g., Wallace and Hobbs, 1977)

de, L
dT  T(a,—a,)’

(3.65a)

where L is the latent heat of the phase transition and a, and a, are the specific
volumes of the two phases.

For the evaporation and sublimation, in which the specific volume of the vapor is
much larger than the specific volume of the condensed phase, we can write (@,>a,)

d L
2 L o6t
aT "~ Ta, R.T?

(3.65b)

Thi§ is the expression commonly used in meteorological applications, such as nu-
merical modeling. The integration of Eq. (3.65b) leads to

e, « exp( — 0.622RLT) , (3.66)

d

€. the saturation vapor pressure increases exponentially with increasing tempera-

Z‘;‘I': This is the reason why warm air generally contains much more water vapor than
air.
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3.5.1.3 Adiabatic processes in saturated air

The adiabatic lifting of saturated air will lead to condensation of the water vapor
with the release of latent heat — Ldg,, where — dg, is the amount of water vapor
condensed. The change of phase is associated with a variation of entropy
ds = — Ldq,/T. From Eq. (3.48) we see that

ds = cpd—a .
Thus
L
— d( q,) = ﬂ
¢, T, 6
or

Ly,
6=0,exp| — s

¢, T,
where 6, is a constant of integration that can be obtained for the limit ¢,/7—0. The
quantity 6, is called the equivalent potential temperature which is the potential tem-

perature of an air parcel when all moisture is condensed and the latent heat released is
used to warm the parcel:

L
0,=6 exp(—q}) (3.67)

p

For saturated, air the static stability can be expressed in terms of 36,/d z as we did in
Sec. 3.4.2 for dry air. Thus, when 36,/dz > 0, the saturated air is stable, when
d6,/dz = 0, it is neutral, and when 36, /dz < 0, it is unstable.

When the lapse rate ¥ is between the dry adiabatic and saturated lapse rates,
¥s <Y < V4, the equilibrium is conditionally unstable.

Let us consider the stability of a layer when it is lifted to saturation. If the layer is
stable after lifting to saturation it is said to be potentially stable, and if it becomes
unstable the layer is potentially unstable. In the first case, the equivalent temperature
in the layer increases with height (96,/dz > 0) and in the second case, it decreases
(86./9z < 0), as it does for saturated air. The equivalent potential temperature is
conserved during adiabatic processes involving saturated or dry air.

3.5.2 Oceans

If we consider the oceans as a binary system consisting of a homogeneous mixture
of water and dissolved salts and assume that it is a monophasic, liquid system, we find,
according to Gibb’s phase rule, that the oceans have three degrees of freedom. Thus
the thermodynamic state is specified by three independent intensive variables, e.g.,
temperature, salinity (S), and pressure, and the equation of state for the oceans is of
the form:

p=p(T,S,p). (3.68)

Because the observed values of density range between about 1000 and 1040kg m ~? it
is sometimes convenient to express the density in terms of a quantity
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o(T, S, p)=p(T, S, p) — po>

where p, = 1000 kg m
However, more often a quantity o, is used as defined by
o (T, $)=p(T, S, po) — Po> (3.69)
which is evaluated at the surface pressure p,, and therefore does not include the
effects of pressure.

Unlike for the atmosphere, an analytic form of the equation of state has not been
found for the oceans because of the complex chemical composition of sea water and
because no general expression for the equation of state of a liquid exists. In case of
the oceans, the equation of state has to be established empirically (see, e.g., Fofonoff,
1962; Levitus, 1982) using polynomial expressions of 7, S, and p with the coefficients
of thermal expansion, saline contraction, and isothermal compressibility. Thus, the
density cannot be expressed completely in terms of temperature, salinity, and pres-
sure.

As in the atmosphere, it is sometimes convenient to use the potential temperature
0 instead of the in situ temperature 7. Because sea water is compressible, a parcel
coming to the surface will expand and thus will tend to cool. We can define the
potential temperature as the temperature a fluid element would attain if it were
brought to the surface adiabatically and without exchange of salt with the environ-
ment. This temperature is important in accounting for the effects of compressibility
when water masses at different depths are compared or when vertical displacements
are considered:

0(z) = T(z) — f:n (%)m dp, (3.70)

where ( ),, indicates an adiabatic process without exchange of heat and salt with the
environment.
The potential density is defined in an analogous way by the expression

pol@) = ple) — f’ K (%’f) dp = p(@) — f Y g 3.1

and can be interpreted as the density of a fluid element if it were brought up to the
{'eference level p, i-€., the ocean surface, adiabatically and without changing its salin-
1ity. The quantity ¢, denotes the speed of sound and is given by the well-known

relation
= (i) 3.72)
dp /aa
Because of the very large variations in pressure in the vertical and the nonlinear
flependence of the density on T and S, we will make use of a local reference level
Instead of the ocean surface in order to compute a representative measure of the
Static stability in the deep ocean. Thus, the local potential density p,, (z)is defined as
th_e density a parcel of water would attain if it were brought up adiabatically and
Wwithout change in its salinity from level z to level z + 8z:
P (2)

pu@=p)— [ (3.73)

p(z +
In order to analyze the equilibrium conditions and the static stability in the
Oceans, we will make use of the parcel method, following a procedure similar to the
One used before in the atmosphere. Let us consider a vertical displacement 8z of a
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“parcel” of water from a level z to the level z + 6z when no heat and salt are ex-
changed with the environment. The resulting buoyancy force at the level 2 + 6z will
be F = gp(z + 82) — gp,. (2) where p(z + 62) is the density of the environmental wa-
ter and py, (2) is the final density of the parcel after displacement from level 2 to level
z + 6z. The acceleration at the level 2 + 8z will then be

&6z
prai £ {P(z + 82) — por (z)}—gﬁ (3.74)
where Sp indicates not a geometnc difference in density but a difference defined by
expression (3.74); it is used as a measure of the local stability of a parcel (Neumann
and Pierson, 1966, p. 139). Expressing p and p,, in terms of the initial density p(z)
and using Eq. (3.73), we find

2
4oz _ g( L% | ) sz=222 5, (3.75)
dr’ P 6z c? p O

= — gs*bz.

The term g/c? gives the correction due to the compressibility of sea water. The
expression in parentheses equals the negative of the static stability

oo _LY9 _&_ 16 (3.76)
p dz ¢ p o
As for the atmospheric case, Eq. (3.75) is of the form
4’5z
X +N¥%z=0, 3.77)

where N is the buoyancy frequency or the Brunt-Viisila oscillation frequency (in
units of rad s ') defined by the expression

Ni= _g (l P, ): 2P _ e (3.78)
P 83 c? p Oz

In a stably stratified column the term — (1/p)(dp/dz) is greater than the compres-
sion term g/c? so that N 2 becomes positive and N real. In this case, the solution of Eq.
(3.77) is oscillatory and it represents buoyancy oscillations. On the other hand, when
— (1/p)(dp/3z) is smaller than g/c?, the value of N ? becomes negative and N imagi-
nary. This leads to unstable conditions where the water parcel continues its rising or
sinking motion. Finally, when — (1/p)(dp/d2) = g/c?, N ? vanishes and the equilib-
rium is neutral. In this case, the parcel motion is neither accelerated nor decelerated.
Thus, we find that the quantity N ? represents a useful measure of the stability of the
water column with respect to small vertical displacements.

3.5.3 Barotropy and baroclinicity

The vertical distribution of mass in the atmosphere can be represented by a
collection of constant specific volume surfaces separated by layers of one specific
volume unit thickness. These surfaces (@ = 1/p = constant) are referred to as isos-
teric surfaces. Analogously, the vertical pressure distribution can be represented by a
collection of constant pressure (isobaric) surfaces separated by layers of one pressure
unit thickness. Since the slope of the isobaric surfaces is very small, they may be
considered to be almost horizontal. In general, the two sets of surfaces intersect it
space defining a continuous family of unit isosteric-isobaric tubes, the so-called isos-
teric-isobaric solenoids. A cross section is presented in Fig. 3.2a, in which each tube is-
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g+3-——————— — — ———
p-3
p-2
A
a+2 ——— = — — Y- — —~ —— —
2 -grad p
(* grad a —1
O+l — ——— — — - ——— -
p
Q- - - - - — - -

FIGURE3.2 Schematic diagram showing isosteric-isobaric solenoids (a) enclosed by curve Cina
baroclinic atmosphere. In (b) the atmosphere is barotropic and the isosteric and isobaric surfaces
are parallel with no solenoids.

represented by a quadrilateral. The number of tubes per unit area expresses the
intensity of the solenoidal field. From the geometrical meaning of the cross product
we may say that this number is given by the magnitude of the baroclinicity vector N.
This vector is defined by

N = grad a X( — grad p)
which as we have seen in (3.36) equals
N = — curl (a grad p)
since curl grad p = 0.

In synoptic applications, the isosteric-isobaric solenoids are more easily seen in
terms of temperature and pressure so that

N= —gradTXEgradp
p

or, in terms of potential temperature and temperature,
N= —c¢, grad(Inf)Xgrad T= —grads X grad T,

where s is the entropy (see Eq. 3.48). In these cases, the a, p, T, or 6 surfaces are
“inclined” with respect to the p surfaces and the stratification of the atmosphere is
ca'lled baroclinic. The number of solenoids per unit area measures the degree of baro-
clinicity. On the other hand, when N =0 (no solenoids), both sets of surfaces are
Parallel (see Fig. 3.2b). This state of stratification is called barotropic.

In summary, we may say that atmosphere is barotropic when surfaces of constant
8pecific volume (density, temperature or potential temperature) coincide with sur-
Taces of constant pressure. Barotropy is then a state of zero baroclinicity. Mathemat-
tcally speaking, the vectors grad a and grad p are then parallel and proportional to
¢ach other so that the specific volume (or density, temperature, potential tempera-
ture) is only a function of pressure as is the case in, e.g., an isothermal or adiabatic
atmosphere (see Eq. 3.47). When the atmosphere remains barotropic in time the
tmosphere is called autobarotropic. However, as Eqgs. (3.64) and (3.68) show, the
Atmosphere and oceans are, in general, baroclinic since the density depends on tem-
Perature as well as on pressure and specific humidity or salinity.

We make use of these basic concepts throughout the book. They are important,

€.8.,in the vorticity (Secs. 3.3.3 and 3.4.3), the vertical wind shear (Sec. 7.4.3) and the
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energetics (Secs. 13.3.3.5 and 14.1). As we will see, the vertical wind shear (thermal
wind) is proportional to the horizontal component of the baroclinicity vector N.
Furthermore, from the Bjerknes theorem, we know that the acceleration of the abso-
lute circulation along a curve is equal to the number of solenoids enclosed by the
curve (see Sec. 7.4.3).

In the oceans, it is more common to use the potential density with relation to
pressure as an indicator of baroclinicity, but the conclusions are similar to those for
the atmosphere.

3.6 EQUATION OF WATER VAPOR

The balance equation for water vapor can be written in the form
d
L =s(9)+D, (3.79)

where g is the specific humidity, s(g) represents the sources and sinks of water vapor
for the parcel of air considered, and D = — a div JE the molecular and turbulent
eddy diffusion of water vapor into the volume. Diffusion can usually be neglected.
The term s(g) can be represented by e — c, the difference between the rate of evapora-
tion plus sublimation and the rate of condensation per unit mass. Usually the rate of
condensation ¢ equals the precipitation rate out of the volume plus the rate at which
water or snow and ice is stored in the clouds. A frequent simplification made in
modeling is that the water vapor falls out in the form of precipitation as soon as it
condenses. In this pseudoadiabatic process, the equivalent potential temperature 6,
is conserved. The evaporation at the earth’s surface will be included through the
term J?.

3.7 SUMMARY OF THE BASIC EQUATIONS IN
LAGRANGIAN AND EULERIAN FORM

The seven basic hydrodynamic and thermodynamic equations describing the be-
havior of the atmosphere are summarized below in Lagrangian form:

dp .
- = —pdivg
dt P
du tan¢g uw , 1 dp
Jatadiiin adad —flg— ————+ F;
dt R " R+ﬁ) 4 p R cos ¢pdi 2
dv _ _muZ_.ﬂ_ﬁ‘__l__a.P_+p¢;
dr R R p RI$
dw  u®  0* 1 dp
—=—+—+fu——-—g+F,
« R % T
d dp
c,— = a-=;
P de Q+ays
dq
—= =3(q) + D;
2 @

p=pRT (1 + 0.61q).
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These equations are of the general form

dA4
7=F(A,B, C,. .-,x)yaz)t)’

where 4, B, C,...denote the climatic variables, and the function F the source and sink
terms.

Due to the difficulties involved, we usually do not study the properties of a fluid
following the motions of the individual particles according to a Lagrangian scheme.
Instead, it is more convenient to use an Eulerian approach and to study the behavior
of the fluid at a fixed point in space and time. This can be accomplished by combining
the expansion

%
— = — + (c-grad
dr ar (c-grad)d
with the equation of continuity (3.1). This leads to the general balance equation
PA _ M Gy pde. (3.80)
at dt

From Eq. (3.80) we see that the local rate of change of 4 per unit volume results from
the generation or destruction of 4, and the net inflow across the boundaries into the
volume.

Using Eq. (3.80) the seven basic equations can be immediately written in a local,
Eulerian framework, stressing their nonlinearity, as follows:

b _

— div pc; 3.81
% PC ( )
1 dpu 1l .. tan ¢ uw , 1 p
~— = ——divpuc + —- uv — — — ——— 1+ F; 3.82a
p o p e R R =/ p R cos goA * ( )
1 dpv 1. tang , ow 1 d
L= ——divppe - ———u ' —— —fu————+F,; 3.82b
s p P R R fu » R3S ¢ ( )
1 dpw 1. & P . 1dp
lopw _ 1,4 L -2 g4 F, 3.82¢
p o P lvac+R+R+fu poz o ( )
19T _ _YaivpTe v 0rc, + L %, (3.83)
p o P p dr
1 dpg 1. .
—-——= ——divpge + (¢ —¢) + D; (3.84)
p o P

p=pRT(1 + 0.619).

The first six of the seven basic equations [(3.1), (3.9a), (3.9b), (3.9¢), (3.42), and (3.79)] in
t!n Lagrangian framework and Egs. (3.81)<3.84) in the Eulerian framework are evolu-
ton or prognostic equations because they express the time derivatives of dependent
variables in terms of their present values. On the other hand, the last equation, the
€quation of state, is a diagnostic equation because it does not contain time derivatives.

These equations form a closed system, provided that Q and F are known functions or
depend on the other variables. With appropriate boundary conditions, one can then
describe the evolution of the system starting from a given initial state. As mentioned in
Ch?ll 2, knowledge of certain basic parameters, such as the rotation rate of the earth, the
orbital characteristics, the chemical composition, and gravity, is of course also required.

¢ boundary conditions will specify the mechanical and thermal interactions between
the atmosphere and the other components of the climatic system, such as the oceans, the
Continents, and the incoming and outgoing radiation.
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The application of the general conservation principles of physics to the climatic system
in later chapters will allow us to derive certain requirements that govern the behavior of
the climatic system. It will also enable us to describe the main features of the general
circulations and to explain some of the processes that are responsible for the observed
phenomena. The principles that we will use are based on the conservation of mass,
angular momentum, energy, and water substance.



CHAPTER 4
larious Decompositions

of the Circulation

The atmospheric and oceanic circulations exhibit some regularities when regarded
on the large scale. However, on a regional basis they also show anomalies that require
analysis and quantification. The anomalies occur both in time and space. In this
chapter we will develop some techniques that permit the study of these anomalies and
of their contributions to the general circulation.

4.1 TRANSIENT AND STATIONARY EDDIES

4.1.1 Time and horizontal resolutions of the circulation

The fields that characterize the state of the atmosphere and oceans are highly
variable in time and space. However, the climate is defined, to a large extent, by the
average conditions which suggests the use of averages over certain time intervals,
such as monthly, seasonal, and yearly averages.

The understanding of the general circulation of the atmosphere requires the
study of the statistics of various orders for the important meteorological variables.
l‘jollowing Starr and White (1954), these statistics can be defined both in space and
time, and in a mixed space~time domain. We represent the time average of a quantity
A for a specific interval 7 by an overbar:

‘ELJ' Ade 4.1y
T Jo

3Pd denote the deviation from the average by 4’ The instantaneous value of 4 is
given by

A=A+ 4 (4.2)
Of course, 47 = 0.
The average product of two quantities 4 and B is given by

AB = (4 + A)B + B)
=AB+ AF . (4.3)
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In this expression, A’B’ is the covariance of 4 and B in time, and we define

AB =r(4,B) o(d) o(B),
where r is the temporal correlation coefficient and o the temporal standard deviation.
The mean of the product of 4 and B is equal to the product of the means only when
the quantities 4 and B vary independently of each other in time [i.e., when r (4,B)
vanishes].

Fields such as wind velocity or temperature are also not uniform in space, varying
both as a function of latitude and longitude. However, meteorological conditions are
generally more uniform along a latitude circle than in the north—south direction. Toa
first approximation, we may assume a “zonally” symmetric distribution with respect
to the axis of rotation, as would be expected from the distribution of the daily aver-
aged incoming solar radiation. Thus, it is convenient to define zonal-mean values at
each latitude circle in order to assess the north—south variability. This can be
achieved by introducing a zonal-average operator defined by

27
[4] EJ; AdA/ 2T ’ (4.4)
and the departure from this average 4*, so that
A=[A)+4 (4.5)

and, of course, [4*] = 0.
Combining the space and time expansions we obtain

A=[A] +4* + [A) + A"

The term [4] represents the zonally symmetric part of the steady time-average quan-
tity, e.g., easterly trade winds at low latitudes and the westerly winds at midlatitudes.
The second term, 4* = 4 — [A] gives the asymmetric part of the time-average quanti-
ties, such as the monsoon circulations and the longitudinal land-sea temperature
contrast. The term [4)’ = [4] — [A4] represents the instantaneous fluctuations of the
symmetric part, such as the fluctuations of the zonal-mean circulation (e.g., the index
cycle). The last term 4" indicates the instantaneous, zonally asymmetric part, such
as the traveling low- and high-pressure systems shown on weather maps.
For the horizontal vector velocity field v = ui + vj, we can write

V=V 4V =[V]+ V" + [v]' + Ve,
where V represents the stationary and v’ the transient motions. The two components
of [V],i.e., (] and [7], are known as the mean zonal and meridional circulations, V* the
stationary (sometimes called standing) eddy circulations, [V]' the transient zonal-

mean circulations, and v'* the transient asymmetric circulations.
The zonal average product of 4 and B is given by

[4B] = [A][B] + [4°B"]. (4.6)

In this expression, [4*B*] is the zonal or spatial covariance of 4 and B, and we again
define

(4°B*] = r*(4,B) 7*(4) 0*(B),

where 7 is now the spatial correlation coefficient and o* the spatial standard devi-
ation.
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In many cases, we need to consider time- and zonal-mean quantities of the form
[ 4B].
Since the two operators are permutable,
[4B] = [4B].
Let us first consider the zonal averages:
AB = [A][B] + 4*[B] + [4]B* + 4"B",

so that
[4B] = [4][B] + [4*B"].
But
[4] = TA] + [4] and [B] = [B] + [B]’,
so that

(4B] = [A] [B] + [AI[BI' + [4]' [B] + [4)[B]' + [4"B"]
or, taking the time average,
[4B] = [4] [B] + [41'[B] + [4°B°]. 47
Let us give the northward flux of sensible heat as an' example to illustrate the meaning
of the various terms in Eq. (4.7). Using 4 = v and B = ¢, Tin Eq. (4.7), we find
¢, [vT] =¢, [0] [T] +¢, [2)[T] +¢, [o°T]. (4.8)

The total northward transport of heat on the left-hand side of the equation is decom-
posed into three terms: the transports by the (steady) mean meridional circulation,
the transient mean meridional circulation, and the spatial eddy circulations, respec-
tively. This expansion is very convenient in diagnosing long-time integrations of
numerical general circulation models because it provides an efficient way of accumu-
lating the statistics during the course of the integration.

Let us now analyze [ 4B ]. We have
AB= AB+ AB
=[4]1[B]l+[4] B
+ A*[B]l+ A*B*+ AB

so that
[4B] = [4](B] + [4'B"1 + [ 4B'). 4.9)
Again taking the northward flux of sensible heat as an example, we may substitute

A=vandB = ¢, T'in Eq. (4.9) leading to the more common and useful expansion in
observational studies of the general circulation:

¢, [ oT] = ¢, [3][T) + ¢, [T ] +¢,[ v T']. (4.10)

As before, the total heat flux is decomposed into three but somewhat different trans-
POrt terms: terms associated with the mean meridional circulation, the stationary
¢ddies, and the transient eddies, respectively.

Let us compare expansions (4.7) and (4.9). The left-hand sides are equal, as are
the first terms on the right-hand side, so that the sums of the remaining two terms
Mmust be equal. However, individually they are very different, both computationally
and physically.
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By taking the sums of the last two terms and further expanding
[ATB] + [4°B'] = [AT'[B) + [4'B'] + [4"B"],
(4'B') + [AB'] = (4'B*] + [AT'[B] + [ 4"B"],
we see that the expressions are indeed the same. In our example of the northward

flux of sensible heat, the two last terms in Egs. (4.8) and (4.10) can be written as the
sum of three terms:

¢, [OV[TY +¢,[5°T] +¢,[ v*T"].
These terms represent the transports associated with the transient meridional circu-
lations, the stationary eddies, and the transient asymmetric eddies, respectively. We
should note that the transient as well as the stationary fluxes depend on the chosen
averaging period.
Expansions (4.7) and (4.9) can be simplified when 4 = B:

1471 = A1 + 1417 + [47] (4.11)
and
[A]=[41P+ 421+ [47]. (4.12)

If we substitute 4 = vin Eq. (4.11) or (4.12) we find how much the various spatial and
temporal components contribute to the total wind variance or, in other words, to the
kinetic energy:

[vv] = [VI[V] + [¥9*] + [VI[V] + [ Vv ].q (4.13)

Besides the computational and statistical importance of these expressions for
studies of the general circulation, they also have a deeper physical meaning when
interpreted in terms of the circulations. Indeed, as we will show later these expan-
sions permit us to identify the mechanisms responsible for the various modes of
transport.

4.1.2 Vertical resolution of the circulation

The various meteorological quantities also vary with height or pressure. We may
define an operator for the mass-weighted vertical average of 4:

(A)EJ:L pA dz/J;r pdz,

Po
4> =£ Adp / o (4.14)

We denote the departure from the vertical mean by 4", so that
A=A>+ A4 (4.15)

or in pressure coordinates

and<4">=0.
For the wind field, we then have
v=JV)+ V¥
where (V) is the “barotropic” component of the motion and v” the “baroclinic”

component. In a barotropic atmosphere, V is constant with height [see thermal wind
equation (7.6)] so thatv =(v)and v’ = 0.
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The average product of two quantities 4 and B is given by
AB) ={(K4> + 4")KB) + B"))
=<{A>{B>+(A"B"). (4.16)
In this expression (4" B") is the covariance of 4 and B in the vertical.

Simultaneously applying the time and vertical mean operators to the product of 4
and B, we obtain

(AB)y = {A) {B) +<A"B"> + {AYBY + <A")(B")).  (417)

The first two terms on the right-hand side represent the time-average barotropic and
baroclinic contributions, respectively, whereas the last two terms are due to transient
barotropic and baroclinic perturbations, respectively.

For the oceans, similar expansions in time and space can be used, with the excep-
tion of the zonal average operation. Since the integration along a latitude circle is
now interrupted by the presence of continents, the zonal average has to be replaced by
a sum over the contributions by the individual oceans:

1~
1=y L_L AR cos ¢ dA, (4.18)

where L, represents the length of the ith ocean sector along the latitude ¢.

4.2 SPECTRAL ANALYSIS OF
METEOROLOGICAL FIELDS

4.2.1 Spectral analysis in space and time

Spectral analysis has been extensively used in many domains of meteorology.
Among these we may refer to the study of turbulence in the surface boundary layer,
time series analysis of local meteorological quantities, numerical weather prediction,
and the study of the general circulation of the atmosphere.

In Appendix A, we will show in more detail why the use of the spectral analysis is
not only justifiable but constitutes an adequate and natural method for studying the
general circulation of the atmosphere (e.g., Saltzman, 1957; Hayashi, 1982). The
Fourier transform in time leads to the spectral components in the frequency domain,
Whereas the Fourier transform in space leads to the spectral components in the wave
Number domain. In Appendix A, we confine ourselves mainly to the spectral analysis
Inthe space domain. Formally, the mathematical treatment is similar in both domains
So that it is only necessary to substitute time ¢ for longitude 4, frequency w for wave
number k, and period T for wavelength L.

The configurations of most of the meteorological fields on isobaric levels are
almost symmetric with respect to the earth’s axis of rotation. This explains the com-
mon practice in general circulation studies of using a decomposition of the meteoro-
logical field into a zonal-mean field around latitude circles and an irregularly varying
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eddy field. As we have seen in the previous section, this approach has led to the use of
generalized versions of the classic Reynolds expansion for turbulent flows in the
study of the various processes which occur in the atmosphere. However, the Reyn-
olds formulation does not give much information as to the nature and behavior of the
individual eddies in the atmosphere. These eddies result from the superposition of
disturbances with many different scales and frequencies. Thus, to understand the
phenomena involved we need to obtain a further resolution by separating the differ-
ent scales and by identifying each one with a physical process whenever possible.

The undulatory nature of the distribution of the meteorological variables (e.g.,
the temperature and the moisture content of the atmosphere) and the wave-like
character of the flow suggest immediately the resolution into a spectrum of spatial
scales or modes by one-dimensional Fourier analysis along latitude circles.

This method of resolution permits the separation of the eddies into simple wave
disturbances. Furthermore, from a mathematical point of view, this type of resolu-
tion appears to be particularly convenient due to the cyclic continuity along a latitude
circle. Other formulations are, of course, possible, such as a spatial expansion in
spherical harmonics (Kubota, 1954; Bourke, 1988). It seems, however, that the zonal
harmonic analysis, being much simpler to apply, will provide enough insight into the
nature of the physical features that describe the processes occurring in the atmo-
sphere.

In this new form of representation each perturbation is a simple sinusoidal curve,
whose zonal wave number determines its scale; the amplitude gives its intensity and
the phase angle defines its longitudinal location. Instead of the standard usage in
physics where the wave number £ is given by & = 27/L and L is the wavelength, we
will follow here the more common meteorological nomenclature, where the wave
number k indicates the number of waves along the latitude circle, i.e.,
k= 27R cos ¢/L.

The zonally averaged value corresponds to the component of wave number zero.
Since the wave number represents the number of complete sine waves along a latitude
circle, it follows that the scale of an eddy component is inversely proportional to the
wave number. According to standard usage, the eddy wave components may be
grouped into three main categories based on the wave number k; long waves for 2
between 1 and 5 (ultralong if £ < 3); synoptic waves for k& between 6 and 10; and short
waves for k>11. This classification is, of course, somewhat arbitrary.

Spectral analysis has become a very important tool for the study of the dynamical
processes involved in the maintenance of the general circulation of the atmosphere
and for the study of its energetics. It enables us to determine the scale and intensity of
the dominant fluctuations at various isobaric levels and their seasonal variations
through studying the amplitude and phase spectra. From the variance spectra, we
can infer the behavior of the eddy wave components in the balance of such important
quantities as kinetic energy and available potential energy (Saltzman, 1957). The
cospectral analysis allows us to study the role of the various disturbances in achieving
the net meridional transports of angular momentum, enthalpy, water vapor, and po-
tential energy.

Frequently meteorological disturbances do not travel along latitude circles (see,
e.g., Hoskins and Karoly, 1981; Hoskins ez al., 1983) and also lose their identity not too
far away from their place of origin. In those cases, instead of a spectral analysis along
a latitude circle, a more localized type of analysis is required, such as spatial correla-
tion methods. For example, Wallace and Gutzler (1981) have used such techniques
toreveal some of the dominant oscillation or so-called teleconnection patterns in the
Northern Hemisphere.
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4.2.2 Limitations of sampling

A meteorological function f (x,) is generally known only at discrete locations in
space and time. Usually this function is uniformly sampled so that its values are given
at equal intervals. When the time-dependent part, f (x,,¢), is sampled only at regular
intervals At, the continuous variable ¢ has to be replaced by a discrete variable ¢t = jAt.
Similarly, the space-dependent part, f{x,t,), can be discretized with an equal interval
Ax,in which case x has to be replaced by the discrete variablex = nAx. Ineach case,a
certain amount of information is lost, since intermediate values are no longer repre-
sented. Intuitively, however, one has the feeling that the amount of information lost
will become negligible if the sampling interval is sufficiently small. The question to
be answered is then: How can we determine that interval so that the lost information
can be disregarded in evaluating the spectral components relevant for our problem?

Furthermore, we are dealing with a sample of finite length that is known for a
finite time period. Outside of these intervals the values are not known but are usually
assumed either to be constant or periodic with a period equal to the sampling length.

We are faced, then, with two separate difficulties: the sampling problem and the
truncation problem. Still another difficulty may arise from the roundoff of the data,
which can be regarded to be equivalent to the addition of low-power white noise.

The answer to the sampling problem is given by the Nyquist theorem: no informa-
tion is lost if the sampling interval is smaller than 1/(2f, ., ), where f,,, is the maxi-
mum frequency present in the series. It is called the Nyquist frequency: for a sam-
pling interval At it is given by f,, = 1/(2A¢). If this condition is not met the spectrum
will be distorted, due to the misrepresentation of high frequencies, leading to what is
called aliasing of the spectrum.

The truncation problem is more difficult to circumvent. Fortunately, it will not
arise in a spatial analysis over the whole globe, since there we have a natural condition
of periodic continuity in case mountains do not interfere. However, under other
conditions, as in time-series analyses, truncation may introduce discontinuities at the
limits of the sampling interval leading to the so-called Gibbs phenomenon (Sommer-
feld, 1953; Bracewell 1978). The effects of truncation show up through the building
up of an overshoot of the initial function at the limits of the interval when it is
synthesized from the spectral components. The Gibbs phenomenon can be reduced
by using a weighting function known as the “data window,” but at the cost of some
distortions of the spectral components (Guillemin, 1948). Recently, a new technique
hasbeen introduced to solve the truncation problems based on the maximum entropy
method (Ulrych and Bishop, 1975), where the function outside of the sampling inter-
valis assumed to be random instead of constant or periodic. The spectra obtained by
this method do not show the Gibbs phenomenon and are superior to the classical
8pectra in terms of spectral resolution and accuracy.

4.3 EMPIRICAL ORTHOGONAL
FUNCTION ANALYSIS

The empirical orthogonal function (EOF) analysis, sometimes referred to as eigen-
vector or principal components analysis, provides a convenient method for studying
the spatial and temporal variability of long time series of data over large areas. This
Mmethod splits the temporal variance of the data into orthogonal spatial patterns called
empirical eigenvectors.
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FIGURE 4.1. Example of an empirical orthogonal function (EOF) analysis for the sea surface
temperature anomalies in the North Pacific Ocean. The first EOF field shown in the top portion of
the figure explains 23.1% of the total nonseasonal variance in the sea surface temperature. The
time series of the multiplication coefficient at the bottom of the figure shows the temporal behavior
of the first EOF between January 1949 and December 1973 (from Weare ez al., 1976).

Since its introduction in the atmospheric sciences by Lorenz (1956) eigenvector
analysis has been widely used to describe geophysical fields in hydrology, oceanogra-
phy, and solid earth geophysics, besides meteorology and climatology. This approach
enables one to identify a set of orthogonal spatial modes, such that, when ordered,
each successive eigenvector explains the maximum amount possible of the remaining
variance in the data. The eigenvectors are arranged in decreasing order according to
the percentage of variance explained by them. Each eigenvector pattern is associated
with a series of time coefficients that describes the time evolution of the particular
spatial mode. The eigenvector patterns that account for a large fraction of the vari-
ance are, in general, considered to be physically meaningful and connected with
important centers of action. Recently the use of EOF’s has become widespread in
identifying patterns of large-scale climate fluctuations. Since the modes are orthogo-
nal in nature, any two modes are spatially uncorrelated and their time variations are
also uncorrelated. Thus, in this sense, no one mode carries within itself any relation-
ship to any other mode (except that two modes could be uncorrelated and in quadra-
ture with each other).
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The principal advantages of the eigenfunctions are that they provide the most
efficient way of compressing geophysical data in both space and time and they may be
regarded as uncorrelated (independent) modes of variability of the fields.

From a mathematical point of view, the EOF analysis results from the possibility of
reducing a large number of correlated quantities in time and space into a small num-
ber of orthogonal functions that are linear combinations of the original observations
and account for a large percentage of the total variance. Eigenvectors may be used in
the same way as orthogonal functions. However, unlike most other orthogonal repre-
sentations the EOF’s are derived directly from the data themselves rather than being
a predetermined orthogonal set of analytical functions (Fourier analysis, Tcheby-
cheff polynomials, etc.). Furthermore, the first few eigenvectors usually explain a
much higher fraction of the total variance than the same number of other orthogonal
functions. Thus, fewer empirical functions are usually required to explain the same
amount of variance in the data.

The EOF’s are the eigenvectors of the data covariance matrix whose elements are
formed from the difference of the observations from their long-term means. Thus,
the EOF’s depend on the coherence of the departures from their normal values. The
contribution of any component to the total variance in the field is given by the asso-
ciated eigenvalue which provides a measure of its relative importance. In general, a
large portion of the total variance can usually be represented by a small number of
modes, with the remainder representing minor features, smaller-scale fluctuations,
and noise. A comparison of the results from different samples is needed to decide
which modes best represent the dominant behavior of a given field. Also, a number of
tests have been designed to determine where a break occurs between those modes
which are statistically significant and those which are not (e.g., Overland and Preisen-
dorfer, 1982). The significant modes have a good chance of being physically mean-
ingful as well. The higher order EOF components are most likely affected by sam-
pling fluctuations and usually account only for a small part of the total variance.

Figure 4.1 shows, as an example of an EOF analysis, a map of the first mode of the
variability in the monthly mean sea surface temperature over the Pacific Ocean be-
tween 20 °S and 55 °N during the period 1949-1973 [as published by Weare ez al.
(1976)]. This first mode explains 23.1% of the total nonseasonal variance, and dis-
plays the mode of variation characteristic of the important El Nifio-Southern Oscilla-
tion (ENSO) phenomenon. An interesting feature is the fact that the temperatures
near western North America vary in phase whereas those in the central Pacific vary
out of phase with the temperature anomalies in the eastern Equatorial Pacific. The
time series of the coefficient of the first eigenmode is presented at the bottom of
Fig. 4.1. It shows the typical time variation of the ENSO phenomenon. These
Points will be discussed further in Chap. 16.

By introducing a complex EOF representation (Hardy and Walton, 1978; Salstein
etal., 1983) one can apply the EOF analysis to two-dimensional vector fields such as
the horizontal wind, the water vapor transport, etc. Also, in order to improve the
Physical interpretation of such fields, new techniques have been developed to alter
the EOF’s by forming new eigenvectors from linear combinations of the old basis
vectors, essentially performing a rotation in the vector space of EOF’s. These tech-
fiques can also reduce the dependence of the EOF representation on the structure of
the chosen domain. It should be pointed out, however, that such a new set no longer
Sequentially maximizes the variance of the data. These methods and their interpreta-
tion are discussed by Richman (1986).

A detailed analysis of the mathematics of the EOF approach to both scalar and
Vector fields is presented in Appendix B.
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CHAPTER B
The Data

To gain a deeper understanding of so complex a system as the climate we must rely
on observations, theory, and experiments (see Fig. 1.1).

Using the observations together with the balance equations, it is possible to investi-
gate the mechanisms by which the various processes, such as the transports of angular
momentum, water vapor, and energy, occur in the atmosphere and oceans. Through
these diagnostic techniques, we will be able to describe not only the processes that
maintain the climatic state, but also to infer the magnitude of some of the external
constraints or forcings. Furthermore, the insertion of the atmospheric observations
in the climatic equations may lead to results for other lesser-known parts of the
climatic system. This approach may be called the “observational budget” or “obser-
vational balance” method. It constitutes an important tool for diagnostic studies of
the behavior of the atmosphere and oceans. We have been following this approachin
various studies over the last three decades. The results of our studies based on
surface and upper air data from 1963-73 constitute the principal source of informa-
tion for the atmospheric statistics in the present book.

5.1 OBSERVATIONAL NETWORKS

Most of our present knowledge of the physical and dynamical structure of the
atmosphere and oceans is based on the in situ observations described below. How-
ever, as we have mentioned before (se¢ Fig. 1.1) different technologies, e.g., satel-
lites, are becoming available to improve and supplement the conventional system of
observing the earth. Therefore, it i$ appropriate to describe the various types of
observations needed to define the state of the climatic system.

5.1.1 Atmospheric data

The main sets of observations of the atmosphere can be grouped into in situ
surface and upper air data, and remote satellite data. The surface data over land
include the pressure, temperature, specific humidity, cloud cover, and rate of precipi-
tation as measured in the world meteorological network shown in Fig. 5.1. The
number of land-based surface stations is at least one order of magnitude greater than
the number of upper air stations. The network grew from about 60 stations mainly
located in western Europe and the United States in 1875 [see Fig. 5.1(a)] to a truly
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FIGURE 5.1. Network of land-based surface meteorological stations that exchange monthly-
mean data internationally on a regular basis. The network has grown from about 100 stations
mainly located in Western Europe and the United States in 1875 (a) to a truly global network of
more than 1700 stations in 1975 (b). The numbers on each map indicate positive temperature de-
Partures (°C) from the 1950-1979 normal, and the letters negative departures. (We may note that
Practically all statements of regional to global heating and/or cooling trends in the climate are based
on the surface air temperature reports of these stations.)
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FIGURE 5.2. Network of meteorological surface ship reports complementing the land-based
network shown in Fig. 5.1. Shown are maps of the distribution of 2° X 2° ocean squares with checked
ship reports of sea surface temperature during the month of January for the years 1875 (a) and 1975
(b). The number of observations is shown by a dot (N = 1,2), a slash (N = 3-5), a plus (N = 6-10),
or an asterisk (N> 11). Somewhat surprisingly, the ocean surface records for the late 19th century
provide a better global picture of the climate at that time than the records based on the land stations
[Fig. 5.1(a)].

global network of about 7000 stations that currently report on a daily basis in the
world meteorological communications network. In Fig. 5.1(b) a subset of about 1700
stations is shown for which monthly averages are readily available for climatological
research.

Over the oceans, the observations include the sea surface temperature, salinity,
atmospheric temperature, pressure, humidity, wind direction, and wind speed. Most
of the observations over the oceans have been taken by commercial ships. The actual
data distribution over the oceans is shown in Figs. 5.2(a) and 5.2(b). These figures
illustrate the evolution of the global distributions and show that the early coverage
over the oceans [Fig. 5.2(a)] might have been somewhat better than over land [Fig.
5.1(a)).
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FIGURES5.3. Network of upper-air (rawinsonde) stations used to compute most of the upper-air
fields and statistics shown in this book. The plotted values indicate the number of years of wind and
temperature observations available at 500 mb for January and range between 1 and 10 ( = 4) years,
covering the 10-year period May 1963 through April 1973. The lowest numbers indicate relatively
poor reporting stations, whereas the symbol 4 indicates a complete record. Of the 1093 stations
only about 600 station soundings came in on the average each day.

After World War II an international effort was begun to launch rawinsondes
twice daily at the major airports of the world for general aviation and weather-fore-
casting purposes. A rawinsonde or radiosonde is a meteorological device attached to
a balloon that measures the important meteorological quantities at various altitudes.
During each rawinsonde ascent the temperature, pressure, and humidity are sampled
from the ground to about 20- to 30-km altitude. In addition, by tracking the displace-
ments of the balloon the horizontal wind components are obtained. The number of
reporting stations grew from a few hundred in the early 1950s to about 800 stations in
the 1980s; these report twice daily to the world meteorological communications
hetwork. The data coverage over the inhabited regions of the continents is now
sufficient for the purpose of large-scale climate research. However, extensive re-
gions without data are found over the oceans, except where there are island stations
and in the North Atlantic where there are a number of weather ships.

The basic atmospheric input data used in this book are contained in two sets. Set
1 contains all available daily reports from the global rawinsonde network for the 10-
year period May 1963 through April 1973. This sample contains the bulk of the
Information for our studies. The station coverage during 1963-73 is indicated in Fig.
53ona latitude-longitude map and for the polar regions in Fig. 5.4 on two polar
Stereographic maps. The levels used in our analyses are given in Table 5.1 in terms of
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FIGURES54. Surface configuration and distribution of rawinsonde stations for the north (a) and
south (b) polar regions. The stations are plotted at the nearest grid point of a 2.5° latitude by 5°
longitude grid. Some height contours of the surface topography are shown in km’s.
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TABLE¢5.1. Values of the geopotential height and temperature in the NMC
standard atmosphere at the different pressure levels used in our data analyses. The
NMC standard atmosphere represents typical conditions near 45 °N.

Zsa Ts,
(gpm) 9]
Surface
1 1000 mb 113 14.2
2 950 540
3 900 988
4 850 1457 5.5
5 700 3011 — 4.6
6 500 5572 —213
7 400 7181
8 300 9159 — 44.6
9 200 11 784 — 56.6
10 100 16 206 —56.6
11 50 20 632 —56.0

pressure and the corresponding height in the NMC standard atmosphere. A typical
example of the distribution of the input data and the number of good years available
for the rawinsonde stations at 500 mb is presented in Fig. 5.3. The lack of upper air
data over the southern oceans is clear. Thus, some of the results between 30 °S and
70 °S latitude must be regarded as tentative. In the tropics of the Northern Hemi-
sphere, there are also some large data gaps over the eastern North Pacific and the
Atlantic Oceans. Set 2 supplements the first set over the oceans at the lowest level of
analysis (1000 mb/surface). It contains all available daily surface ship reports for the
same 10-year period.

5.1.2 Oceanic data

The subsurface ocean data used were collected largely from research vessels on a
nonoperational basis. The spatial coverage, as shown in Fig. 5.5, is more uniform than
the coverage in the atmosphere. However, there are usually only a few soundings
available at the same location making it difficult to study temporal variability below
the ocean surface. For example, it appears practically impossible to study the oceanic
heat storage for individual years, except in certain regions of the North Atlantic and
North Pacific Oceans. We must emphasize that our present inability to monitor the
Oceanic heat storage is one of the greatest obstacles in understanding long-term cli-
matic change and low-frequency variability.

The standard oceanographic “station” data obtained by research vessels are tem-
Perature, salinity, oxygen content, and concentrations of various nutrients, measured
at many levels in the vertical between the surface and the ocean bottom [see Figs.
5.6(a) and 5.6(b)]. Fortunately, most variability is found in the upper 100 m of the
Oceans, where one can sample easily and frequently, using bathythermograph data to
Mmeasure the vertical temperature profiles. The recent introduction of expendable
bath)'tl'lermogmphs (XBT’s) on commercial ships has greatly increased the data base
for the upper 400 m of the oceans as shown in Fig. 5.6. The decrease in the number of
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FIGURE 5.5. Network of subsurface ocean data. Shown are those 1° latitude X 1° longitude
squares that contain any historical temperature data taken by oceanographic research vessels during
the three-month period February to April, irrespective of year. A small dot indicates a square con-
taining one to four observations, and a large dot a square containing five or more observations (from
Levitus, 1982).

the data since the early 1970s is due to the considerable lag between the time of taking
the observations and the time of assembling and archiving them on a world-wide
basis. The apparent annual fluctuation in the number of data in Fig. 5.6 is due to a
seasonal bias in taking the observations, namely fewer observations are taken during
the Northern Hemisphere winter than during its summer. Because the year-to-year
variability is smaller in the oceans than in the atmosphere, especially below the sur-
face layer, the historical data are probably sufficient to make first estimates of such
quantities as the seasonal cycle of the oceanic heat storage, one of the crucial factors
affecting the climate.

Current velocities are difficult to measure from a ship since they are usually very
small (on the order of a few cm s ~') except in the major ocean currents. This fact
severely limits our present knowledge of the dynamical structure of the oceans.

5.1.3 Satellite data

The role of satellites in climate research has expanded greatly since the early
1960s when cloud pictures were essentially the only useful product, as can be seen in
Table 5.2. In fact, measurements of net incoming and outgoing radiation fluxes at the
“top” of the atmosphere during the last decade provide the first reliable measure-
ments of the basic driving force of the climatic system.

Further, satellites are providing useful information from other spectral bands
besides the ultraviolet, visible, and infrared bands. For example, the microwave band
is used to study the precipitable water and liquid water content of the atmosphere
over the oceans, wind stresses at the ocean surface, the distribution and extent of sea
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ice, the height of sea level, the distribution of pollutants, etc. The height of sea level
is of major importance for getting a handle on the velocity fields in the oceans. An-
other example is the determination of the nature and concentration of aerosols, e.g.,
sulfuric acid from volcanic eruptions (such as Mount St. Helens in March 1980 and
El Chichén in April 1982) and dust in the atmosphere using backscattered ultraviolet
radiation.

In addition, through inversion techniques in the various absorption bands of CO,
and H,0, useful temperature and humidity profiles in the atmosphere are now ob-
tained to supplement the rawinsonde network observations over the oceans (Kaplan,
1959; Houghton, 1985). So far only mean temperatures for relatively thick layers and
winds at two cloud levels have been inferred from satellite information. Therefore,
the vertical resolution is limited, and the data are, in many cases, not compatible with
the observations obtained from rawinsondes at the different levels. In our analyses,
we have only used the net radiation data from satellites from the period 1964 through
1978 (see Table 5.2).

The amount of work involved in our studies of the climatic system is quite sub-
stantial. For example, for an average number of 1000 stations taking observations
twice a day during the 10-year period for five parameters (4, v, T, 2, and ¢) at 11 levels
in the vertical, required handling a minimum of 1000X2X10X365X5x11 =4
X 10® pieces of information. In the oceans, about one million soundings of three
parameters were processed at about 30 levels leading to a total of 10* pieces of infor-
mation. It is clearly a formidable task to handle such a mass of data and to ensure
quality control, since they are collected by countless individuals in many countries
using somewhat different instruments.

5.1.4 International field projects

Naturally, climate is a topic that affects all people and all nations. Its study
requires both local observations and international and global organization so that the
individual observations are compatible with each other and can be used to obtain a
uniform global description of the climate.

The International Meteorological Organization (IMO), founded in 1873, and its
successor, the World Meteorological Organization (WMO), founded in 1950 as a
technical agency of the United Nations, with its headquarters in Geneva, Switzer-
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land, have been providing the standards for taking, collecting, and distributing the
observations and facilitating their exchange among the different nations. On a rou-
tine, daily basis a large fraction of the meteorological and oceanographic observations
taken is now distributed to the various forecasting centers using the Global Telecom-
munication System (GTS).

We will now review a few of the relevant international projects that have led to
major advances in the observational network and in our knowledge of the atmosphere
(see, e.g., WMO, 1973). Going back in time, the first large-scale projects were the two
International Polar Years in 1882-83 and 1932-33, intended mainly to increase the
knowledge of the arctic regions. Then during the International Geophysical Year in
1957-58, principal emphasis was given not only to the arctic region but also to the
antarctic region where many new meteorological stations (including one at the South
Pole itself) were established, as well as to the tropical belt.

Following the more recent development of meteorological satellites, numerical
weather prediction (NWP) models, and global communication networks, for the first
time truly global projects, such as the World Weather Watch, became feasible. Thus,
in 1968, the Global Atmospheric Research Program (GARP) planned and coordinat-
ed jointly by the intergovernmental WMO and the more scientific International
Council of Scientific Unions (ICSU) came into being. The First GARP Global
Experiment (FGGE, also called Global Weather Experiment) took place in 1979. Its
major objectives were:

(1) to obtain a better understanding of atmospheric motion for the development
of more realistic models for weather prediction;

(2) to assess the ultimate limit of predictability of weather systems.

One of the other goals of FGGE has been to design the optimum composite
meteorological observing system for routine numerical weather prediction of the
larger-scale features of the general circulation. The observing system consisted of
the routine land-based and ocean weather stations, ships, aircraft, geostationary and
polar orbiting satellites, drifting buoys south of 20 °S, and constant-level balloons in
the tropics. It also included some special intense observing periods and regional
experiments such as in the Asian monsoon and polar regions (see, e.g., Fleming ez al.,
1979a and 1979b).

With the growth of our abilities to monitor and understand the global atmo-
sphere, the realization of the interconnectedness of the atmosphere with the other
parts of the climate system has also grown. In turn, this has led to a renewed interest
in climatic fluctuations beyond the one-to-two-week time scale of weather phenome-
na. Thus, as a successor to GARP the World Climate Program was established in
1979 with a research component that has as its major objectives to determine

(1) to what extent climate can be predicted and

(2) the extent of man’s influence on climate.

As one of its activities the Tropical Ocean Global Atmosphere (TOGA) experi-
ment was launched in 1985 partly in response to the extraordinary El Nifio-Southern
oscillation event in 1983 (see Chap. 16). Another activity of the World Climate
Program is the International Satellite Cloud Climatology Project (ISCCP).

Finally, for the near future in the 1990s a World Ocean Circulation Experiment
(WOCE) and a Global Energy and Water Cycle Experiment (GEWEX) among sever-
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al other experiments are being planned under the general umbrella of the Interna-
tional Geosphere—Biosphere Program (IGBP). It is clear that great progress both in
the data bases and in our understanding of natural and manmade climatic changes can
be expected in the next few decades.

5.2 DATA PROCESSING TECHNIQUES

In this section and in Sec. 5.3, we will discuss the specific procedures that were
used by us and our colleagues to obtain the statistics presented in this book. Some
other procedures that are also frequently used will be discussed in Sec. 5.4.

5.2.1 Atmospheric data

The accuracy of the basic data is subject to some uncertainties not only due to
instrumental limitations but also due to the processing and transmitting of the obser-
vations. It seems reasonable to assume that these errors are random in character and
uncorrelated. This implies that, in the case of linear quantities, the statistics evaluat-
ed for a given station would become progressively more reliable as longer averaging
periods are used. For further discussion see Oort (1978).

The surface and upper air data sets were carefully checked for erroneous reports
at several phases in the data processing scheme. The most important checks were an
initial, gross test for unreasonable meteorological values and, at a later stage, the
application of a cutoff criterion for those values of x which fell outside the range
[ — 40(x), ¥ + 40(x)]. The seasonal averages ¥ and the seasonal standard deviations
o(x) were computed from the 10-year time series at each station and for each isobaric
level and season. In the case of the surface ship data, all reports within a grid square
of 2° latitude X 2° longitude were considered to represent values for a hypothetical
station located in the center of the square. From the checked time series, monthly
mean statistics were computed at each station for each of the 120 months under
study, following the same mathematical techniques used previously in several of our
projects (e.g., Starr, 1968; Rosen et al., 1979; and Oort, 1983).

To give an idea of the quantities computed we present in Tables 5.3(a) and 5.3(b)
the basic station statistics in matrix form at the various pressure levels. From the
matrix of the accumulated monthly sums the covariance matrix was obtained. Since
both types of matrices are symmetric, the diagonal terms in Table 5.3(b) represent the
variances. As discussed previously, the variances and covariances are directly related
to the role of the transient eddies in climate.

There are unavoidable missing data in the records creating additional difficulties
that we have to resolve. It seems that ten days of upper air observations per month are
sufficient to represent the prevailing atmospheric conditions during that month. In
the case of the ocean surface data, a lower criterion was used with a minimum of three
days of observations since the surface network is much more dense over most of the
globe (see Fig. 5.2) than the upper air network (see Fig. 5.3). The reason to choose the
lower cutoff criterion stemmed from the additional information contributed by data
from neighboring 2° squares (Oort, 1983).

For the study of the long-term mean conditions used in the present book average
Station values were calculated for each calendar month, which enabled us to study the
Seasonal cycle in great detail. This procedure implies that the year-to-year variations
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TABLE 5.3(a). Monthly sums evaluated at each station and each level.
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TABLE ¢5.3(b). Monthly means, variances and covariances evaluated at each
station and at each level.?
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*Note that the generic matrix term A'B is computed as followss AB = AB—AB

= 3(4B)/N — (34/N)(2B/N).

are not included in the transient eddy statistics. However, the eddy statistics will
contain the most important fluctuations with time scales of one month or less.

The 10-year average station statistics were then used as input for the global
analyses of the different quantities at the standard levels (see Table 5.1).

The various maps, zonal-mean cross sections, and profiles presented in this book
are based on the point values of a 2.5° latitude X 5° longitude grid. Most of the
horizontal maps were somewhat smoothed before drafting by twice applying a two-
dimensional five-point median smoother followed by a weak Laplacian smoother (see
Sec. 5.3). The required seasonal and annual-mean grid point values were calculated
from the 12 monthly analyses. As discussed in Sec. 4.1, we should note that all
fluctuations within a year are considered as transient eddies, so that the annual-mean
statistics include the contributions from both synoptic eddies and the “eddies” asso-
ciated with the normal seasonal variation. If one is interested in annual-mean statis-
tics where only the synoptic systems are included as transient eddies and the effects of
the annual cycle are removed, a good measure of the annual mean can be obtained by
taking a straight average of the DJF and JJA transient eddy statistics.

The topography of the earth’s surface was taken into account in all computations
so that only grid points above the mountains contribute to the zonal- and vertical-
mean estimates. To accomplish this, the topography was expressed in pressure co-
ordinates, assuming that it is invariant throughout the year and equal to the mean
annual value. Toshow the relative importance of the topography at various levels, we
present in Fig. 5.7 a meridional cross section of the fraction of points above the earth’s
surface.
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FIGURES.7. Latitude-pressure diagram of the east-west fraction of grid points above the earth’s
surface. A value of 1.0 indicates that all points along the latitude circle lie above the earth’s surface.

5.2.2 Oceanic data

As mentioned before, the biggest problem in studying the climate of the oceans is
the general lack of subsurface data in certain areas of the globe. In addition, we have
to consider the quality of the data, which requires various checks. For example,
unreasonable and spurious values have to be eliminated, and some vertical and hori-
zontal consistency checks such as static stability checks and some standard deviation
cutoff criteria, have to be applied in order to obtain representative statistics. Gener-
ally speaking, very similar filtering criteria were used as those described earlier in the
case of the atmospheric data.

After completion of the error checking, all available historical oceanographic
soundings were used to generate 1° latitude by 1° longitude square “station” statistics.
These were assigned to the center of each square for monthly, seasonal, and annual-
mean values. Of course, the number of observations tends to decrease with depth.
However, in general, they appear to be sufficiently dense to give representative long-
term mean analyses of the various fields (Levitus, 1982).

Since the basic ship observations are not regularly distributed in space and time in
data-sparse regions, some uncertainty is bound to occur in the quality of the statistics
with regard to certain scales of oceanographic phenomena. It may happen that the
few available observations only sample a very uncommon situation, such as a de-
tached vortex in the mid-ocean that came from a region with completely different
oceanographic properties. Examples are cutoff eddies coming from the Gulf Stream
or Kuroshio, or lenses of water in the middle of the oceans originating from coastal
Waters or Mediterranean Seas.

5.2.3 Satellite data

The basic data set used here consists of reflected solar and infrared radiation
Mmeasurements from polar orbiting, sun-synchronous satellites taken during the years
1964 through 1979. The albedo measurements of the atmosphere—earth system give
the information needed to calculate the incoming solar radiation, assuming a solar
constant of 1360 W m~ 2. Combined with simultaneous measurements of outgoing

rared radiation, the net radiation balance at the top of the atmosphere Fr, was
€valuated on g monthly basis. For most satellite sensors, the ground resolution was
low, of the order of 1000 X 1000 km?. More detailed information on the satellite data
that have been included in the present study as well as the local time of observation is
Presented in Table 5.2. For completeness the table was extended to the late 1980s
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although only the 1964-1979 data were used here. Allsatellites were in sun-synchro-
nous orbits, thus sampling at just one local time during daylight hours. However, the
set includes late morning, near noon, and early afternoon orbits so that diurnal sam-
pling bias is minimized. For further information concerning the satellite data and
error estimates see Stephens et al. (1981).

5.3 OBJECTIVE ANALYSIS METHODS

The purpose of the analyses to be presented in this book is to give a three-dimen-
sional description of the climate in the atmosphere and oceans, by converting the
information contained in the station data onto a regular horizontal grid. To accom-
plish this in the atmosphere, we used an objective analysis scheme developed mainly
by Welsh (Harris ez al., 1966; Rosen ez al., 1979a), and in the oceans a simple iterative
scheme (Cressman, 1959).

5.3.1 Atmospheric analyses

Our 10-year ensemble of station statistics from the period May 1963 through
April 1973 was used as input for the analyses. The analysis requires an initial guess
value at each grid point. The zonal average of the station data in a 10°-wide latitudi-
nal belt is used as first guess for all grid points in the latitude belt. If there are stations
close to a grid point, a simple interpolation scheme is used to correct the first guess.
This correction is the departure from the initial guess averaged over the neighboring
station values. The same correction is applied to all grid points which lie within a
specified distance of the corrected grid point (taken as an internal boundary point)
leading, after smoothing, to the second-stage analysis. -

For the grid points that have no nearby reporting stations the field of station
departures from the second-stage analysis is extended by solving a Poisson’s equa-
tion. This can be accomplished for each grid point by relaxation methods (e.g., Richt-
meyer and Morton, 1967) with constraints imposed by the internal boundary points
(the observations) and by the boundary conditions at the perimeter of the grid

VT (,/) = F (i), (1

where T'is the interpolated value at grid point (4, ), Fis the forcing function, and \/? is
the Laplacian operator. This operator can be defined in finite difference form as
VTGH=TEGIAD+HTE - D+TE+ L)
+T(@G—1,7)—4T (1, /)}/4
From Egq. (5.1) we note that the forcing function defines the shape of the field, and is
chosen to be the Laplacian of the second-stage analysis of the departures.

Of course, when F = 0 the Poisson’s equation reduces to a Laplace equation. Its
solution may be physically represented by a membrane stretched between the already
corrected internal grid point values and the boundary values. This would correspond
to a linear interpolation scheme, whereas with the Poisson’s equation a nonlinear
interpolation is possible due to the forcing field. The final step in the analysis cycle is
to apply a smoothing operator (filter) at all grid points in order to minimize small-
scale noise which may be artificially introduced by the data themselves or the analysis
scheme. This sequence of steps is repeated a few times in order to get a stable
analysis.



THE DATA

The analyses were performed on a modified National Meteorological Center
(NMQC) grid leading to arrays with an average grid point distance of about 430 km.
The hemispheric analyses were done on polar stereographic maps. Finally, global
latitude—longitude maps, with a 2.5°-latitude and 5°-longitude mesh, were construct-
ed by interpolation from the two hemispheric maps.

5.3.2 Reliability of the atmospheric analyses

To illustrate how the analysis scheme works, the following experiment was per-
formed. Four fictitious data points were introduced in the Northern Hemisphere at
70 °N, 0% 70 °N, 90 °E; 70 °N, 180 °E; and 70 °N, 90 °W with values of 10, 10, — 10,
and — 10, respectively, and a similar set of 4 points for the Southern Hemisphere.
Next, an analysis was done using the scheme described above. The resulting analysis
is presented in Fig. 5.8. It shows that the central values are somewhat reduced in
absolute magnitude from the original value of 10.0 to a value of 9.2, and that the
radius of influence for isolated data points tends to be quite large.

To further assess the influence of the number and distribution of the stations
used several experiments were conducted. In these experiments, 10% of the station
values randomly chosen were withheld, and the remaining 90% were objectively
analyzed. This experiment was repeated several times using different, nonoverlap-
ping random samples. The root-mean-square (rms) departures of the analyzed val-
ues from the withheld station values in each case can then be regarded as a measure of
the uncertainty involved in our analyses or as a measure of the errors in our analyses
associated with the nonuniform distribution of the stations over the globe.

The resulting rms errors are presented in Table 5.4 in the columns “A” for two
levels and the Northern and Southern Hemispheres for various quantities. For com-
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FIGURE 5.8. Test result of the analysis procedure for four selected data points in each hemi-
Sphere, The original values were + 10 and — 10 (from Oort, 1983).
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parison, estimates of the typical spatial variability in the time-mean climatological
fields are given in Table 5.4 in the columns “B.” The measure of variability used here
is the rms departure from the global-mean value

rms(X) = z (® — ¥)? cos ¢,~/Z cos ¢, v

where ¥ is the area-weighted global-mean value of the time-mean field of x, and the
summations are performed over all grid points (7,7) in either the Northern or the
Southern Hemisphere.

Table 5.4 also shows the ratios of the rms error and the rms of the analyzed
climatological fields in columns “C” as a measure of the reliability of the analyses.
We will assume, as a first indicator of the skill of our analyses, that a ratio of 1
separates the reliable from the unreliable analyses. In fact, ratios larger than 1 (in
bold face) indicate that the typical errors due to spatial data gaps tend to be larger
than the actual variations shown on the analyzed maps, and thus that there is practi-
cally no skill in the detailed spatial features on these maps.

As a general conclusion, we can say that the rms errors are greater in the Southern
than in the Northern Hemisphere, as one would expect. Further, the spatial varia-
tions of the linear quantities %, T, 2, and g, but not , are fairly well measured through
the rawinsonde network. Especially the temperature (7) and height (z) fields are very
reliable with ratios less than 0.25.

As far as the transient eddy fields are concerned we notice that, in general, the
large-scale features in the Northern Hemisphere can be trusted, except for the tran-

sient eddy momentum flux ( v'%’) at all levels, and the transient eddy heat flux (o'T ')
at the upper levels (200 mb). In the Southern Hemisphere, we find overall larger
ratios and, except for »'T ' at 850 mb, all transient eddy flux fields seem to be
unreliable in that hemisphere.

In summary, the values of the ratios in columns C of Table 5.4 indicate how
accurately we can define the spatial patterns on the horizontal maps of the various
quantities based on the rawinsonde network as shown in Figs. 5.3 and 5.4. This
knowledge will be especially useful when we discuss the observed mean state of the
atmosphere in Chap. 7.

5.3.3 Oceanic analyses

In the oceans, a somewhat different scheme of analysis, as described in Levitus
(1982), was applied. This approach was followed in view of the higher resolution
required to resolve the important features of the oceans, such as the strong gradients
near the coasts and near the equator. The following simple iterative scheme devel-
oped by Cressman (1959) was used to generate the analyses on a 1°-latitude X 1°-
longitude grid. A first guess, F (i, j), was formed with the zonal mean values for each
Ocean basin. An influence radius R was then specified. Where there was an observed
Mean value, the difference Q, between this value and the first guess field was comput-
ed. A correction C(i, s) was evaluated at all grid points (7, 5) as the distance-weighted
average of the differences in the points that lie within a circle of radius R around the
8rid point. Thus

cih=3 w.e./ 3 W, 52)

s=1
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where the weighting function
W, =e~ "'® forr<R,

s

W, =0 forr>R, (5.3)

and r = distance between the observation and the grid point.
At each grid point the analyzed value G(Z, ) is then computed as the sum of the
first guess and the correction

G(@,) = Fi,1) + CGs J)-
The new field G(7, ) can now be used as a first guess and the procedures described

above can be repeated using a smaller influence radius R. Only a few iterations are
required to obtain a stable analysis. For further details, see Levitus (1982).

5.4 OTHER ATMOSPHERIC DATA SETS

So far we have discussed those sets of climatological analyses that are based on
direct observations and that are usually obtained through one of the mathematical
interpolation or extrapolation techniques described above. However, there are other
methods of interpolation based on numerical weather prediction (NWP) models.
These methods use the physical constraints imposed by the basic thermo-hydrody-
namic equations as derived in Chap. 3 (see especially Secs. 3.2.2 and 3.7). They
thereby provide a sound physical basis for filling in the empty spaces in between the
observations with model data. Of course, one of the caveats is the capacity of the
mathematical model to capture the real evolution of the weather all over the globe.
Nevertheless, through continual model improvements the daily NWP analyses have
become very valuable as research tools. They are also easy to use since, in contrast
with the real observations, the grid point data cover the globe uniformly and weather
systems are not lost in the large data-void regions of the world (see Fig. 5.3).

We may note that there are no fundamental differences between the models used in
day-to-day weather prediction and those used in climate research, the general circu-
lation models (GCM?’s, see Chap. 17). Nevertheless, the NWP models require a
higher resolution and somewhat less emphasis on parameterization of the physical
processes than the climate models. In the case of numerical weather prediction,
models are being integrated over relatively short periods of up to ten days at present,
and up to amonth on an experimental basis. Here, the initial atmospheric conditions
remain important throughout the integration. On the other hand, in the second case
the models are integrated over years or decades, and the surface and top boundary
conditions instead of the initial conditions become the factors that determine the
climate statistics.

The flow of data in both our observational approach (method A) and in the NWP
approach (method B) are shown on the left- and right-hand sides of\Fig. 5.9, respec-
tively. As mentioned before, in method A twice daily station reports %re averaged for
each station over the month, and the various circulation statistics are computed at
each station separately. To obtain analyzed fields on a regular grid covering the
globe, the values at grid points are obtained by mathematically fitting a surface
through the time-averaged station values, as discussed before. This method tends to
work reasonably well north of 30 °S, especially over the Northern Hemisphere land
areas where abundant rawinsonde data are available. The reason that it works is that
the time-averaging process removes much of the synoptic-scale variability connected
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_FIGURE 5.9. Flow diagram illustrating two alternative processing schemes A and B for compil-
Ing general circulation statistics (from Lau and Oort, 1981).

_With the “weather” and, therefore, tends to yield fairly smooth large-scale fields. The
Important influence of the weather systems is then included in the transient eddy
fields, which exhibit coherent large-scale patterns.

Inmethod B usually six-hour forecasts are used to interpolate between data points
Onadaily basis. In the model, it is possible to include other nonstandard data besides
the rawinsonde reports, such as aircraft reports, traveling ship reports, and satellite
data in a continuous four-dimensional data assimilation (see, e.g., Bengtsson e al.,
,1982)~ Obviously, if assimilated correctly, these additional data should significantly
Improve the generated daily weather maps, and indeed much progress continues to be
made to improve the basic analyses. The generated daily fields of the basic variables
(the two wind components, temperature, geopotential height, and humidity) are then
aVeraged, and similar circulation statistics are derived as in method A.

Sometimes “bogus” reports and/or empirical corrections are included in scheme B
to °°11}pensate for known deficiencies in the models. In principle, this is probably an
Undesirable procedure. However, in practice, it may be necessary to correct for
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model biases (at least temporarily), as in the case of mountain-generated gravity
waves that are not adequately resolved in the present NWP models (e.g., Wallace ez
al., 1983; Palmer et al., 1986).

Valuable hemispheric and (recently) global upper air analyses have been generated
using method B at many weather centers in the world, e.g., at NMC in Washington,
D.C,, the European Centre for Medium Range Weather Forecasts (ECMWF) in
Reading, England, the British Meteorological Office in Bracknell, England, and the
Bureau of Meteorology in Melbourne, Australia.

In view of the limits in predictability (see Fig. 17.4 and, e.g., Lorenz, 1969; Miya-
koda ez al., 1972), it is interesting to note that even a six-hour forecast may show
systematic model biases, connected, e.g., with mountains and intense thermal convec-
tion (Heckley, 1985; Arpe et al., 1985; Molteni and Tibaldi, 1985). Another practical
difficulty in the use of the analyses produced by method B is that there have been
many adjustments in the NWP models, designed to improve their forecasting perfor-
mance. Therefore, it is difficult to assess whether temporal variations in the results
of method B are due to real changes in climate or due to changes in the analysis
scheme. On the other hand, method A has produced more consistent analyses, which
constitutes an obvious advantage.

For a comparison of the general circulation statistics obtained using methods A and
B we can refer to Lau and Oort (1981,1982), Rosen and Salstein (1980), Rosen ez al.
(1985), and Karoly and Oort (1987). The present consensus appears to be that the
two methods have both their strengths and weaknesses, and that neither one is clearly
preferable above the other. In the future, though, one would expect that method B
should become superior in view of the sizeable improvements that are presently being
realized in the NWP models and because, in principle, an interpolation based on the
dynamics and physics of the system should be more appropriate than one based
purely on mathematical techniques.



CHAPTER B
Radiation Balance

6.1 INTRODUCTION

6.1.1 Nature of solar and
terrestrial radiation

The major energy sources and sinks for the earth as a whole are the solar radiation
and the terrestrial radiation, respectively. The radiant energy travels in the wave
form at the speed of light ¢ (2.9973X 10*m s ' in a vacuum). Itcan be characterized
by the wavelength of propagation A or by the frequency v (cycles s ~ '), which are
related by the expression Av = c.

The solar radiation covers the entire electromagnetic spectrum from gamma and
X rays, through ultraviolet, visible, and infrared radiation, to microwaves and ra-
diowaves. However, the most significant portion of the spectrum associated with
radiative energy transfer in the climate system ranges from the ultraviolet to the near
infrared as shown in Fig. 6.1.

Sometimes the wave number 7 is used instead of the frequency v to describe the
radiation, so that n=v/c=1/A1. Thus, when A =1 um, the wave number
n=10000cm~' or10°m '

Essentially all energy that enters the earth’s atmosphere comes from the sun since
the upward conduction of heat from the earth’s interior (due to radioactive decay) is
negligible. The incoming solar radiation is partly absorbed, partly scattered, and
partly reflected by the various gases of the atmosphere, aerosols, and clouds. The
remainder that reaches the earth’s surface is largely absorbed by the oceans, lithos-
Phere, cryosphere, and biosphere, and only a small part is reflected. According to the
first law of thermodynamics the absorbed energy can be transformed into internal
energy (heat) or it can be used to do work against the environment, appearing as
Potential or kinetic energy.

In order to maintain the earth in its long-term observed state of quasi-equilibri-
Um, the amount of absorbed energy must be balanced by an equal amount of energy
m°}'ing into outer space. The outgoing energy is also in the form of radiant energy
€mitted by the earth’s surface and atmosphere. In fact, we know (based on Prévost’s
Work in the late 18th century) that all bodies having a temperature above absolute
Zzero K emit radiant energy over a large range of wavelengths. As we will see, the
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FIGURE 6.1. Spectral distribution of solar irradiation at the top of the atmosphere and at sea
level for average atmospheric conditions for the sun at zenith. The shaded areas represent absorp-
tion by various atmospheric gases. The unshaded area between the two curves represents the por-
tion of the solar energy backscattered by the air, water vapor, dust, and aerosols and reflected by
clouds. For the curve at the top of the atmosphere the integral §; E; dA~1360 W m ‘represents
the solar constant (adapted from Gast, 1965).

higher the temperature of the emitting body, the larger the amount of emitted energy
and the shorter the wavelength of its peak. Thus, due to the large difference in solar
and terrestrial temperature, the incoming solar radiation has its maximum emission in
the visible range (~ 0.5 um), whereas the outgoing terrestrial radiation has its peak in
the infrared portion of the spectrum (~ 10 zm). Most of the solar energy of interest
for the energetics of the climate system ranges from 0.1 to 2.0 um in the ultraviolet,
visible, and near infrared regions, while most of the outgoing terrestrial radiation to
space is in the region between 4.0 and 60 zm well in the infrared range of the electro-
magnetic spectrum [see Fig. 6.2 (a)]. This gives the rationale for the breakdown of the
radiant energy that heats and cools the climate system into two types: the short-wave
or solar radiation with A < 4 zm and the long-wave or terrestrial radiation with 44
um. We may add that the mathematical and physical treatments of the two types of
radiation are also quite different.

Since the solar radiation comes from a very distant point-like source, the sun, it-
can be treated as parallel unidirectional radiation. On the other hand, the terrestrial’
radiation comes from all directions since each molecule acts as an individual “minus-.
cule sun” for thermal diffuse radiation. Furthermore, the terrestrial emission is neg-;
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FIGURE 6.2. Black body curves for the solar radiation (assumed to have a temperature of 6000
K)and the terrestrial radiation (assumed to have a temperature of 255 K) (a); absorption spectra for
the entire vertical extent of the atmosphere (b) and for the portion of the atmosphere above 11 km
(¢)after Goody (1964); and absorption spectra for the various atmospheric gases between the top of
the atmosphere and the earth’s surface (d) after Howard ez al. (1955) [updated with data from Fels
and Schwarzkopf (1988, personal communication) between 10 and 100 zm].
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ligible at the wavelengths of solar emission so that only absorption has to be consid-
ered. However, emission and absorption are equally important at the frequencies of
terrestrial radiation and need to be considered simultaneously.

6.1.2 Global radiation balance

In order to get a global view of how, in the long run, the climatic system maintains
its state of quasi-equilibrium, we present in Fig. 6.3 a preliminary diagram of the
global radiation balance for the earth. The figure summarizes the annual-mean radi-
ation balance for the climate system as a whole, separating it into the solar and terres-
trial radiation budgets on the left- and right-hand sides of Fig. 6.3, respectively. The
numbers are scaled so that the incident solar radiation flux is set at 100 units.

Of the 100 units of incoming solar radiation shown on the left-hand side of Fig.
6.3, 16 units are absorbed by stratospheric ozone, tropospheric water vapor and aero-
sols, 4 units by clouds, and 50 units by the earth’s surface. The remaining 30 units of
solar radiation are backscattered by the air (6 units), reflected by clouds (20 units),
and reflected by the earth’s surface (4 units). These 30 units do not participate in the
physical and chemical processes that occur in the climate system.

Of the 50 units of solar radiation absorbed at the earth’s surface, the right-hand
side of Fig. 6.3 shows that 20 units are emitted as long-wave radiation into the atmo-
sphere and 30 units are transferred upward into the atmosphere by turbulent and
convective processes in the form of sensible heat (6 units) and latent heat (24 units).
Of the 20 units of emitted long-wave radiation, 14 units are absorbed in the atmo-
sphere mainly by water vapor and carbon dioxide and 6 units are emitted directly into
space.

Considering now the atmosphere by itself, it absorbs 20 units of solar radiation
plus 44 units of energy coming from the earth’s surface. This total absorbed amount

INCOMING SOLAR REFLECTED SOLAR OUTGOING
RADIATION RADIATION INFRARED RADIATION
100 6 20 4 6 38 26
BACK- F ¥
c% SCATTERED
BY AIR
NET EMISSION
16 BY H20, CO;
ABSORBED REFLECTED
BY H0, BY CLOUDS
DUST, 03 EMISSION
n BY CLOUDS
ABSORPTION
REFLECTED / BY H20, CO; BN
£ BY SURFACE NET EMISSION OF SENSIBLE LATENT
ABSORBED HEAT  HEAT
INFRARED RADIATION
IN CLOUDS FROM SURFACE FLUX  FLUX

FIGUREG.3. Schematic diagram of the global radiation budget in the climatic system. A value of
100 units is assigned to the incoming flux of solar energy.
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of 64 units is then balanced by the emission into space of infrared radiation by water
vapor and carbon dioxide (38 units) and by clouds (26 units). Adding the 6 units of
radiation passing directly through the atmosphere from the earth’s surface, we find a
total loss of 70 units in the form of long-wave radiation at the top of the atmosphere
required to balance the 70 units of absorbed short-wave solar radiation.

We will present a more detailed regional analysis of the radiation budget in the
following sections and will return to the global energy budget in discussing the ocean—
atmosphere heat engine in Chap. 14.

6.2 PHYSICAL RADIATION LAWS

6.2.1 Planck’s law

By definition, a black body is a perfect absorber. It also emits the maximum
possible amount of energy at a given temperature. The amount and quality of the
energy emitted by a black body are uniquely determined by its temperature, as given
by Planck’s law. This law states that the monochromatic radiance (intensity) of radi-
ation B, (T) (energy per unit time per unit area per unit solid angle per unit wave-
length) emitted by a black body at temperature T is expressed by

2
Zhe A, (6.1)

Bt = e D — 1]

whereh = 6.63 X 10 ~** J sis the Planck constant and 2 = 1.38 X 10 2 JK ~ ! isthe
Boltzmann constant. This law can also be written in terms of frequency using
A=c¢/ V.
3

2hy dv.
*exp(hv/kT) — 1]
We note that black body radiation is isotropic, i.e., the intensity is independent of the
direction.

B,(T)dv= (6.2)

6.2.2 Stefan—Boltzmann law

The total radiance (or intensity) of a black body can be obtained by integrating
the Planck law over the entire wavelength domain from 0 to oo

B(T) = Lx B,(T)dA~T*. (6.3)

This emission can be integrated over all angles of a hemisphere covering a horizontal

surface, leading to the total flux (energy per unit time) coming from all angles at that
Surface:

J B(T)cos 8dw da = oT * da, (6.4)

Where o is the Stefan—Boltzmann constant (o = 5.670X 10~ *W m~2K - *), 8 is the
angle between the incoming beam of solar radiation and the vertical, dw = sin 6 d6 dA
18 a solid angle element, and da is an element of surface area. Noting that B(T) is

95



96

PHYSICS OF CLIMATE

independent of the direction, the integration of the left-hand side of Eq. (6.4) over the
entire hemisphere leads to

w/
27B(T) J. cos 6 sin 6 d@ = 7B(T)
(]

so that
7B(T)=oT*. (6.5)

Thus, the flux density (energy per unit area per unit time) emitted by a black body is
proportional to the fourth power of the absolute temperature.

6.2.3 Wien displacement law

By setting the derivative of B, (T)(with respectto A) in Eq. (6.1) equal to zero, the
wavelength of maximum emission 4, can be obtained leading to the Wien displace-
ment law

Amax T = A = const. (6.6)

When A isinum and Tin K we find that 4 = 2898 um K. The Wien displacement law
states that for black body radiation the wavelength of maximum emission is inversely
proportional to the absolute temperature. Using this relation the temperature of a
black body can be determined from the wavelength of maximum monochromatic
radiation. The law shows that the radiation emitted from the surface (7=293 K)
peaks at about 9.9 um, well in the infrared region of the spectrum. Of course, the
radiation emitted from the upper troposphere (7'~ 255 K) peaks at a somewhat higher
wavelength. Taking the observed value of 4., = 0.474 umfor the solar radiation we
find the sun’s surface temperature to be on the order of 6110 K [see Fig. 6.2(a)].

We may note that both the Wien and Stefan—-Boltzmann laws were obtained prior
to Planck’s law by other means. However, now they may be regarded as corollaries of
Planck’s law.

6.2.4 Kirchhoff’s law

The previous laws deal essentially with the intensity emitted by a black body.
However, in general, a medium will not only absorb but also reflect part of the inci-
dent radiation and transmit the remainder. Thus, in terms of the ratios of the ab-
sorbed, reflected, and transmitted radiation with respect to the monochromatic inten-
sity of the radiation /, incident upon a layer, we may write

atra+r=1, 6.7)
wherea, = 1,,/1, is the absorptivity, r, = I,,/1, the reflectivity (or albedo at wave-
length ), and 7, = I, /I, the transmissivity of the layer.

Kirchhoff’s law states that in thermodynamic equilibrium and at a given wave-
length the ratio of the intensity of emission /, to the absorptivity a, of any substance
does not depend on the nature of the substance. It depends only on the temperature
and the wavelength:

I,/a, =f(A,T). (6.82)

In case of a black body a; = 1 for all values of 2. Therefore, the ratio f (4, T) is equal
to B, (T), the black body intensity for a given temperature and wavelength. For any
real body a, is less than 1, so that I, <B,(T). When we assume that a, is the same at
all wavelengths we define what is known as a gray body.
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In order for I, to be different from zero it is necessary that both B, (T)and a, be
different from zero. Thus, for a body to be able to emit energy at a given wavelength
and at a given temperature it is necessary that a black body also emit energy at that
temperature and that the body be able to absorb it. Since the emissivity ¢, is defined
as the ratio of the emitted intensity to the Planck function, KirchhofP’s law can also be
expressed by

€ =a, (6.8b)

so that any selective absorber of radiation at wavelength A is also a selective emitter of
radiation at the same wavelength.

6.2.5 Beer-Bouger-Lambert law

This law expresses the change in radiation intensity /, due to the absorption of
the radiation. Let us consider a parallel beam of radiation with intensity I, passing
through an absorbing medium. The intensity of radiation after traversing a layer of
thickness ds in the direction of propagationis I, + d/,,and

dl, = —ky,Lipds, (6.9)
where p is the density of the medium and £, is the absorption coefficient (absorption

cross section in units of area per unit mass) for radiation of wavelength A. Integration
of this equation between s = 0 and s = s, yields the emergent intensity /, (s,)so that

L(s) = !A(O)exp( L kyp ds) , (6.10)

where I, (0) is the intensity at s = 0. When the medium is homogeneous, &, is inde-
pendent of s, and Eq. (6.10) then expresses the Beer-Bouger—-Lambert absorption
law. A similar law is valid for the scattering of a parallel beam passing through the
atmosphere. In this case, we must use a scattering coefficient k,,. When absorption
and scattering occur simultaneously we may write k, = k,, + k,.,where k, is called
the extinction coefficient. The transmissivity 7, of the atmosphere at a given wave-
length is then given by

T, =[,1/I,m=exp( f klpds), (6.11a)
(

v'vhere k, is the extinction coefficient along a slant path ds in the direction of propaga-
ton through the atmosphere. If the zenith angle of the sunis Z, ds = dz sec Z and Eq.
(6.11a) can be written as

T, =1/1 =exp(—seczj Pk, dz)
0

= exp( — sec Z u), (6.11b)
Where the quantity
u=f k,p dz (6.12)
0
is called the optical depth or optical thickness.
For normal incidence (Z = 0) and when u =1 we find 7=¢ = 0.37 which

implies that the initial intensity I, is decreased by 63%. If u=2 we find
T=e~? = (.14 or adecrease in intensity of 86%. During normal atmospheric condi-
tions the optical depth is much less than 1, but for very thick, dark clouds it can be
Mmuch greater than 1.
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6.3 SOLAR RADIATION

6.3.1 Solar spectrum and solar constant

Most solar radiation that affects the climate system is in the ultraviolet, visible,
and near infrared regions of the spectrum (see Fig. 6.1). Indeed, 99% of the solar
energy reaching the earth has a wavelength between 0.15 and 4.0 um with 9% in the
ultraviolet (4 < 0.4 #m), 49% in the visible (0.4 <A < 0.8 um), and 42% in the infrared
(A > 0.8 um) (Houghton, 1985).

Observations over many years show that the intensity of solar radiation has not
changed substantially. For this reason we may introduce a quantity known as the
solar constant S. The solar constant is defined as the amount of solar radiation
incident per unit area and per unit time on a surface normal to the direction of
propagation and situated at the earth’s mean distance from the sun. The value of the
solar constant is about 1360 W m ~2 Figure 6.1 gives the spectral distribution of the
solar radiation both at the top of the atmosphere and at ground level. The spectrum
at the top of the atmosphere closely resembles the spectrum given by Planck’s law for
a black body with a temperature of about 6000 K. The shaded area in Fig. 6.1 indi-
cates the absorption of the radiation due to various gases when it travels vertically
through the atmosphere under clear conditions. The remaining portion between the
two curves represents the reduction of the solar radiation due to scattering.

The radiation coming directly from the sun received at the earth’s surface on a
unit area normal to the solar beam is called direct solar radiation. The amount of
scattered radiation coming from all angles, except for the solid angle subtended by the
solar disk, is called diffuse solar radiation. The sum of both components as received
on a horizontal surface is called global solar radiation.

In further discussions, we will start with the solar radiation at the top of the
atmosphere. We will then study the interactions of the solar radiation with the var-
ious atmospheric constituents and clouds. Finally, we will evaluate the amount of
solar radiation that reaches the earth’s surface and its transformations.

6.3.2 Distribution of solar radiation
at the top of the atmosphere

The distribution of solar radiation at the top of the atmosphere depends on the
geometry of the globe, its rotation, and its elliptical orbit around the sun. Thus, itisa
function of the tilt of the axis to the plane of the ecliptic, the eccentricity of the orbit,
and the longitude of the perihelion. The mean distance between the sun and the earth
is 1.496 X 10'! m and is known as the Astronomical Unit (AU). The maximum earth-
sun distance (aphelion) is 1.521x 10'' m ( = 1.017 AU), and the minimum distance
(perihelion) is 1.471 X 10'' m ( = 0.983 AU). The eccentricity of the earth’s orbit is
defined by the ratio of the maximum deviation from a circular orbit and the mean
radius itself; the eccentricity has a present value of 0.0167. The present value of the
tilt or obliquity of the ecliptic is 23° 27"

As the solar radiation enters the atmosphere it is depleted by absorption and
scattering. The absorbed radiation is directly added to the heat budget, whereas the
scattered radiation is partly returned to space and partly continues its path through
the atmosphere where it is subject to further scattering and absorption. Maximum
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depletion of the solar beam tends to occur at high latitudes were the path length
through the atmosphere is longest, and minimum depletion in the intertropical re-
gions where the path length is shortest.
The irradiance Fgy, on a horizontal surface depends on the sun’s zenith angle Z:
Fsy = Fgy cos Z,
where Fy is the irradiance normal to the solar beam. Applying spherical trigonom-
etry to the so-called ZPS (zenith-pole-sun) spherical triangle, we find that
cos Z = sin ¢ sin § + cos ¢ cos & cos k, (6.13)

where ¢ is the latitude, § the solar declination, and / the hour angle from the local
meridian (where & = 0). At sunset and sunrise (hour angle » = H) Z = 7/2 so that

singsind +cosdcosScos H=0 (6.14a)
or
cos H= —tan ¢ tan §, (6.14b)
and the length of day (in radians)
2H =2 cos ~'( — tan ¢ tan §). (6.15)

The length of day ( = 24 H/m hours) is uniquely defined by the latitude and the time
of year through the solar declination (see, e.g., Igbal, 1983).

The distribution of solar radiation incident on a horizontal plane at the top of the
atmosphere depends, of course, not only on cos Z but also on the earth-sun distance
through the inverse square law

f@d)=(dn/d)’,
where d is the actual distance and d,, the mean distance between the sun and the
earth. As we have seen before, the term cos Z depends on the day of year, time of day,
and latitude so that for a given instant
Fyw =S d,/d) cos Z, (6.16)
where S is the solar constant.

Under present astronomical conditions the function f (d) reaches extreme values
of 1.0344 in early January and 0.9646 in early July. Secular variations in the orbital
Parameters of the earth may constitute a major cause for climate changes as those
cxPerienced during the Pleistocene ice ages (Milankovitch, 1941; Berger, 1978; Im-
brie and Imbrie, 1979).

. The total daily insolation at the top of the atmosphere can be determined by
Integration of Eq. (6.16) over a day:

time of sunset

Q,=S(d,,/d)} I cos Z dr. (6.17)

time of sunrise

Using Eq. (6.14a) and dr = (12/7) dh, Eq. (6.17) becomes
24 S
Qo =—8(d,/d) sin ¢ sin & dh
K 0
H
+ f cos ¢ cos & cos h dh)
(1]

il S (d,,/d)*(H sin ¢ sin & + cos ¢ cos & sin H).
s
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Again using Eq. (6.14a) we find
24 2 .
Qo =—8(d,/d)’ sin ¢ sin § (H — tan H), (6.18)
T

where Q,, S, and H are given in units of W m =2 day, W m ~ 2, and radians, respec-
tively (for more details see Igbal, 1983). The values of Q, as a function of time of year
and latitude are presented in Fig. 6.4.

Next, we will consider in more detail the interactions between solar radiation and
the atmospheric constituents.
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FIGURE 6.4. Daily total of the solar radiation incident on a unit horizontal surface at the top of
the atmosphere as a function of latitude and date in 10° Jm (1% 10" Jm *for one day~11.6
W m ~ ?). Shaded areas represent the areas that are not illuminated by the sun (from Wallace and
Hobbs, 1977; after List, 1951).
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6.3.3 Aerosols

When solar radiation penetrates into the atmosphere, it is absorbed and scattered
not only by atmospheric gases but also by aerosols and clouds. Aerosols are defined as
suspensions of liquid or solid particles in the air, excluding cloud droplets and precip-
itation. The mean radius of the aerosol particles ranges from about 10 ~* to 10 um.
The aerosol particles in the atmosphere are due mainly to two processes: (1) direct
injection of dust, soot, sea salt particles, etc., from volcanoes, forest fires, human
activities, and other natural processes, and (2) chemical reactions of gaseous materials
within the atmosphere, such as the transformation of SO, into HSO, or sulfates, NO,
into nitric acids, and so on.

The aerosols can be classified according to their origin, size, and atmospheric
distribution (Houghton, 1985). The very small particles with mean radius (0.001 to
0.1,m) are called Aitken particles, the particles between 0.1 and 1 xm large particles,
and those between 1 and 10 um giant particles. The large and giant particles are
responsible for the turbidity (haziness) of the atmosphere. The concentration of
aerosols is usually expressed as the number of particles per cm®. The concentrations
are generally greater over the continents than over the oceans. The concentration of
Aitken nuclei ranges from values of 150 000 cm ~? in cities to 400 cm > over the
oceans. The concentrations of large and giant particles are much smaller than those
of the Aitken particles, and strongly depend on the type of air mass, being greatest in
moist, tropical air masses.

Aerosols can influence climate in two main ways. First, aerosol particles can alter
the solar energy by absorbing or scattering the radiation both in cloud-free and
cloudy conditions, thereby affecting the energy balance of the earth. Second, the
particles can serve as condensation and freezing nuclei playing an important role in
the process of cloud formation and precipitation.

6.3.4 Absorption of solar radiation

The solar spectrum shows a large number of absorption lines and bands, some
resulting from absorption in the sun’s atmosphere and others from absorption by the
gases of the earth’s atmosphere. The main atmospheric gases absorbing solar energy
are water vapor (H,0), carbon dioxide (CO,), ozone (O,), oxygen (O,), nitrogen (N,)
and their oxides (N,0, NO,), and methane (CH,) [see Figs. 6.1 and 6.2(b)-6.2(d)).

Radiation with wavelengths shorter than 0.3 um (ultraviolet, x radiation) is main-
ly absorbed in the high atmosphere above 20 km by O,, O,, O, and N,. Ionization due
to extreme ultraviolet and x radiation occurs at very high levels forming and main-
taining the ionosphere. Below 40 km in the stratosphere the absorption of solar
radiation is due to O, and O, mainly in the near ultraviolet. The combination of all
these absorptions explains the abrupt cufoff at the wavelength of about 0.3 zm of the
8olar radiation entering the troposphere [as shown in Fig. 6.2(c)].

Ozone is one of the most important stratospheric constituents absorbing solar
ultraviolet radiation. Itisformed in the stratosphere and mesosphere by photochemi-
Cal processes and has a maximum concentration between about 20- and 25-km height.
l'I"W'aver, the concentration and vertical distribution of ozone vary with latitude and
Season, and on shorter time and space scales as well. Depleting it would result in an
lncrc.ase of the ultraviolet radiation at the earth’s surface reducing agricultural pro-
duction, disrupting the oceanic food chain, increasing skin cancer, etc. Thus, the
°z°1{e layer can be regarded as a global sunscreen protecting the biosphere from
Possible damage by excess ultraviolet radiation.
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In the troposphere, the absorption of solar radiation is rather weak; it occurs in
the visible and near infrared (0.55 um <A <4.0 um) regions of the spectrum due
primarily to H,0, CO,, and clouds. Besides absorption, we must also consider the
depletion of solar radiation by atmospheric scattering.

In the atmosphere, there are solid and liquid particles (dust, smoke, ions, etc.)
that range in size from clusters of a few molecules to clusters with a radius of tens of
pum’s forming the aerosols. In the lower atmosphere, acrosols heat the troposphere by
the absorption of solar energy and decrease the amount of radiation that reaches the
surface. They also increase the planetary albedo mainly due to the backscattering of
solar radiation. The net effect of aerosols is to increase the temperature of the strato-
sphere and to decrease the temperature of the troposphere. It has been suggested
that changes in volcanism can involve changes in the aerosol content of the atmo-
sphere which, in turn, may alter the energy balance of the climate system. Therefore,
aerosols may be an important factor in explaining climate variations in past ages and
may also affect the future climate.

6.3.5 Scattering of solar radiation

The light in the atmosphere is diverted or scattered from its direction of propaga-
tion when it encounters particles or inhomogeneities, such as air molecules, aerosols,
and clouds. The scattering occurs because the index of refraction of the particles
differs from that of the homogeneous medium in which they are imbedded
(Houghton, 1985). Although the frequency of the scattered radiation does not
change, its phase and polarization may change substantially from those of the inci-
dent radiation.

Scattering of solar radiation does not lead to a conversion of radiant energy into
heat as does absorption. The radiant energy is merely dispersed in all directions as if
the particles act as a new source of radiation. Because some of the solar energy is
scattered backwards and sideways, the amount of energy that reaches the surface is
reduced. Thus, both absorption and scattering lead to a depletion of solar radiation.
The radiation that finally reaches the surface is partly reflected and partly absorbed
by ocean waters, soil, vegetation, snow, and ice. A large portion of the latter energy is
used to evaporate water into the atmosphere, whereas the remainder is transferred
down into the ocean by conduction and turbulent heat exchange and up into the
atmosphere by similar processes and by the emission of long-wave radiation. The
fraction of the total incident solar radiation that is reflected and backscattered is
called the albedo, as we have seen before. The albedo of the earth, as measured at the
top of the atmosphere, increases with latitude, and changes seasonally (as we will
discuss later).

Scattering occurs for particles of all sizes, including molecules. Rayleigh devel-
oped the scattering theory for particles with diameters that are small compared with
the wavelength of the incident radiation. He showed that the amount of scattering is
inversely proportional to the fourth power of the wavelength (~4 ~*), so that the
shorter the wavelength the more radiation will be scattered. Thus we may explain
that the blue color of the sky is due to the more intense scattering by the atmospheric
molecules in the blue than in the red part of the spectrum. In fact, the sky is made
visible through the scattering process. On the other hand, sunsets and sunrises ap-
pear reddish because the shorter (blue) wavelengths in the direct light are removed by
scattering during the long path through the atmosphere, leaving the remaining red-
dish colors of the spectrum.
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The shorter radiation is also scattered by particles (dust, smoke, and ions) and
impurities that form the aerosol. When the dimensions of the particles increase, the
A~ *law ceases to be valid, dispersion is less selective with respect to 4, and Mie
scattering theory should be used (van de Hulst, 1957). Mie theory is more generally
valid and contains Rayleigh scattering and geometrical optics as limiting cases. When
the particles are sufficiently large the dispersion of radiation approaches a 1/4 de-
pendence, leading to diffuse reflection. This explains why cloud drops and ice crys-
tals reflect or refract radiation in all directions. In general, for large particles the
change in direction of the incident radiation may be explained by geometrical optics,
such as diffraction, reflection, refraction, or a combination of these effects, producing
coronae, haloes, rainbows, etc.

The diffuse radiation of “white” sunlight is also white due to multiple reflections
and refractions, explaining the whitish color of clouds and fog.

6.3.6 Effects of clouds on solar radiation

Itis well known that clouds play a very important role in the radiation balance and
in climate. They affect the albedo, absorptivity, and transmissivity of the incident
radiation, as we will show later when we discuss the distributions of cloudiness and
albedo. However, the detailed radiative properties of clouds are not well known.
They change substantially with cloud type and cloud form. For example, the albedo
of a thin stratus is about 30%, whereas the albedo of a thick stratus may vary between
60% and 70%. Nimbostratus clouds have albedo values around 70% and cirrus
clouds have much lower albedo values on the order of 20% (Houghton, 1985). The
thickness of a cloud as well as the zenith angle of the sun seem to be important factors.
Inside the clouds multiple scattering dominates the depletion of solar radiation. The
absorption inside clouds occurs in drops, ice crystals, and, to a lesser extent, in water
vapor for the near infrared region of the spectrum. Thus the clouds are strong ab-
sorbers of terrestrial radiation.

6.3.7 Solar radiation at the earth’s surface

We now consider the solar energy that reaches the surface of the earth after
Passing through the atmosphere. An important fraction of this energy is reflected
back into the atmosphere. The surface albedo A, ,defined as the ratio of the reflect-
{d over the incoming radiation, depends strongly on the nature of the surface, vegeta-
tion cover, snow cover, etc. Table 6.1 gives albedo values for the averaged solar
Spectrum in the case of some representative land surfaces. For a water surface the
value of the albedo is generally much lower than for a land surface. Depending on the
solar zenith angle Z, it changes from 2% to 6% when Z varies between 0° and 60°. The
Mmean value of the surface albedo is on the order of 0.15, whereas the planetary albedo
atthe top of the atmosphere was found to be about 0.30, mainly due to the high albedo
of clouds and the backscattering of the atmosphere.

_The surface albedo also depends on the wavelength of the incident radiation,
Mainly in the case of green vegetation, which strongly reflects in the near infrared.

€ spectral dependence of the albedo with the type of vegetation is important when
We consider photosynthesis, since the growth of plants is a function not only of the
amount of radiation but also of its spectral composition. Usually there is strong
3bsorption in the ultraviolet and visible regions of the spectrum while in the near
Infrared the absorption is small and, in fact, most of the energy is reflected. Thishasa
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TABLEe6.1. Albedo (%) for various surfaces for radiation in the visible part of the
spectrum from Houghton (1985).

Sand 18-28
Grassland 16-20
Green crops 15-25
Forests 14-20
Dense forests 5-10
Fresh snow 75-95
Old snow 40-60
Cities 14-18

beneficial effect on the plants since it prevents overheating in a region of the spec-
trum where the solar radiation is not required.

The rate of direct conversion of solar radiation by photosynthesis, important as it
may be for the biosphere, is relatively small when compared with the total flux of
radiation reaching the earth’s surface. Moreover, most of the energy stored by photo-
synthesis will be returned to the oceans or atmosphere by oxidation of organic matter
and only a minute fraction will be left in sediments as potential fossil fuels. The
fraction of absorbed energy that penetrates into the subsurface layers depends on the :
thermal conductivity of the materials of the layers. As different substances conduct ;
heat away from the surface at different rates, the resulting vertical temperature pro-
files are also different. Penetration rates are faster and the heat reaches greater
depths in water (~ 100 m) than in land (a few m’s) because the heat transfer in soils -
can only be through molecular conduction, whereas in water (and air) it may occur,
through turbulent eddy exchange and convection (see Chap. 10).

6.4 TERRESTRIAL RADIATION

6.4.1 Introduction

The absorption of short-wave solar radiation by the atmosphere and the earth’§
surface leads to heating of the climate system. Thus, according to the Stefan—Boltz
mann law [Eq. (6.5)] and the Wien law [Eq. (6.6)], all components of the climatd
system emit radiant energy in the long-wave region of the spectrum (infrared, micr
wave, etc.). This is why the terrestrial radiation is sometimes called thermal ra i
ation. This has been stated already in the late 18th century by Prévost when he sai
that “all bodies have to lose energy.” Today we would present the Prévost principle
follows: All bodies with a temperature above 0 K emit energy whose quality (in te!
of v or 1) depends on their temperature.

In the mean, the short-wave solar radiation absorbed by the planet earth must
returned to space as long-wave terrestrial radiation. Thus practically all exchange
energy between the earth and outer space is through radiative transfer. ‘

As we have seen before, all real bodies emit and absorb less radiant energy than
black body at the same temperature and wavelength. Their emissivities (or absorptt
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vities) are less than 1 and vary with the wavelength (Kirchhoff law). In solids and
liquids, the variation of emissivity with wavelength is small, but it is very large for
gases. Gases in atomic form absorb (and emit) radiant energy only in very narrow
distinct wavelength intervals that result from quantized changes in electronic states.
They are called spectral absorption lines. However, molecular gases show spectral
absorption bands, each one formed by a large number of very close lines. The loca-
tion of the bands in the spectrum and their strength depend on the molecular struc-
ture of the gas. The absorptivities of the gases vary greatly with wavelength, and the
absorption spectra are highly irregular and discontinuous.

The net effect of the absorption and emission of long-wave terrestrial radiation in
the troposphere becomes clear when we compare Figs. 6.2(b) and 6.2(c) for A * 4 um,
which give the atmospheric absorption spectra for the entire vertical column and for
the layer above 11-km altitude, respectively. The absorption spectrum for the entire
vertical column results from the superposition of the absorption spectra of the indi-
vidual constituents of the atmosphere shown in Fig. 6.2(d).

In solids and liquids, the atoms and molecules are so closely packed that they do
not show the discontinuous spectra typical of gases. Thermal vibrations and rotations
of the molecules produce continuous emission (absorption) spectra with an emissivity
slightly less than 1. It is therefore convenient to treat the radiant energy emission
separately for the earth’s surface and the atmosphere.

Let us start by considering the long-wave (thermal) emissivity at the surface.
Various types of surfaces have slightly different emissivities: on the order of 0.92 for
land, 0.98 for vegetation, and 0.96 for water. For most applications the emissivity can
be assumed to be uniform both for land and water. In some cases it can even be
assumed that the earth’s surface acts like a black body for long-wave radiation.

6.4.2 Absorption and emission spectra of atmospheric gases

The absorption and emission of radiation in gases occurs at specific wavelengths
according to their atomic and molecular structure. Isolated atoms and molecules, as
Wemay consider the gases of the atmosphere to be, can only absorb and emit energy at
certain discrete energy states and can only undergo discrete changes between these
states. As predicted by quantum mechanics the energies involved in the transitions
are quantized. Thus, the interaction of an atom or molecule with electromagnetic
radiation, such as light, can only take place at well-defined frequencies that are char-
acteristic of that molecule and of the corresponding pair of energy values between

:Vhich the transition is taking place. This can be expressed in quantum-mechanical
erms by

W, — W, = hv, (6.19)

'.'hcre W, and W, are the energies of an energetically higher and lower state, respec-
“Ve}y, vis the frequency of radiation, and 4 the Planck constant. In other words, the
ant energy has to be in resonance with the energy gap in order to make the
m‘““!e “jump.” If a molecule changes from a state of lower energy to one of higher
CRergy it needs to absorb the necessary energy quanta (photons) 2v out of the radi-
‘Slon. If the molecule changes its energy from a higher to a lower state, the energy
Hlerence is liberated, also in the form of photons. The frequency of absorption and
®mission of photons has the same value, given by Eq. (6.19). .
. Each chemical element or combination of elements has a characteristic absorp-
! and emission spectrum showing the frequencies at which they absorb or emit
Tadiation, The spectra are essentially discontinuous and consist of lines. The spec-
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tral distributions are explained by the fundamental principles of atomic physics and
quantum mechanics, involving quantum-mechanical selection rules whose treatment
is beyond the scope of this book. When an atom absorbs radiant energy, the electrons
in the atom can go to a higher discrete orbit with some restrictions based on the
selection rules and the conservation of angular momentum. When the electrons
return to their original base state (ground state), they emit energy at a frequency
determined by the energy difference in the two orbits. In summary, we can say thatan
atom has certain preferred (natural) frequencies of emission based on its structure,
just as a pendulum has a natural period depending on its length.

The atmospheric absorption spectra consist of many lines that correspond to
electronic energy transitions characteristic of each particular atomic species. In the
case of an atomic emission spectrum it is, of course, necessary that the higher energy
states of the atom be populated, so that the atoms can emit energy when an electron
moves to an orbit closer to the nucleus. Thus, the emission lines can result from
either transitions to the ground state or from transitions between excited states. If
radiation penetrating a gas cannot excite the atoms or molecules in the gas its energy
will not be absorbed or emitted (Kirchhoff’s law).

The absorption of a molecular gas occurs in bands which consist of a large num-
ber of closely spaced spectral lines. The molecular spectral bands in the ultraviolet
and visible ranges are due to electronic energy transitions. However, at the relatively
low temperatures of the atmosphere and the earth’s surface electronic bands are not
important because the higher energy states are not sufficiently populated.

6.4.3 Rotational and vibrational bands

In this section, we give a simplified account of the infrared absorption (and
emission) spectra of the principal absorbing gases of the atmosphere.

The emission spectra of molecules are usually more complex than those of indi-
vidual atoms because they have more degrees of freedom. For example, the atoms of
a diatomic molecule can rotate about a common axis leading to rotational energy.
Another mode can occur when two or more atoms vibrate towards or away from each
other. According to quantum mechanics there are certain preferred modes of behav-
ior for each gas that give the specific emission characteristics for that gas. Although
the energy amounts involved in the quantized vibrational and rotational energy tran-
sitions are much smaller than those in the electronic transitions, they are of para-
mount importance in the infrared and microwave regions of the spectrum that domi-
nate the emission of terrestrial radiation.

Diatomic molecules can only have rotational or vibrational spectra if the rotation
or vibration results in an oscillating electric dipole moment. Because the most abun-
dant molecules in the atmosphere, N, and O,, have no electric dipoles due to their
symmetric charge distribution, they show no vibrational or simple rotational spectra.
Their absorption and emission spectra are caused by electronic transitions, and are
therefore in the ultraviolet and visible regions of the electromagnetic spectrum.

The principal atmospheric gases that are active in the long-wave range of the
spectrum are H,0, CO,, and O;. They are all triatomic. Their structure and their
principal vibrational modes are shown schematically in Fig. 6.5.

The atoms of water vapor have a triangular configuration with an oxygen atom at
the apex. There are three orthogonal axes of rotation passing through the center of
mass of the molecule with different moments of inertia about each axis. The combi-
nation of the rotational and vibrational states leads to a very complex and irregular
absorption spectrum for water vapor. Vibrational bands occur at higher energies
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F.IGURE 6.5. The structures of the water vapor, ozone, and carbon dioxide molecules and their
vibratory states (from Houghton, 1985).

(higher frequencies) than the rotational bands, and the energies of vibrational quanta
are two orders of magnitude larger than those of the rotational quanta. Water vapor
apure rotational band extending upward from 14 u#m and centered at 65 um, and

as several vibrational-rotational bands in the 1-8-um region [see Figs. 6.2(d) and

).

. Carbon dioxide is another important constituent of the atmosphere causing
trong absorption in the far infrared. Because CO, is a linear symmetric molecule, its
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rotation does not produce an oscillating dipole moment and it has no rotational bands.
Its absorption spectrum shows maxima at 2, 3, and 4 um and in the 13-17-um region.

Ozone, which is abundant in the stratosphere, contributes to the absorption of the
terrestrial radiation mainly in one band centered at 9.6 u£m, which is of a vibrational-
rotational nature [see Figs. 6.2(d) and 6.5]. In the troposphere, ozone is only a minor
tracer and its influence in the radiative exchanges can be disregarded. Therefore, the
principal absorbers in the troposphere are water vapor and carbon dioxide, whereas in
the stratosphere all three are important.

6.4.4 Spectral lines—Lorentz formula

The spectral lines in the emission (absorption) spectrum of an isolated molecule
have a very small but finite width on the frequency scale as a consequence of Heisen-
berg’s uncertainty principle (which states the impossibility of having exact simulta-
neous measurements of both the position and velocity of a particle).

As we know from the kinetic theory of gases, the molecules of a real gas are in
rapid and random motion. The speeds obey Maxwell’s distribution law when colli-
sions are very frequent. A spectral line results from the emission by a large number of
molecules undergoing the same transition that is characteristic of the observed line.
Monochromatic emission is almost never observed because in real situations the ener-
gy levels change slightly due to external perturbations such as collisions and due to
random motions of the molecules. The collisions between emitting molecules and
between emitting and nonemitting molecules lead to a broadening of the emission
line. The line broadening depends on the rate at which collisions take place, the

concentration of the molecules (density), and the mean molecular speed (~T).In
terms of thermodynamic quantities, the collision broadening is proportional to the
product p T, or to p//T. As the range of atmospheric pressure is much greater than
that of /T, this effect is called pressure broadening.

Let us now consider another important broadening process arising from random
motions of the molecules so that some move towards the observer and others move
away from the observer. Due to the Doppler effect, the molecules moving toward or
away from the observer at a speed v appear to emit at a higher or lower frequency
v = vo(1 & v/c). The resulting emission line occupies a much wider spectral interval
than the basic line; this is called Doppler broadening. Since this process depends on
the mean velocity v of the molecules, the Doppler broadening is also proportional to
JT.

The most commonly used formula for the shape of a line is the Lorentz line shape

=S« (6.20)

T (v—v)l +a®
where k, is the absorption coefficient, S is the line intensity defined by
S = fk, dv, v, is the central frequency of the line, and « is the half-width (defined as
one-half of the distance between the two frequencies where k, equals half of the value
at the center of the line). The half-width of the line is directly proportional to the

pressure and inversely proportional to /T
Vv
a :aoﬁ(fﬂ) (621)
Po \T
where @, is the half-width at a standard pressure p, and standard temperature To-
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At levels below 30 km the width of the emission line is largely determined by
pressure broadening, and the Lorentz line shape is acceptable. However, in the upper
stratosphere and mesosphere the Doppler effect becomes important so that both
broadening processes must be taken into consideration, as is the case with the Voigt
line shape (Liou, 1980).

6.4.5 Transmissivity functions

As mentioned before the spectral bands of the various atmospheric emitters (ab-
sorbers) are very irregularly distributed. Moreover, each band contains thousands of
emission lines with different intensities. Due to the rapid variation of the absorption
coefficient £, with frequency in the vibrational and rotational portions of the infrared
spectrum, it is almost impossible to take into account the fine structure of the lines
and the details of the path in the absorbing medium. Thus, it is not feasible to obtain
the transmissivity by direct line-by-line integration over the spectrum.

To circumvent this difficulty, we consider the radiation integrated over a finite
spectral interval Av for which an effective transmissivity function can be obtained by
theory or experiment. The transmissivity function is usually evaluated by averaging
over a relatively large spectral interval Av that contains several absorption lines:

- L exp( - f k.p ds) dv. (6.22)
Av Jav o

In order to evaluate 7, we must know how the absorption coefficient varies with
frequency within the spectral interval Ay. Accepting that in the lower atmosphere
the lines are well represented by the Lorentz shape, we find from Egs. (6.20) and
(6.21) that &, depends on the pressure and temperature along the path. If the atmo-
sphere is assumed to be homogeneous, the absorption coefficient is independent of
the path and the integrations in v and 5 can be done independently.

6.4.6 Band models

The basic quantitative information on absorption spectra comes from laboratory
experiments using conditions that, to some degree, resemble those observed in the
atmosphere. However, in the laboratory the paths are homogeneous and it is not
Possible to duplicate the continuous changes in pressure and temperature observed in
the atmosphere.

Another approach has been to use theoretical band models that are idealized
representations in the spectral intervals containing one or several lines with a given
shape, usually the Lorentz shape. The choice of the particular band model to be used
depends on the type of absorber and its spectral characteristics.

The most common models in use are the single line band model, the regularly
Spaced (Elsasser) band model, and the statistical (Goody) band model. The first
mf)del assumes a frequency interval Av that is very large compared with the half-
Width of the single spectral lines. This model can be used in the case of various well-
S¢parated lines within the interval, as is the case for the atmosphere above 20-30 km.

le Elsasser band model consists of an array of regularly shaped overlapping lines of
Uniform intensity. This model is suggested by the carbon dioxide absorption spec-
trum. The Goody stochastic model assumes a line distribution that is random in
f"eqllmcy with a normal distribution of the intensity of the lines. This model was
Suggested by the apparent random positions of the water vapor lines in the infrared
absorption spectrum (Goody, 1964).
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6.4.7 Nonhomogeneous paths

The use of band models allows the integration of 7, over frequency when the
absorption coefficient &, is independent of the path, i.e., for a homogeneous atmo-
sphere (constant temperature and pressure). However, in the real atmosphere the
Lorentz shape varies strongly with pressure and, to a lesser degree, with temperature
so that the nonhomogeneity of the real atmosphere must be taken into account. This
necessitates certain physical adjustments in the formulation.

A simplified procedure is given by the Curtis—Godson approximation which per-
mits the application of the homogeneous path formulation to the case of a nonhomo-
geneous path. In the Curtis—~Godson approximation, a mean value of the half-width
a is used in the Lorentz line shape instead of the actual half-width @ when integrating
along an inhomogeneous path:

a= fo S(T)a(p,T )p ds / L STy ds. (6.23)

The Curtis—-Godson approximation becomes even simpler when the temperature de-
pendence is disregarded, so that

a= J: a(p)p ds / J: pds (6.24a)
p= J:p pds / J:p ds, (6.24b)

since according to Eq. (6.21) a <. In this case one may use the homogeneous path
data at a mean pressure value, which is the averaged pressure along the path weighted
by p ds/§p ds.

or

6.5 RADIATIVE TRANSFER

6.5.1 Schwarzchild equation

We will now analyze the transfer of terrestrial radiation through an absorbing and
emitting atmosphere. At these infrared wavelengths absorption and emission are
equally important and they must be taken into account simultaneously. From Kirch-
hoff’s law [Eq. (6.8)] we know that an absorbing slab in the atmosphere also emits
radiation proportionally to the absorption at the same frequency. Let us consider a
beam of monochromatic radiation traveling through an absorbing medium. The
change in intensity due to absorption after traversing a distance ds in the direction of
propagationis — &, 1,p ds; see Eq. (6.9). By Kirchhoff’s law, the intensity emitted in
the direction of the beam is k, B, (T )p ds. Therefore, the net balance of the intensity
for the radiative transfer through the slab ds including absorption and emission for a
given wavelength will be

dl, = —k;L;pds + k3B, (T )p ds
or
dI,

o=~k —B(D] (6.25)
m
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where dm = p ds is the element of mass crossed by the radiation. This is Schwarz-
child’s equation. Itshows thatitis theoretically possible to determine the intensity of
radiation at any point of the atmosphere provided that the distribution of absorbing
mass and the absorption coefficients are known.

Although Eq. (6.25) is the basic equation of radiative transfer, for infrared radi-
ation it is often more convenient for practical applications to derive a different form
of the equation that explicitly incorporates the transmissivity function (or the emissi-
vity). In that form an integration over relatively broad spectral intervals is easier to
perform, and more efficient computational procedures can be used.

6.5.2 Radiative transfer equation

Let us consider an atmospheric layer bounded by horizontal planes at 2, and 2,
and let us assume that the absorbing constituents are uniformly stratified in the
horizontal direction, as shown in Fig. 6.6. We then want to evaluate the intensity of
the radiation that emerges from the layer at the reference level z,. By convention, the
optical depth or optical path length u = fkp ds for the upcoming radiation is consid-
ered positive downward starting at the reference level 2, where ¥ = 0. We will as-
sume that the intensity of the vertically upward radiation at the bottom level 2, is [,

T

Z T; 0

L

reference level

[~

z+dz

(=
+
Q.
c

<+— OPTICAL DEPTH

source of diffuse radiation

elementary slab

HEIGHT —

N
o

[
o

0

UG
72 77T T 7

777 GROUND % %
l71'(:“.1]{]5 6.6. Model used to calculate the transmissivity of a layer for diffuse long-wave radi-
ation. /, and /, are the directional intensities of radiation coming from below at levels z, and z,,

'°'3Pectively. Integration of /, over all angles of the hemisphere leads to the upward radiation flux
(2)) at level z,.
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Let us consider an elementary slab dz with optical depth du = & p ds at the level z.
Denoting the temperature at that level by T, the intensity of radiation d/ emitted
upwards is given by B(2) k p dz. However, the radiation emitted by the slab will be
partly absorbed before it reaches the reference level z, so that the transmitted radi-
ation is

dl = 7 (2,2,) B(2) kp dz. (6.26)
The quantity 7(z,2,) is the transmissivity between levels z and z,, defined before as

7 (22,) = exp ( “J‘ kpdz)
Using this last expression, Eq. (6.26) can be written in the form

dl dr (2,2,)

— = B(z) —=14, 6.27

= B@— (6.27)
Equation (6.27) may also be written in the traditional form as a function of the optical

path length « rather than of z:

dl dr (u)
L —B(Tu ) 6.28
T (Tou) 2 (6.28)
Integration of Eq. (6.27) from 2, to z, yields
1
1, =17 (202)) + B(z) dr. (6.29)
7 (2071)

If we include the integration over frequency this equation can be generalized to the
form

o o0 1
I, =J Iy, 7,(202)dv + f J’ B, (2) dr, dv. (6.30)
0 0 Jrlzme)

We mentioned before that in theory the net flux for all frequencies can be ob-
tained through line-by-line integration over the spectrum, but that in practice a sum-
mation over all spectral lines is impossible. Thus, to circumvent this difficulty, it was
necessary to use appropriate band models and frequency intervals of sufficiently
large width for the computations.

For a given frequency interval Av,, Eq. (6.30) is then transformed into

1

I, = Iy 7 (202)) +f B.(z) dr.. (6.31)

7420

The subscript 7 on the different quantities indicates that the corresponding values are
spectrally averaged over the interval Av,.Thus, B, (2)is the spectrally averaged value
of the Planck function in the interval Av,, defined by

B, (2) = AL B, (2) dv.

vV Jay,
However, the Planck function can often be considered constant whenﬂ\le spectral
interval Av; is relatively small.

As mentioned before, the thermal radiation emitted by the earth’s surf;ich and by
the atmosphere is not in a parallel beam but diffuse. Thus, the radiation reaching the
reference level z, comes from all directions, and we must integrate Egs. (6.30) and
(6.31) over all solid angles of a hemisphere centered at the specified ared element on
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the plane z = 2. In other words, we must transform the directional intensity /, into
an upward flux F;(z,):

1
Fi(z)) = mlo7Hze2)) + J‘ 7B, (2)dr}. (6.32)
(2021
The quantity 7 comes from the hemispheric integration over all angles below the

plane z = z,.

The transmissivity 7 in Eq. (6.31) has been replaced by 7+, the hemispheric spec-
trally averaged transmissivity or the diffuse transmissivity. It is often approximated
by scaling the parallel beam optical length by a factor 1.66, so that

(u) = 7 (1.66u). (6.33)

Choosing now the earth’s surface as level z, in Eq. (6.32), the upward flux at level
z,, for the frequency interval Av;, is given by
1

Fi(z)=mB,(0) 7%(0z) + f 7B, (2) drt, (6.34a)
770z
where the ground level (2 = 0) is assumed to act as a black body, i.e., I, = B;(0).
The corresponding downward flux of radiation F }(2,) at the reference level 2, is
given by a similar expression as Eq. (6.34a) but with different limits of integration,
namely 7 =1 and 7*(2,,2,) where z, designates a very high level in the atmosphere
where the concentration of the absorbers becomes negligible:

Flz)= f ] 7B(z) dr*. (6.34b)

(e02)
The total fluxes integrated over all frequency intervals are then given by

F(2) =Y F,(2)Av,. (6.35)

We should note that the use of the previous equations may be severely limited by
assuming that the Planck function B is constant in the spectral interval Av,.One way
to avoid this limitation is to integrate Eq. (6.32) by parts (Houghton, 1985) so that

Fi(z))= 77'[10.‘ — B,(20) ] ¥ (2021)

+Be) =7 [ Her) D e, (636)

This procedure is helpful because dB;(2)/dz = [dB;(T)/0T)dT/dz is an analytic
function whereas 7, is an empirical quantity.

. An alternative approach for calculating the fluxes is to use the so-called emissi-
Vity method, in which the integration of the emission over spectral intervals may
become more efficient. If we define absorptivity as a* =1 — 7* and assume the
carth’s surface to radiate as a black body, the previous equation (6.36) can be written
In the form

51

Fle) =786+

0

a%(az) dz. (6.37)

dB;(2)
dz
s“mming over all frequency intervals ¢, the total upward infrared radiation becomes

'z

F'(s)) = mB(zg) + vrf

(

& (2,2,) dB(2),
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where the weighted emissivity € is given by
dB;(2)

6(2,21)—20“(2 ) e )

and B(z) is integrated over all wave numbers [7B(2) = oT *(2)]. Of course, & depends
on the nature and concentration of the main emitters and on the pressure and tem-
perature.

6.6 RADIATION BALANCE OF THE ATMOSPHERE

The heating or cooling of an atmospheric layer due to the change in net solar and
terrestrial radiation with height can be calculated using the principle of conservation
of energy. Let us consider a layer of the atmosphere between levels z and z + Az
where the net vertical fluxes of radiation are F (2) and F (z + Az), respectively. Then
we find that

JF,
pe, Az(aT) = ey,
at rad 32

or

(ﬂ) 1 B (6.38)

ar pe, e

where F,,, =F' — F'.
If we express Eq. (6.38) in °C/day, we obtain

(aT) _ 8.64x10* dF,,
a pe<y oz
where the divergence is givenin Wm~3,¢c,inJkg~' K~ ',andpin kgm~

The application of this expression to the long-wave radiation component shows
that this component generates a net cooling on the order of 2.5 °C per day. On the
average, the heating of the atmosphere by absorption of solar radiation is only on the
order of 0.5 °C/day, and therefore does not compensate for the cooling by long-wave
radiation. The maintenance of a steady state in the atmosphere is only possible
through the transfer of sensible heat (enthalpy) and latent heat (evaporation~conden-
sation) from the earth’s surface to the atmosphere.

In the daytime and with clear skies, the net radiation balance is dominated by the
short-wave solar radiation but at night the balance is, of course, entirely due to the
long-wave radiation. Because the concentrations of some of the absorbers (e.g., H,O
and O,) vary strongly with height the solar and terrestrial radiation fluxes are also
strongly height dependent. In general, in clear and calm nights the long-wave radia-
tive flux increases with height, leading to a flux divergence and a cooling of the
atmosphere.

Clouds have a strong effect on the transfer of long-wave radiation because they
modify the emissivity of the atmosphere at certain wavelengths. Clouds are almost
completely opaque for infrared radiation. They act as if they close the atmospheric
window, preventing the escape of long-wave radiation into space. This effect is large
enough to strongly influence the surface temperature. For example, under cloudy
conditions the nocturnal temperature drop will be much reduced as compared with
clear night conditions. Even the presence of a thin layer of cirrus clouds can be

3
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enough to cause an increase in surface air temperature because of the additional long-
wave radiation emitted by the clouds.

Manabe and Strickler (1964) used a simple one-dimensional climate model to study
the contributions by H,0, CO,, and O, to the atmospheric heating and cooling rates
(see Chap. 17). Their model was based on the radiative transfer equations given
earlier in this chapter taking into consideration the main absorption bands of the
absorbers. Their results for the case that the cloudiness is equal to the global mean
value are shown in Fig. 6.7.

The troposphere shows a net radiative cooling mainly due to water vapor, which is
compensated by the latent and sensible heating associated with moist convection. In
the stratosphere, there is a strong heating due to the absorption of ultraviolet solar
radiation by ozone and to a much smaller extent, due to the absorption of long-wave
terrestrial radiation in the 9.6-um band [see Fig. 6.2(b)]. We may note that the long-
wave heating is only possible because of the low concentrations of O, in the tropo-
sphere. The cooling in the stratosphere is due to long-wave emission mainly by CO,
and to a lesser extent by water vapor and ozone. In the one-dimensional model of
Manabe and Strickler, the heating and cooling in the stratosphere compensate be-
cause the stratosphere is assumed to be in radiative equilibrium.

0.023
—40
01 430
)
2 £
a —20 >
‘I —
—110
10 (0]

(°C/day)

FIGURE 6.7. Vertical distributions of the computed rate of temperature change in the atmo-
8phere for thermal equilibrium due to various absorbers. LW(H,0), LW(CO,), and LW(O,) show
the rate of temperature change due to long-wave radiation emission and absorption by water vapor,

0,,and O, respectively. SW(H,O + CO, + O,) shows the rate of temperature change due to the
absorption of solar radiation by these three gases. “Net” means the net rate of temperature change
due to 411 components (adapted from Manabe and Strickler, 1964).
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In the 8-12-um region the atmosphere is almost transparent for long-wave terres-
trial radiation, with the exception of the absorption at 9.6 um by ozone [see Figs.
6.2(b) and 6.2(c)]. This region of the spectrum is therefore known as the atmospheric
spectral window. It is also the range where the long-wave radiation for the atmo-
sphere is a maximum [see Eq. (6.6)]. Itis interesting to note that, through absorption
in the spectral window, small increases of CO, or of other trace gases may have a large
impact on the climate. In fact, Ramanathan et al. (1985) have brought attention to
the fact that some minor trace gases, such as chlorofluorocarbons, methane (CH,),
and nitrous oxides (N,0O), also have absorption lines in the spectral window. The
recent increase in the concentrations of these trace gases can lead to additional trap-
ping of the radiation emitted by the earth’s surface and thereby to heating of the
troposphere and cooling of the stratosphere.

Several other studies have been made using observed distributions of the absorbers
in the atmosphere as, e.g., the study by Dopplick (1979). His results show a net
radiative cooling throughout the year at almost all latitudes in the troposphere. How-
ever, in the stratosphere he finds heating at low latitudes and cooling at mid and high
latitudes. All the studies mentioned so far are limited by an incomplete knowledge of
the concentrations of the various absorbers in the upper troposphere and strato-
sphere and by the difficulties of incorporating the effects of clouds.

Most of the atmospheric gases have bands in the microwave region of the spectrum.
These bands are not important in the transfer of infrared radiation in the atmosphere,
because in the microwave region the thermal radiative fluxes are very small. How-
ever, they are being used to infer the vertical profiles of temperature, moisture, and
liquid water in clouds through remote sensing from satellites.

6.7 RADIATION BALANCE AT
THE EARTH’S SURFACE

The net flux of radiation at the earth’s surface results from a balance between the
solar and terrestrial radiation fluxes:

Fi =Fsy + Frw-

The short-wave and long-wave radiation balance can be expressed by
Fgy = F §w —F éw

and
Fly =Fiy —Fly.

Therefore, the overall radiation balance becomes

P:f: =Fsy —Fsw +Fiw —Fiy,

T
where the downward and upward arrows denote the incoming and outgoing radiation
components, respectively.

The incident solar radiation F 4y is the sum of the direct and diffuse solar radi-
ation. It has a pronounced diurnal and seasonal variation, and is also strongly
affected by clouds. The outgoing short-wave solar radiation is the part reflected by
the surface F {y, = A F sy, Where A is the surface albedo so that thia) net short-
wave radiation is /

Fsy = (1 = Ay )F sy - /
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The incoming long-wave radiation F |y comes from the atmosphere and depends
on the vertical temperature profile, the clouds, and the vertical distribution of the
absorbers. It does not show a significant diurnal variation. The outgoing long-wave
radiation F | is given by the Stefan—Boltzmann law, assuming a given emissivity €
for the earth’s surface. As expected, it follows the diurnal cycle in surface tempera-
ture with a maximum value in the early afternoon and a minimum value in the early
morning. The incoming and outgoing long-wave radiation components have the
same order of magnitude so that the net long-wave radiation flux is small compared to
the net solar flux. However, it becomes important at night when Fgy = 0. Usually
|Fiw|<| F Lw| implying a long-wave radiative cooling of the surface.

The net radiation flux at the surface is then given by

Flai=Fuw(—Ag)—€Ty +Fiy. (6.39)

This net radiation heats the surface.

The infrared radiation emitted by the surface eoT ¥ is strongly absorbed by water
vapor and carbon dioxide in the atmosphere. In turn, the atmosphere will re-emit the
absorbed energy both upward and downward. The downward component will be
absorbed by the earth’s surface and heat it. Thus, the temperature of the earth will be
higher than it would be if the atmosphere were transparent for the long-wave radi-
ation. This so-called greenhouse effect was mentioned earlier in Chap. 2.

The observed world-wide increase in the concentrations of CO, and other trace
gases in the atmosphere must enhance the greenhouse effect and may lead to a net
increase in surface temperature over the earth.

The main part of the energy absorbed at the surface is used to evaporate water,
another part is lost to the atmosphere as sensible heat, and a smaller part is lost to the
underlying layers or used to melt snow and ice. Thus, there are essentially four types
of energy fluxes at the earth’s surface. They are the net radiation flux F,,, the
(direct) sensible heat flux F {y, the (indirect) latent heat flux F {;,and the heat flux
into the subsurface layers F ;. Under steady conditions the balance equation for the
energy is given by

Fla —Fsu —Fily —F§ —Fy =0, (6-40)

where F; is the energy involved in melting snow and ice or in freezing water. This
energy budget equation will be analyzed in more detail in Sec. 10.2.

6.8 OBSERVED RADIATION BALANCE

As is well known, the radiational energy of the sun constitutes the basic driving
force for the atmospheric and oceanic general circulations. Thus, the most important
¢xternal factor for the earth’s climate is the total incoming solar radiation. As men-
tioned before in Sec. 6.3, the incoming solar radiation is characterized by the solar
constant, the obliquity, the eccentricity, and the longitude of perihelion for the
e_al'th’s orbit around the sun. Variations in these astronomical factors may be closely

ed to observed variations in the earth’s climate at time scales of thousands of years
and longer (see Figs. 2.5 and 2.7). However, they do not seem important at the
decadal time scale which we are concerned with in this book.
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6.8.1 Radiation balance of the earth

One of the most important scientific contributions of meteorological satellites
has been the measurement of the radiation budget at the top of the atmosphere. This
involves measuring both the solar short-wave input and the terrestrial long-wave
output components. Measurements of the planetary albedo combined with the
known impinging solar radiation at the top of the atmosphere supply the necessary
information on the first component of the radiation budget, the net solar input. Un-
certainties in the present albedo values are related to inadequate diurnal sampling and
incomplete knowledge of how to extrapolate from measurements at one zenith angle
to full half-sphere values. The second component of the radiation budget involves
measuring the long-wave, terrestrial radiation. Less uncertainty seems to be involved
in this determination, except for effects associated with the diurnal cycle in cloudi-
ness.

By and large, the earth as a whole is in radiative equilibrium averaged over a
period of several years. In other words, as much energy must be leaving the system in
the form of long-wave radiation as is entering in the form of short-wave radiation:

Fyy = f (1 — A)F Ly ds — j Fly ds=0, (6.41)
top top

where F;, = net flux of radiation at the top of the atmosphere, F §y,, = incoming
solar flux, and F | i, = long-wave flux to space.

Since the average albedo of the earth is on the order of 30%, an amount of solar
radiation given by

(7R*/47R*) (1 —4) $=238Wm (6.42)

is absorbed in the atmosphere and oceans, and later re-emitted as long-wave terrestri-
al radiation, where the solar constant S~1360 W m ~? Thevalueof238 W m ~2 isa
useful reference number for our later studies of the radiational energy available for
the atmospheric and oceanic energetics.

Assuming that there is a balance between the amount of solar energy received and
the amount of energy emitted by the earth as a whole and that the earth radiates as a
black body, we can compute the so-called radiative equilibrium temperature T,of the
earth from the Stefan—Boltzmann law (6.5) so that

oT*=238Wm

or
T,=255Kor —18°C.

However, Eq. (6.39) shows that due to the existence of the atmosphere with gases
that absorb and emit the long-wave radiation, the surface temperature of the earth
T, is greater than the effective emission temperature 7T,.Thus,

T, =T, + AT, (6.43)

where AT represents the atmospheric greenhouse effect on the surface temperature.
Since the mean surface temperature of the earth is 288 K, the greenhouse effect due
to the existence of the atmosphere is AT = 33 K.

If F1, 50, the earth would be subject to cooling or heating. However, as far as we
can tell, in view of the present uncertainties in the data (~ 10 W m ~ ?), this does not
seem to be the case. A possible exception is the global surface heating associated with
the observed increases in CO, and other trace gases that is generally expected t0
become noticeable in the near future. For example, an annual excess of 1% of ab-
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sorbed over emitted flux (Fy, = 2.38 W m ~2) would be equivalent to a heating of
about 7 K of the entire atmosphere or a heating of 1 °C of the top 25 m of the world
oceans if the excess were maintained during the period of one year.* Such an imbal-
ance in the climatic system should be detectable from the global atmospheric and
oceanic temperature records. We may note that the heating due to geothermal pro-
cesses can be neglected because it is estimated to be on the order of 0.06 W m ~ 2, or
less than 0.03% of the absorbed solar radiation.

The next question is whether the earth is also in radiative equilibrium averaged
over shorter periods, i.e., over the period of a month or season. First of all one has to
consider the annual variation in the earth-sun distance from 0.983 AU in January to
1.017 AU in July. Assuming no annual variation in the global albedo, one would
expect a difference in the absorbed radiation inversely proportional to the earth~sun
distance squared [see Eq. (6.16)]. Thus, one would expect a difference in solar input
of 238/(0.983)> — 238/(1.0167)° = 16.1 Wm 2 between January and July equiva-
lent with a value of about 7% of the net available radiational energy.

Both the computed and the actually observed annual variations are shown in Fig.
6.8. Differences between the two curves are caused by variations in the global albedo.
The passage of the sun twice a year over the relatively dark tropics during the time of
the equinoxes is connected with a greater absorption of radiation by the earth. On the
other hand, during the solstices more reflection of sunlight and less absorption occurs
since the sun then illuminates the ice-covered polar caps. The combined effects lead
to a semiannual variation in the net radiation curve. Furthermore, there is an asym-
metry in the response of the two hemispheres caused by the large seasonal variation in
the area covered by snow in the Northern Hemisphere compared with the relatively
minor variations inthe Southern Hemisphere (see Fig. 9.4). Besides snow and ice,
changes in cloudiness (see Fig. 7.29) and vegetation will also affect the planetary
albedo. Nevertheless, the variation of the incident solar radiation at the top of the
atmosphere is mainly due to the variation in the earth-sun distance.

Offhand, one might expect a compensation through stronger long-wave cooling
of the earth in January than July to ensure radiative equilibrium at the monthly time
scale. However, satellite data show that this is not the case. In fact, infrared cooling
is observed to be stronger in July than in January, as illustrated in Fig. 6.9. This
process may be classified as a positive feedback effect of the earth. The reason lies in
the asymmetry of the two hemispheres. The Northern Hemisphere atmosphere is
subject to much greater seasonal variations in its temperature than the Southern
Hemisphere atmosphere because the major continents are located in the Northern
Hemisphere. Therefore, the seasonal variation in global temperature tends to follow
the northern seasons leading to a greater global heat loss in July than in January.
Cloudiness will also play a role but it is certainly less dominant than temperature.

Combining the estimates of the gain in solar radiation and the loss in terrestrial
radiation in Fig. 6.9, we find that the net radiation flux at the top of the atmosphere
undergoes an annual cycle with January-July differences of about 25 Wm ~2 We
may speculate that if the major continents were moved from their present position in

*The global excess in radiation after one year would be 5.12 10" m?x2.38 W m ~
X3.15x107s = 3.84 X 10?%]. Since the area of the world ocean is 3.61 X 10'*m?, the
Specific heat of water is 4200 J kg ' °C ~' and the density of sea water is about 10°
kgm -2 an equivalent average heating of 1 °C would take place for an ocean layer of
3.8410%2]/(3.61 x 10" m2x 4200] kg ' °C~ ' X 10*kg m ~ *X I°C) = 3.84 X 10*/
(15.1X 10 m ~ 25 m.
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FIGURE 6.8. Seasonal variation of the net incoming solar radiation as observed by satellites at
the top of the atmosphere (solid curve) and of the computed solar radiation assuming an idealized
annual-mean value of the albedo throughout the year (dashed curve). The annual-mean value of the
incoming solar radiation (241 W m  2) has been subtracted out. The differences between the two
curves must be due to seasonal differences in cloudiness and snow and ice cover, affecting the
albedo of the earth-atmosphere system.

the Northern to the Southern Hemisphere, the annual cycle in global radiation would
be drastically changed and radiative equilibrium might prevail over the course of a
year.*

With improved satellite observations of the solar constant, the global albedo and
the global outgoing long-wave flux new opportunities will arise in the near future to
study the presently unknown, but possibly significant, global imbalances that might
occur at time scales from months to years. Conceivably such imbalances would be
important in interannual climatic fluctuations and longer-term climatic changes.

Finally, we should add that the observed excess or deficit in radiative heating of
the earth during the course of a normal year (as shown in Fig. 6.9) has to show up as an
increased or decreased energy level of the earth itself (Ellis ez al., 1978). We will come
back to this issue in Chap. 13 (see Fig. 13.22).

*We should note that the more recent Nimbus and ERBE data (e.g., Weare and
Soong, 1990) confirm the short-wave radiation values shown in Fig. 6.9, but give 2
reduced annual range on the order of 8 W m ~ ? for the global long-wave flux values.



RADIATION BALANCE

20— T T T T T T T
RADIATION BALANCE AT
15 TOP OF THE ATMOSPHERE |

- NET RADIATION

(W m-2)

=5r LONG WAVE
-10f .
15+ —
-20f .
-25L__ 1 1 I ! 1 1 | ! 1 I

J F M A M ) J A § O N D

FIGUREG6.9. Radiation balance at the top of the atmosphere for the solar (short-wave), terrestri-
al (long-wave), and net radiation components as a function of month of the year. Shown are the
departures from the annual-mean values.

6.8.2 Global distribution of the radiation balance

We will now discuss a series of radiation maps (Figs. 6.10 and 6.11) that are based
on satellite observations reduced by Campbell and Vonder Haar (1980).

The incoming solar radiation that becomes available for driving the climatic
system is strongly modulated by the albedo. Figure 6.10(a) shows the distribution of
the albedo over the globe with values increasing monotonically from the equatorial
regions where it has the lowest values (on the order of 20% and less) to the polar
regions where the values are the largest (ranging between 60% and 95%). The maxi-
ma observed in the polar regions are mainly associated with the snow cover and the
high angle of incidence of the solar radiation. The minimum values in the intertropi-
cal zone are located over the oceans with somewhat higher values over the subtropical
continents, in general agreement with the corresponding cloud distributions (see Fig.
7.28). Worth mentioning is the high albedo over the Sahara desert where the cloudi-
Dess attains a minimum. During December—February (not shown) the subtropical
Minima in the albedo are mainly located in the Southern Hemisphere and during

une-August they shift northward into the Northern Hemisphere.

The available solar radiation, given by (1 — A)F &y, is presented in Fig. 6.10(b)
for annual-mean conditions. As expected, the figure shows that the available solar
fadiation is negatively correlated with the albedo. The highest values of about 350

m =2 tend to occur over the intertropical oceans, decreasing almost monotonically

10 values less than 100 W m ~ 2 at the poles.
. The global distribution of the infrared radiation emitted by the earth is shown in
18. 6.10(c) for the annual-mean case. The highest values (on the order of 270-280
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FIGUREG6.10. Global distributions of the albedo 4 (a), absorbed solar radiation (1 — A)F g, (b),
and outgoing terrestrial radiation F |, (c) for annual-mean conditions (based on data from Camp-
bell and Vonder Haar, 1980).

W m ~?) are observed over the subtropical latitudes decreasing gradually towards the
poles where they reach values of 160 W m ~ > and less. The seasonal distributions
(not presented here) show similar patterns with two double maxima straddling the
equator. The tropical values tend to be negatively correlated with the cloud distribu-
tion. Thus, when high clouds are present the emission temperatures are lower leading
to lower values of the emitted radiation (Stefan-Boltzmann law). The global distri-
bution of emitted radiation is very different from that of the absorbed solar radiation
which shows much stronger latitudinal gradients.

Finally, Fig. 6.11 shows the net radiation at the top of the atmosphere for the year
and the northern winter and summer seasons. The annual picture basically shows a
zonal pattern with energy input ranging from about 60 to 70 W m ~ 2 near the equator
and energy losses of about 100 W m ~ ? near the south pole and 120 W m ~ 2 near the
north pole. For the year as a whole, Fig. 6.11(a) shows that the ocean regions general-
ly gain more energy than the land regions, pointing to the need for a net annual
transport of energy by the atmospheric circulation from the oceans into the land. Of
Particular interest is the strong negative anomaly over the North African desert,
l'et_]uiring an appreciable influx of atmospheric energy or, in other words, requiring
adiabatic heating by compression of the air to compensate for the radiational cooling.

is is mainly a summer phenomenon.

Predominant zonality of the net incoming radiation is clear in the winter hemi-
al:{heres in Figs. 6.11(b) and 6.11(c). The summer hemisphere patterns are broken up
With minima of net radiation over the continents and maxima over the oceans. The
Teasons for these continent—ocean differences are that the values of the surface albe-

0 are larger over land than over water leading to more reflection of solar radiation
Overland, and that the infrared radiation losses during summer tend to be greater over
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FIGURE 6.11. Global distributions of the net incoming radiation F, at the top of the atmo-
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(based on data from Campbell and Vonder Haar, 1980).
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for annual-mean conditions in W m ~ 2. The annual-mean ice boundary is indicated by a wiggly line.

Above the jce in winter F % can be negative (i.e., upward) (after Budyko, 1986).
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the relatively warm continents than over the cool oceans. Much of the excess of
summer radiation over the oceans is absorbed in the oceans themselves.

By subtracting estimates of the seasonal heat storage in the oceans and in the
overlying atmosphere from the net radiation values, Campbell and Vonder Haar
(1983) were able to determine the need for a substantial atmospheric transport of
energy from the land to the ocean regions during summer, and from the oceans to the
land during winter.

The strongest north—south energy fluxes in the atmosphere should occur in the
winter hemisphere where the meridional gradients in radiation are greatest. Itis also
of interest to note that the largest heat losses during winter are found not in the
vicinity of the poles but near 65° latitude, which is possibly connected with the occur-
rence of ice-free water at those latitudes throughout the year so that heat losses can
go on continuously.

The annual-mean net radiation flux at the earth’s surface is presented in Fig. 6.12
as calculated by Budyko (1986) from Eq. (6.39) using some direct surface observa-
tions over land and oceans (see also Fig. 6.3). The radiation flux decreases with
latitude from values of 160 to 180 W m ~ ? near the equator to values on the order of
2040 W m~? poleward of 60° latitude. Over most of the globe the net surface
radiation is downward. However, over the polar regions in winter we may find a net
radiation loss at the surface, when the solar influx tends to be very small or zero. In
general, the values are higher over the oceans than over the continents at the same
latitude. The highest values on the map are on the order of 180 W m ~2 They occur
in the intertropical regions over the oceans in agreement with the distribution of the
total solar radiation absorbed in the atmosphere plus oceans shown in Fig. 6.10(b).
Secondary equatorial maxima are found over the continents. The lowest values in the
tropics occur over the deserts, which is to be expected from the high values of the
surface albedo, the low values of cloudiness and humidity, and the high surface
temperatures.

Zonal-mean radiation profiles at the top of the atmosphere based on the data
from Campbell and Vonder Haar (1980) are shown in Figs. 6.13 and 6.14. The solar
radiation available [Fig. 6.13(a)] exhibits a strong gradient in the winter hemisphere
decreasing from a value of about 475 W m ~ 2 in the subtropics of the summer hemi-
sphere to a zero value at the winter pole, and only a weak gradient toward the summer
pole. A considerable part of this radiation is reflected back to space as shown in Fig.
6.13(b). This is especially the case at high latitunj{s, where the albedo [see Fig.
6.14(a)] is very large (> 70%) because of the greater angle of incidence of the incom-
ing radiation and, to some extent, because of snow and ice coverage.

Finally, the curves for the absorbed solar radiation available for driving the
earth’s general circulation are given in Fig. 6.14(b). The main qualitative difference
with the original solar energy curves in Fig. 6.13(a) is the decrease of available radi-
ation over the summer pole, leading to an appreciable north-south gradient of ab-:
sorbed solar radiation even in the summer hemisphere. The annual curves in Figs.
6.13(a) and 6.14(b) have practically the same shape with a shift of 100 W m ~ 2 that is
almost uniform over latitude. In analyzing the implications of these curves, it is good';
to recall that, for the globe as a whole, the annual average absorbed solar radiation 8
238 W m ~? with an expected seasonal variation of about 8 W m ~ 2 amplitude (s€ i
Fig. 6.8) due to the eccentricity of the earth’s orbit around the sun.

The profiles of outgoing terrestrial radiation at the top of the atmosphere in Fig-
6.14(c) show a high plateau between about 30 °N and 30 °S with a slight dip over th
ITCZ, mainly due to extensive cloudiness, and low values at high latitudes. Th
atmosphere over the Antarctic seems to lose less infrared radiation than the Arcti
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FIGURE 6.13. Meridional profiles of the zonal-mean incoming (a) and reflected solar radiation
(b)at the top of the atmosphere in W m  ?for annual, DJF, and JJA mean conditions (based on data

from Campbell and Vonder Haar, 1980). No corrections were made to insure global radiation bal-
ance,

atmosphere, presumably because of the high ice cap in the Antarctic (Bowman, 1985;
Nakamura and Oort, 1988). However, the north—south gradients in outgoing long-
Wave radiation are always weak. The net meridional heating profiles given in Fig.
6'1“1(<1) are obtained by subtracting the emitted terrestrial from the absorbed solar
Tadiation profiles. The shape of the resulting profiles closely resembles the shape of
the profiles of absorbed radiation although variations in cloudiness and surface albe-
o Over deserts, forests, oceans, etc., also play a role in shaping these profiles. How-
€ver, it is beyond the scope of the present book to further analyze these factors.
A synthesis of the hemispheric and global radiation components of the energy
Udget is presented in Table 6.2. The upper portion of the table gives the results

Without correction for global annual balance. It shows a net annual excess radiation
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TABLE#6.2. Hemispheric and global radiation values at the top of the atmosphere in units of

W m ~ 2 after Oort and Peixoto (1983).

Annual DJF JJA
NH SH Globe NH SH  Globe NH SH  Globe
A. No correction
Incoming solar 345 344 345 243 467 355 445 225 335
Reflected solar 105 104 103 74 146 110 137 70 98
Absorbed solar 240 243 241 169 321 245 308 165 237
Outgoing terrestrial 232 233 232 222 238 230 242 230 236
Net 82 101 9.2 —53 83 15.2 66 — 64 0.9
Albedo (%) 305 295 30.0 303 312 30.9 30.8 26.6 29.4
B. With correction®

Reflected solar 108 104 106 76 149 112 140 61 101
Absorbed solar 237 240 239 167 317 242 304 164 234
Outgoing terrestrial 237 239 238 227 244 236 248 235 242
Net —-0.2 1.7 08 —60 74 6.7 565 —1715 —15
Albedo (%) 312 30.2 30.7 31.1 320 31.7 31.6 27.2 30.1

*Corrected for global balance by mutiplying reflected solar and outgoing terrestrial radiation by 1.025.

T
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® ® Oort and Vonder Haar (1976)
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me 6.15. Meridional profiles of the annual transport of energy by the atmosphere and
:‘ans in 10" W calculated from radiation requirements. The dashed curve is obtained from uncor-
ted data starting the integration at the North Pole, and the solid curve from the same data after

Correction for global balance (see Table 6.2) (after Oort and Peixoto, 1983).
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input of 9.2 W m ~ 2 for the globe. This annual imbalance could be correct for per-
iods of several years if the excess energy were stored in the oceans or cryosphere
(Saltzman, 1983). However, the imbalance must be spurious for a long-term mean.
In the present context we will assume the observed global imbalance 0of 9.2W m ~ 2 to
be a measure of errors in the data. Some correction is then required to preserve the
climatic balance as shown, e.g., in the bottom part of Table 6.2. The correction used
here (Campbell and Vonder Haar, 1980) reduces the global imbalance to almost zero.
The difference between the corresponding estimates in the two sections of Table 6.2
gives some idea of the uncertainties involved in the evaluation of the radiation terms.

The net radiation profile for annual-mean conditions shown in Fig. 6.14(d) en-
ables us to estimate the total poleward energy transport in the ocean—atmosphere
system, T, + T, needed to maintain the observed temperature structure. The
actual calculations proceed by integration of the net radiation values with respect to
latitude starting with a zero transport at one of the poles:

/2
Ty +Toc=— F1,27R? cos ¢’ dg'. (6.44)
¢=9

The results for the raw data uncorrected for global balance (top portion of Table
6.2) are shown in Fig. 6.15 as a dashed curve, and for the corrected data (bottom
portion of Table 6.2, with an additional small correction to ensure exact global bal-
ance) as a solid curve. It is clear that a correction for global annual-mean radiation
balance is essential in order to arrive at reasonable values of the required energy
transport. For example, a global excess of incoming over outgoing radiation of 10
W m ™2 would lead to a fictitious southward energy flux of — 2.6 10'* W at the
equator and — 5.1 X 10" W at the south pole. This example shows that great care
must be taken to obtain exact global balance.

The corrected curve in Fig. 6.15 shows almost no asymmetry with respect to the
equator. The largest poleward transports calculated are about 5.0 10'* W near
30°N and about — 6.0X 10'* W near 35°S. A small cross-equatorial transport of
energy in the atmosphere and oceans from the Northern to the Southern Hemisphere
seems to be necessary.



CHAPTER T

Observed Mean State
of the Atmosphere

In this chapter, we present a general description of the mean state of the atmo-
sphere as obtained from observations. Since the atmosphere is a thermo-hydrodyna-
mical system it can be characterized by its composition, its thermodynamical state as
specified by three thermodynamical variables (e.g., pressure, temperature, and spe-
cific humidity), and its three-dimensional motion field. A complete specification of
the state of the atmosphere should also include the global distributions of other
variables, such as cloudiness, aerosols, and so on, because they influence the large-
scale behavior of the atmosphere. Although precipitation, evaporation, and runoff
are fluxes and not state variables, they are intimately connected with the state of the
atmosphere and are, therefore, included in this chapter. Of course, they are also basic
elements in the hydrological cycle that will be discussed later. Furthermore, not only
the averages of the atmospheric variables but also higher moments of the probability
distributions, such as variances and covariances, should be taken into account. How-
ever, for the sake of simplicity we will first deal with the simple averaged fields leaving
the discussion of the higher modes of variation to later chapters.

It seems appropriate to start with the analysis of the total mass of the atmosphere
because the mass is one of the fundamental quantities that characterize the system
and, also, because the mass distribution is closely related to the pressure field.

7.1 ATMOSPHERIC MASS AND PRESSURE

7.1.1 Mass balance

We assume that the total mass of the atmosphere taken over a year is practically
Constant. The addition of gases by volcanic eruptions, the escape of light gases to
outer space, and the surface exchange of gases, such as oxygen and carbon dioxide,
are very small, and can be disregarded in this context. However, we must realize that

€ mass of water vapor is an important component of the total mass of the atmo-

Sphere, and that it is subject to short-period fluctuations. We will discuss this later in
more detail,
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Let us consider the continuity equation of mass (3.3). Integration of this equa-
tion for a polar cap defined by a volume V and bounded by a conceptual latitudinal
wall, the carth’s surface, and the top of the atmosphere leads, by the use of Gauss’
divergence theorem, to

P gy — -—Jdivpch: -fpc-nds
v ot v s

= po ds, (7.1)
wall
where n is the unit vector directed outward across the boundary surface S. Thus,, the
time rate of change of total mass in a polar cap equals the net inflow of mass across the
wall.
In the long-term mean, there should be no accumulation of mass so that

pv ds = 0.
wall
In other words, there is no net flow of mass across a latitudinal wall. Of course, this
same result holds not only for a polar cap but also for any other fixed volume. On the
other hand, on a monthly or seasonal time scale there can be small, but measurable
changes of mass in the volume.

We will show that the mass distribution in the atmosphere can be obtained most
readily by measuring the pressure distribution. Assuming that the equilibrium in the
atmosphere is hydrostatic (dp/dz = — pg), we can obtain the pressure at a given level
2 by integration:

p(e) =g f pdz. (7.24)

Thus, under hydrostatic conditions the surface pressure p, will give a good measure
of the total atmospheric mass in a unit vertical column. Substituting the equation of
state in the hydrostatic equation gives dp/p = — gdz/ (R4 Ty ). Integration of this
expression between the surface 2, and level 2 then leads to

z

p(z) = po exp [ —f = gT dz} , (7.2b)

where T is the virtual temperature defined in Eq. (3.63). This expression shows that
the pressure decreases rapidly (exponentially) with height so that the air is most dense
near the ground and approaches zero at the “top” of the atmosphere. For practical
purposes 30 km (or the 10-mb level) is sometimes used as the top of the atmosphere
for the analyses; this corresponds to including 99% of the atmospheric mass. Equa-
tion (7.1) can be rewritten in the form

91 pods = f pv ds. (1.3)
at 8 Jsfc wall 1
This shows that pressure changes can only occur through a net inflow or outflow of
mass through the boundaries. _
The rapid dropoff of density with height distinguishes the atmosphere from the
oceans, where the density has relatively small variations in the vertical since air il

much more compressible than water.
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7.1.2 Distribution of mass in terms of pressure

Figure 7.1(a) shows an annual-mean map of the geopotential height anomalies of
the 1000-mb pressure level 2,45 — 230 Which is practically equivalent with a mean
sea-level pressure map more commonly used in synoptic weather practice. Where the
1000-mb height field intersects or dips below the mountains, extrapolated values of
2,000 have been used. The conversion to sea-level pressure pg, can be done by using
the hydrostatic balance condition dp = — pg dz in terms of

Ps. = (Prse8 Z10007100) + 1000 0.1212, 690 + 1000,
3

where pg; is in mb (1 mb = 10% Pa), 2,4, is in gpm, the density p. ~1.23 kgm 3,
andg=9.8ms~2 Although the values in mountainous terrain are extrapolated to
sea level, leading to fictitious pressures, this type of analysis has traditionally been
used by meteorologists in order to follow the migrating weather systems. Over the
oceans and low-level terrain the map accurately represents the mass distribution but,
of course, over mountainous terrain one has to go back to the originally measured
surface pressure before reduction to sea level.

The subtropics near 30° latitude are dominated in both hemispheres by semiper-
manent high-pressure cells, the so-called subtropical highs, or anticyclones (clock-
wise rotation). These cells are bordered by a more or less continuous low-pressure
zone near the equator (the intertropical convergence zone, ITCZ) and poleward by
low-pressure belts, in which the Icelandic and Aleutian lows are imbedded. On the
other hand, the polar regions show predominance of high-pressure cells.

The Northern and Southern Hemispheres are very different with respect to their
physiography. In fact, using all available surface data, the annual-mean surface pres-
sures over the Northern and Southern Hemispheres are found to be rather different,
namely 983.6 and 988.0 mb. The globally averaged pressure at the earth’s surface is
about 985.8 mb (Oort, 1983). In terms of total atmospheric mass, assuming the area of
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FIGURE 7.1. Global distributions of the height anomalies of the 1000-mb pressure ficld,
Z1000 — 2 Sa0 in gpm for annual-mean (a), northern winter (b), and northern summer (c) mean
conditions. The quantity z 4, ( = 113 gpm) represents the height of the 1000-mb level according
to the NMC standard atmosphere. Also shown are vector plots of the surface winds. For geostro-
phic flow the arrows should parallel the isolines. Each barb on the tail of an arrow represents a wind
speed of 2 m s~ . The isoheight lines can also be interpreted as isobars for;the surface pressure
reduced to sea level. Since 1 gpm is equivalent to about 0.121 mb, we can, e.g., relabel an isoheight
line of + 40 gpmby (40 + 113)X0.121 + 1000 = 1018.4 mb, and an isoheight line of — 40 gpm by
(—40+ 113)X0.121 + 1000 = 1008.8 mb. Note that 1 gpm~1m.
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each hemisphere to be 2.56 X 10'* m? and g = 9.80 m s ~ 2, the annual-mean values
for the Northern Hemisphere, Southern Hemisphere, and globe are 2.57, 2.58, and
5.15 X 10'® kg, respectively. Our values agree well with the values estimated by Tren-
berth ez al. (1987).

Figures 7.1(b) and 7.1(c) present the mean surface-pressure conditions for De-
cember-February and June-August. The large subtropical anticyclones in each
hemisphere show a slight tendency to move toward the pole during summer. These
highs are especially well developed during northern summer over the North Atlantic
and North Pacific Oceans. In the northern high latitudes the low-pressure systems
intensify during winter, whereas in the Southern Hemisphere they undergo only a
small seasonal variation. These Southern Hemisphere low-pressure systems form an
almost continuous zonal belt around Antarctica with very low values of the surface
pressure. The largest seasonal pressure variations are found over the Asian continent
where a strong anticyclone develops over Siberia during winter and a low-pressure
system forms during summer north of the Indian subcontinent. This change is asso-
ciated with the monsoon cycle over Southeast Asia and the movement of the ITCZ. A
similar situation takes place over the North American continent, but it is less intense:
the annual variations of the surface pressure over Siberia exceed 25 mb (or
Az, 400 R 200 gpm) whereas over the American continent the values do not exceed 10
mb (or Az 45 S 80 gpm).

In order to get a better idea of the magnitude of the seasonal pressure variations,
we present in Fig. 7.2 zonal-mean profiles of the sea-level pressure for the year and
the extreme seasons. Extremely low-pressure values, on the order of 985 mb, are
found in the belt around Antarctica. The seasonal shifts in the high-pressure belts
near 30 °N and 30 °S and their intensification during the winter season are clearly
shown. The mean global values of the surface pressure reduced to sea level in Fig. 7.2
are higher than the corresponding values estimated using the actual surface pressure
given before (because of the fictitious layer of air that is now added in mountainous
areas between the elevated earth’s surface and sea level).

The seasonal variations in the hemispheric and global-mean surface pressures are
shown in Fig. 7.3(a). The annual range is estimated to be 2.4 mb in the Northern
Hemisphere, 2.7 mb in the Southern Hemisphere, and 0.15 mb for the globe. The
hemispheric values imply the existence of important shifts of mass across the equator.
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::GURE 7.2.  Meridional profiles of the zonal-mean sea level pressure for annual-mean condi-
0s after Trenberth (1981) and for the DJF and JJA seasons after Oort (1983) in mb.
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across the equator as inferred from the hemispheric pressure changes shown in (a). The actual
cross-equatorial transports of mass in units of 10” kg s ' can be obtained by multiplying the plotted
velocity values by 0.4.

1
':
Using Eq. (7.3) we can infer the required net meridional velocity at various latitude$

and throughout the year: 3
([v]):f [pv]dz/f pdz. ;

For example, if we assume an average pressure increase of 1 mb to take place durlﬂa

one month over the entire Northern Hemisphere, the mean velocity across the eqll
tor would be



OBSERVED MEAN STATE OF THE ATMOSPHERE

1 mb 1
1 month 1012 mb X 27R

=0.002ms "~

where p,, is taken as 1012 mb. The equatorial values of {[v]> shown in Fig. 7.3(b) were
derived using similar computations based on the actually observed pressure changes.

The seasonal variation of the global surface pressure in Fig. 7.3(a) shows a net
positive residual value during the northern summer semester. This appears to dis-
agree with our basic assumption of a constant atmospheric mass. The reason is sim-
ple. We have to take into consideration the contributions to the total mass in the
atmosphere by the added water vapor associated with variations in the net evapora-
tion minus precipitation at the earth’s surface. Observations of the precipitable water
in the atmosphere show an excess of water vapor on the order of 0.2 gkg ~' during
Northern Hemisphere summer due to the higher values of evaporation and higher
surface temperatures over the continents. This excess in water vapor mass is compa-
tible with the observed global pressure difference of 0.2 mb.

(lvly=27R?

7.2 MEAN TEMPERATURE STRUCTURE
OF THE ATMOSPHERE

7.2.1 Global distribution of the temperature

The temperature distribution in the atmosphere is of fundamental importance
for defining the thermodynamic state and, ultimately, the wind structure in the atmo-
sphere. The mean surface temperature distributions are shown in Figs. 7.4(a) and
7.4(b) for January and July that represent the seasonal extremes.

As expected from the distribution of absorbed solar radiation in Fig. 6.10(b), the
highest temperatures are found in the intertropical regions where the largest amounts
of solar radiation are received during the course of the year. In the equatorial regions,
.the meridional temperature gradients are very small because of the small gradients in
insolation. The lowest temperatures occur over the polar regions of minimum annual
solar insolation. The isotherms are much more zonally uniform in the Southern
Hemisphere associated with the predominance of oceans over land.

We find a strong equator-to-pole temperature gradient reaching the highest val-
ues over the Northern Hemisphere continents during winter. The effects of warm
and‘ cold ocean currents are also evident on the maps. We note that the steepest
horizontal temperature gradients are found in middle latitudes. The influence of the
llnd-‘sea distribution, the nature of the land surface, and the surface topography are
allevident in the configuration of the mean isotherms as well as in the strong gradients
Bear the coasts and mountainous regions, such as the Rocky Mountains, the Tibetan

ateau, Andes, and Antarctica. The coldest regions are found over the northern
g;‘m'of the continents in the Northern Hemisphere during winter (northeastern

iberia and Canada) and over Antarctica.

. 'he annual range of temperature is an important aspect of climate because it
lllgl"llghts the land-sea contrasts. The January minus July temperature difference
Map shown in Fig. 7.4(c)is agood measure of the annual range. In the equatorial zone

€ Values are very small because the solar irradiation does not change substantially
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FIGURE 7.4. Horizontal distributions of the surface air temperature (in °C) for January (a) and
July (b) after National Climatic Data Center (1987), and for the January-July difference (c) based
on the 1963-73 analyses in Oort (1983).

throughout the year. The fluctuations are also relatively small for the large waterbo-
dies of the oceans due to the high value of the specific heat and the strong mixing in
the surface layer of the ocean leading to a large thermal inertia of the oceans. Ex-
treme values (negative in the Northern and positive in the Southern Hemisphere)
occur over all continents which become alternately hot in summer and cold in winter.
The lowest values are found in central Siberia ( — 50 °C) and Northern Canada
(~40°C). Another local extremum (AT = — 20 °C) is found over the Sahara. In
the Southern Hemisphere, the extreme values are much smaller (10-15 °C), and are
observed over the southern parts of the continents. The polar regions are subject to
large fluctuations on the order of 30 °C.

7.2.2 Vertical structure of the temperature

_ The influence of the continents and oceans diminishes with height so that at
lT'HdIropospheric levels (500 mb) the isotherms are more uniform along a latitude
Circle. A characteristic feature of the lower and middle troposphere temperature
fields is the pattern of large-scale standing waves mainly with wave numbers one and
Wo. The strongest pole-to-equator temperature gradients are found in middle lati-
tudes and are most intense during winter. In the stratosphere above the tropopause

¢ horizontal gradients of temperature are reversed since the lowest temperatures
are observed over the equator.

180
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To discuss the vertical temperature structure of the atmosphere the zonal-mean
distribution of temperature [T is given in Fig. 7.5 for the annual-mean and extreme
seasons. On the right-hand side of the figure vertical profiles depict the hemispheric
and global-mean conditions. The figure shows a rapid decrease of temperature with
height in the troposphere and reverse conditions in the lower stratosphere. For ex-
ample, near the equator the temperature difference between the ground and the
tropopause (at about 17-km height) is on the order of 105 K. In the lower strato-
sphere the temperature increases slightly with altitude in middle latitudes and be-
comes almost isothermal in the polar regions. The tropopause varies in altitude from
about 10 km (250 mb) at the poles to 17 km (~ 100 mb) at the equator. The vertical
temperature gradients are strongest in the tropical upper troposphere due to subsi-
dence around the deep cumulonimbus clouds in the ITCZ and the evaporation and
radiational cooling at the tops of these clouds. The very low winter temperatures that
are observed at 50 mb in the Southern Hemisphere are associated with the polar night
jet. Such low temperatures are also found in the Northern Hemisphere but above the
50-mb level so that they do not appear in the cross sections in Fig, 7.5.

Due to its importance for studying the dynamical processes in the\atmo sphere, we
will discuss the distribution of the zonal-mean potential temperaturc"['l?}deﬁned
before in Eq. (3.47). The annual-mean cross section of [#] in Fig. 7.6(a) shows ap-
proximate symmetry with respect to the equator similar to the temperature cross
section in Fig. 7.5. Minimum values of potential temperature are observed in the
polar regions near the earth’s surface. The values of [6] increase with height. The
greatest vertical gradients 6/dz occur in the stratosphere, as shown in Fig. 7.6(c). In
the intertropical regions, the horizontal gradients in & are fairly small as compared
with those at mid and high latitudes.

— GLOBE

45

80 705 60 50 40 30 20 10S O 1WON 20 30 40 50 60 70N -60-40-20 0 20

FIGURE 7.5. Zonal-mean cross sections of the temperature for annual-mean, DJF, and JJA con”
ditions in °C. Vertical profiles of the hemispheric and global mean temperatures are shown on the
right. .
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) From the vertical distributions of T and 8, we can infer the distribution with
lllzelght of the static stability. As we have seen in Chap. 3, the static stability is given by
9. (3.51):

T _
8 dz

Va

Since ¥4 =1°C/100 m and y = 0.6 °C/100 m, as can be deduced from the mean
Profiles in Fig. 7.5, the atmosphere is found to be in stable equilibrium. The same
onclusion is reached when we consider the values of d[6]/dz given in Fig. 7.6(c),
8ince they are positive almost everywhere. However, locally in certain special situa-
tons the atmosphere may become unstable (¥ > 7,) and dry convection may occur.
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Figure 7.6(e) shows a zonal-mean cross section of the Brunt-Vaisila frequency N
[see Eq. (3.53)] for small-scale vertical oscillations that may occur superimposed on
the large-scale atmospheric flow patterns. The values of N are on the order of 10 =2
rad s~ ' which corresponds with a period of oscillation ( = 27/N) of about 10 min.
In the troposphere N varies from values less than 10X 10 “>rad s 'near the surface
to values of 14X 10 ~ > rad s ~ ' or more at high latitudes near the 850-mb level. In the
stratosphere N increases to values larger than 20X 10 “>rads '.Since N is also a
measure of the stability, its cross section resembles that of d6/Jz in Fig. 7.6(c).

A zonal-mean cross section of the equivalent potential temperature 6, [see Eq.
(3.67)] is given in Fig. 7.6(b). It shows that the highest values of 8, occur in the
intertropical regions with a bimodal profile in the vertical and that the meridional
distribution of 6, is almost symmetric with respect to the equator. Since the equiva-
lent potential temperature and the potential temperature are related through Eq.
(3.67): 6, = O exp (Lq,/c, T ), the two cross sections show some resemblance. The
main differences are found in the lower and middle troposphere of the tropics, where
the saturation specific humidity g, is greatest. In the upper troposphere and strato-
sphere, they are about the same because of the strong decrease in water vapor with
height and g, —0. The mean profiles of  and 6, on the right-hand side of Figs. 7.6(a)
and 7.6(b) are different in the troposphere, where 6, has substantially higher values.
The almost constant value of 8, in the troposphere confirms the concept that 6, is a
conservative property both with and without precipitation provided that the transfor-
mations are pseudoadiabatic, i.e., if all condensed water is precipitated out.

The cross section of d6, /dz in Fig. 7.6(d) is a measure of the conditional (or moist
convective) instability (see Sec. 3.5.1.3). Itdiffers substantially from-the cross section
of 36/3z for dry air. The values of 36, /dz are negative in the lower troposphere, and
the zero line reaches the 700-mb level in the tropics, indicating strong conditional
instability. This shows how important deep convection is in the tropics, We should
note that we are dealing here with zonally averaged quantities and that local convec-
tion may reach up to very high levels near the tropopause, especially in the ITCZ.

The horizontal temperature gradients are displayed in Fig. 7.7. They are weaker
than the vertical temperature gradients but are nevertheless very important because
they are a measure of the available potential energy which is the main energy source
for the general circulation of the atmosphere. Furthermore, they are also a measure
of the baroclinicity that plays an important role in the development of weather sys-
tems, as we shall see later. The seasonal distributions of the horizontal temperature
gradients show that the winter-summer differences are much smaller in the Southern
than in the Northern Hemisphere. The midlatitude patterns are displaced equator-
ward from their annual-mean positions in winter and poleward in summer, in phase
with the changes in solar inclination.

7.2.3 Variability of the temperature

We will now analyze the variability in space and time of the temperature. Thus,
Figs. 7.8(a) and 7.8(b) show zonal-mean cross sections of the variability in tempera-,
ture in terms of zonal-mean standard deviations for the year and extreme seasons.’
The variability in time in Fig. 7.8(a) is associated with the alternation of different air’
masses at a given location. As expected the variability is large (on the order of 5 °C of’
greater) in mid to high latitudes and small (less than 3 °C) in the tropics. The variabil-’
ity is also more intense in the Northern than in the Southern Hemisphere mainly i’
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FIGURE 7.7. Zonal-mean cross sections of the meridional temperature gradient in °C/1000 km
for annual, DJF, and JJA mean conditions. Vertical profiles of the hemispheric and global mean
values are shown on the right.

the lower troposphere, as the vertical profiles on the right-hand side of Fig. 7.8(a)
confirm. The variability in the upper atmosphere is due to variations in the height of
the tropopause. If we assume that the annual-mean values are well represented by
the average of the summer and winter values the yearly variance is given by

77 =i Tde + T +3(Tow — Tya)’} 4
This expression includes the variability associated with the annual cycle, and is,
therefore, larger than the average of the seasonal variances, especially near the earth’s
Surface in the Northern Hemisphere. The spatial (stationary eddy) variability in the
annual-mean temperature field in Fig. 7.8(b) shows low values on the order of 1 °C or
le'ss south of about 20 °N. High values (greater than 2 °C) are found mainly at mid and
high latitudes of the Northern Hemisphere associated with the pronounced land-sea
contrast at those latitudes.
_ The meridional profiles of the vertical- and zonal-mean quantities shown in Fig.
9 synthesize the main findings described earlier. It is interesting to point out that

for the temporal variability of the temperature V 7 ’?,the annual profile far exceeds

¢ December—F ebruary and June-August profiles as expected from the large ampli-

t“d? of the annual cycle in the mean temperature in Fig. 7.9(a) [see Eq. (7.4)]. The

‘“tlonary eddy profiles in Fig. 7.9(c) show the most significant contributions during
€rn winter with a peak value of almost 4 °C near 60 °N.
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7.3 MEAN GEOPOTENTIAL HEIGHT STRUCTURE OF
THE ATMOSPHERE

7.3.1 Vertical structure of the geopotential

Because the various balance equations in meteorology are usually first derived in
the (x,, 2,t) coordinate system and then, for practical use, transformed in the
(x,, p, t) coordinate system, it is important to clearly show how the two systems are
related. Thus, Figs. 7.10(a) and 7.10(b) illustrate the relationship between constant
height and constant pressure surfaces in the atmosphere. The meridional slope in
each figure indicates the strength of the geostrophic component of the zonal flow
since [u,] = — (¢/f)d[2]/R3¢ [see Eq. (3.16b)]. We note that, in the mean, the |
pressure surfaces slope upward from the pole to the equator [Fig. 7.10(b)], indicating '
that westerly winds must prevail throughout most of the atmosphere. According t0 .
the figures, these westerly winds are greatest in middle latitudes and increase with f
altitude within the troposphere reaching a maximum near 200 mb just below the |
tropopause.
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FIGURE 79. Meridional profiles of the vertical- and zonal-mean values of the time-mean tem-
Pﬂ'ftu.re (a), the day-to-day standard deviation of the temperature (b), and the east-west standard
deviation of the time-mean temperature (c) in °C for annual, D]F, and JJA mean conditions.

Cross sections of the zonal-mean geopotential height as a function of pressure
and latitude are shown in Fig. 7.11. This type of presentation is important since it
Shows the distribution of the geopotential (divided by g) as a function of pressure.

€ variations of [z] with latitude are apparent because they are presented here as

:’;lrllations with respect to a reference atmosphere, namely the NMC standard atmo-
ere:

Alz] = [2] — z54.
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Zonal-mean cross sections of the geopotential height in gpm (1 gpm~1 m) for

annual, DJF, and JJA mean conditions. Shown are the departures from the NMC standard atmo-
sphere (see Table 5.1). Vertical profiles of the hemispheric and global-mean values are shown on

the right.

The values of the NMC standard atmosphere wer\éshoygn before in Table 5.1; they

are only a function of pressure (i.e., barotropic) and represénttypical conditions near
45 °N so that A[z] =~ 0 near that latitude.
In a hydrostatic atmosphere, the geopotential height is given by

P
20) =60 +57 [ RTudinp, (5
y4

where T, is the virtual temperature of the air as defined before in Eq. (3.63). There-

fore,

P

20) — 2sn = 2(p0) — 25 (P0) + & f

4

Ry(Ty = Tsa)dlnp,

where the vertical distribution of T, is prescribed by the NMC standard atmospht
(see Table 5.1). Thus, the variations in Fig. 7.11 are related to the tempera

structure of the atmosphere and, to a lesser extent, to the differences in surfa
pressure. Where the underlying atmosphere is colder than the standard atmosphe
the [2] — 25, values are negative and, where the underlying atmosphere is warm
they are positive. We notice that the baroclinic regions of the atmosphere, wh
there is a strong meridional gradient in (2] — zs,, are located in mid and high I

tudes.

The curves on the right-hand side of Fig. 7.11 give the vertical profiles for
globe and cach .hemisphere, showing a maximum near the tropopause. The lar
interhemispheric differences are found in the June—August season.
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7.3.2 Variability of the geopotential height

The variability of the geopotential height can be studied not only through the
seasonal variation of the mean geopotential height, but also through the temporal

standard deviation \/—;—7 and the spatial stationary eddy deviation VZ 2. Meridional
profiles of their zonal- and vertical-mean values are shown in Fig. 7.12.

The profiles of ({z]> in Fig. 7.12(a) are related to the mean atmospheric tempera-
ture. They show a maximum in the equatorial region and a monotonic decrease
toward the poles. The profiles shift seasonally with the sun and the minimum values
are obtained in the winter season. On the other hand, the transient eddy profiles in
Fig. 7.12(b) show a minimum slightly to the north of the equator and maxima in the
polar regions.

Most profiles show strong meridional gradients in extratropical latitudes, that are
associated with the fluctuations in the zonal wind through the geostrophic relation.
As expected, the yearly values of the transient component are much larger than the
seasonal ones because they include the annual cycle, which is so large that it tends to
mask the synoptic variations. The east-west variance of the mean height in Fig.
7.12(c) shows a large asymmetry between the two hemispheres, as the temperature
does [see Fig. 7.9(c)] with much more zonal symmetry in the Southern than in the
Northern Hemisphere, because of the reduced land-sea temperature contrast in the
Southern Hemisphere. Overall, the stationary eddy contributions are much smaller
than the transient ones.

7.4 MEAN ATMOSPHERIC CIRCULATION

74.1 Introduction

As we have seen before, the large-scale motions in the atmosphere are, to a high
degree of approximation, horizontal. In the vertical direction, the pressure gradient
almost balances the gravity force [see Eq. (3.13)] so that the vertical accelerations are
negligible, and the vertical component of velocity is small everywhere. In the hori-
Zontal direction, the principal forces in the free atmosphere are the pressure gradient
and the Coriolis forces leading to a quasigeostrophic equilibrium. Thus, the motions
&re practically parallel to the pressure contours (isobars) and the wind speeds are
versely proportional to the spacing between the contours [see Eq. (3.15)]. The
18obars are thus approximate streamlines for the flow outside the equatorial region.

d“_d, the surface winds, shown before in Fig. 7.1, tend to parallel the height con-
tour lines with high pressure on the right-hand side in the Northern Hemisphere, and
°n the.lcft-hand side in the Southern Hemisphere. There is a tendency for conver-
8ence into the equatorial zone and into the low-pressure belts near 60° latitude, and a

dency for divergence from the subtropical high-pressure cells and from the polar
310ns. Ageostrophic effects in the form of flow into low-pressure areas and flow out
= “Pressure areas are due to friction and small-scale turbulent effects in the
}"-’f‘ce thundary layer [see Eq. (3.18)]. The angle of deflection is a manifestation of
g+ QUasibalance among the pressure force, the friction force, and the Coriolis force.
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deviations of the time-mean geopotential height (c) in gpm (1 gpm= 1 m) for annual, DJF, and !
mean conditions.

7.4.2 Global distribution of the circulation

The atmospheric winds vary considerably with location on the globe and with tht
seasons. The surface winds were shown before in Fig. 7.1. The observed winds in tht
free atmosphere at 200 mb, where the maximum velocities in the tropospheric ?e‘
streams are usually found, are shown in Fig. 7.13 (indicated by arrows) together wi
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f

the geopotential height field. The vectors are generally parallel to the isoheight lines.
confirming the near-geostrophic balance of the flow. We find in each hemisphere a,
broad zonal current with superposed large-amplitude disturbances, the long plan-:
etary standing waves. The circulation is predominantly from west to east, and is}
stronger and more zonal in the Southern than in the Northern Hemisphere. In the;
tropics the circulation is much weaker than in mid and high latitudes.
The seasonal maps for summer and winter are shown in Figs. 7.13(b) and 7.13(¢
for 200 mb. They show an intensification of the jet streams in the winter season. [
the summer of the Northern Hemisphere a closed circulation is prevalent over th
southern part of Asia accompanied by a northward shift o(f the jet stream. As expect:
ed, the standing waves at 200 mb are more pronounced jh the Northern Hemisphe
and strongest during winter. Over the northern continents they show a preferr
wave-number-two configuration with two troughs (just to the east of the Americ
and Asian continents) and two ridges (just to the west of Europe and North America
It appears that the phase and amplitude of these planetary waves strongly depend 0
the forcing at the surface. Thus, the wave pattern is somewhat dependent on
season as shown by the latitudinal shifts of the troughs and ridges with the season!
Comparing the 200-mb heights maps in Fig. 7.13 with the 1000-mb height maps
Fig. 7.1, we notice that there is a westward tilt with elevation of the high-latitu
troughs and ridges in the troposphere. The tilt is associated with the advection &
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cold air upstream of the surface lows and advection of warm air upstream of the
surface highs.

A map of the annual-mean zonal wind component at 200 mb, ,,,,is shown in Fig.
7.14(a). In midlatitudes, between about 20° and 50° latitude, one finds strong maxima
in the westerly winds associated with the jet streams. These westerlies lead to a
superrotation of the atmosphere as a whole on the order of 6 m s ! relative to the
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solid earth. Again the patterns in the Southern Hemisphere are more zonally uniform
than in the Northern Hemisphere, as would be expected from the greater homogene-
ity of the earth’s surface in that hemisphere. We should mention that the westerly
winds between about 50 and 70 °S are probably underestimated due to poor data
coverage over the southern oceans (see Fig. 5.3). The data gaps may also be a contrib-
uting factor in making the patterns in the Southern Hemisphere more uniform. The
major contributions to the zonal momentum in the Northern Hemisphere stem from
the midlatitude jets over eastern North America, Asia, and the adjacent oceans.

There are seasonal shifts of about 10° latitude in the belt of westerlies toward the
summer pole. The westerlies are strongest in the winter hemisphere related to the
increase in the pole-equator temperature gradient. These seasonal shifts can be in-
ferred from the difference map in Fig. 7.14(b) and are also seen in the mean profiles of
Fig. 7.20 (to be discussed in more detail later). The largest seasonal differences in the
U, field are located near 30° latitude in both hemispheres.

7.4.3 Vertical structure of the circulation

The vertical and meridional distributions of the mean zonal flow are presented in
Fig. 7.15 with, on the right-hand side, vertical profiles of hemispheric and global
mean conditions. The similarities between the two hemispheres for the annual mean
are quite striking. For example, the zonal circulation in both hemispheres is dominat-
ed by a westerly jet maximum of about 25 m's ~! near 200 mb. However, there are
also differences since in the Southern Hemisphere the winds at all levels between 35°
and 60° latitude are consistently stronger, by about 5 m's ~ ', than in the Northern

N
— ciose )

—— NH 4 A
M/

B
1

80 705 60 S0 40 30 20 10S O 10N 20 30 40 3J0 60 70N —10 0 10
FIGURE 7.15. Zonal-mean cross sections of the zonal wind component in ms ' for ann!
DJF, and JJA mean conditions. Vertical profiles of the hemispheric and global mean values
shown on the right.
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FIGURE 7.16. Zonal-mean cross sections of the vertical gradient of the zonal wind component
(in 10~ s ') for annual, DJF, and JJA mean conditions. Vertical profiles of the hemispheric and
global mean values are shown on the right.

Hemisphere, reflecting the greater strength of the zonal winds in the Southern Hemi-
sphere. Yet the winds in the Southern Hemisphere high latitudes should still be
somewhat stronger than our analyses indicate because of the occurrence of large data
gaps over the oceans and the bias due to a possible, selective loss of balloons during
strong winds at some stations in the Southern Hemisphere [see the geostrophic wind
estimates by Van Loon et al. (1971), Swanson and Trenberth (1981), and Oort
(1983)]. Figure 7.15 also shows that easterly winds dominate in the tropical regions.
The relatively weak surface easterlies in the equatorial zone are associated with the
doldrums.

We further find that the surface easterlies and westerlies occupy almost equal
areas and that, therefore, the global surface integrals are close to zero. We shall come
back to this in the angular momentum discussion in Chap. 11. The broad maxima in
[#) near 200 mb are located just above the regions where the north—south temperature
gradient (i.e., the baroclinicity of the atmosphere) is a maximum.

A cross section of the vertical wind shear, d[#)/3z, is shown in Fig. 7.16. Since, in
8eneral, the winds vary with height we can define a fictitious vector v, the so-called
thermal wind, so that vr=V(z + Az) — v(2)=(dv/dz)Az. As we will show next, the
V‘ertical shear is related to the temperature gradient through the thermal wind equa-
Yon. This equation can be derived assuming that the horizontal flow is geostrophic
(see Eq. 3.15). The shear is then given by

a 1 ap
— (pv,) = —kXgrad =—
g5 PVe) = kxgrad -
Or with the hydrostatic approximation (3.13)
3\" g 1 dp
—_— - kx adp — ——"—v_.
9z of gracp p dz ¢

U‘i’{g the equation of state after logarithmic differentiation and again Eq. (3.15), we
tain finally for the wind shear vector

6v‘=£kxgradT+i_31

. 7.6
d f T T 9z Ve (7.62)
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Scale analysis of the last equation, the thermal wind equation, for large-scale flow
shows that the first term on the right hand side dominates so that

ﬁ~— kxgrad T. (7.6b)
9z ~fT
Thus the vertical shear at a given level is proportional to the gradient of temperature
and parallel to the isotherms. The geostrophic wind will increase with height
(v, /dz > 0) with the warm air on the right of the shear vector in the Northern
Hemisphere and on the left in the Southern Hemisphere.
The thermal wind equation (7.6b) can be also written in the p-system in terms of the
potential temperature 6 using Eq. (3.47):
ov, 1
— = ———kXgrad 6. 7.6¢
% o6 (7.6¢)
According to the thermal wind equation, the zonal wind increases with height
[Ou,/dz=~ — (g/f T(JT/R3$)> 0] in midlatitudes where the meridional tempera-
ture gradient is most pronounced. Of course, in regions where the atmosphere is
barotropic the winds do not change with height (v = O)because grad T'= 0 (see Sec.
3.5.3). However, Fig. 7.16 shows that the atmosphere is in general baroclinic.
Let us show how the thermal wind is related to the baroclinicity vector N (see Sec.
3.5.3). If we take the cross product of N with the vertical unit vector k we find

kXN= — L (k-grad p)grad T + L (k-grad T)grad p.
pT pT

Using the hydrostatic approximation this equation becomes
1 dT

kxN=2 grad T+ — 2" grad

T 8 oT 9z grad p.

If we again cross multiply with k we find

kx(kXN)= — N + N,k = £ kxgrad T+ —— 9L kxgrad p. |
T pT 9z H

]
Using the geostrophic wind equation (3.15) and the thermal wind equation (7.6a),}
noting that N, = N — N,k is the horizontal vector component of N, we find

av
f ar v, =T

-N, =% kxgrad T + *— .
LA el T a * e

Of course, N, represents the number of solenoids in a vertical plane across the sole-
noidal tubes and measures the baroclinicity in that plane. Thus, as we have se
before, in a barotropic atmosphere (N, = 0) the winds do not change with height. '

The meridional component of the zonal-mean circulation is shown in Fig. 7.17.
Outside the tropics the evaluation of the mean meridional circulation from the o
served v field becomes unreliable and even unusazfe in the Southern Hemisphere. [
view of this difficulty, we have used indirectly computed values of [5] poleward of 15;
latitude, in both hemispheres (see Oort and Peixoto, 1983). For the region betwe
15°S and 15 °N, the directly measured [7] values were used because there the times
mean meridional winds are fairly uniform and the observational network seems ad
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FIGURE 7.17. Zonal-mean cross sections of the meridional wind componentin ms 'for annu-
al, DJF, and JJA mean conditions. The [7] values between 10° S and 10° N were computed directly
from the rawinsonde analyses, and poleward of 20° latitude indirectly from momentum balance.

quate to monitor the dominant zonally symmetric circulation. Between 10° and 20°
latitude the values derived from the two methods were averaged with weights varying
between 0 and 1.

Although small, the meridional component of the wind plays an important role in
maintaining the zonal winds [ fv term in the zonal equation of motion (3.18a)]. The
lower branches of the tropical Hadley circulations are directly associated with the
northeast and southeast trade winds, whereas the lower branches of the Ferrel cells
are associated with the prevailing westerlies in midlatitudes, and those of the polar
cells with the polar easterlies.

Cross sections of the vertical velocity [@] can be computed from the [7] values in
Fig.7.17 using the continuity equation of mass in zonally averaged form (7.7) and the
Streamfunction approach (7.8) to be discussed next. The resulting vertical velocity
Patterns in Fig. 7.18 show for the annual-mean strong rising motions of 210 *
mbs~' (orabout 3 mm s~ ') centered near 5 °N, associated with the mean position
of the ITCZ. This equatorial belt is flanked in each hemisphere by sinking motions
befWeen about 10° and 40° latitude, followed by rising motions between 50° and 70°

titude, and weak sinking motions poleward of 70° latitude. In northern winter we

d the strongest rising motions between 10 °N and 20 °S and the strongest sinking
motions between 10 and 35 °N, whereas in northern summer the strongest rising
Motions are found between 10 °S and 20 °N and the strongest sinking motions be-
tWeen 10 and 40°S. The vertical profiles on the right-hand side of Fig. 7.18 are
basically symmetric for both hemispheres with a sign reversal between winter and
ummer. Extreme values occur between about 400 and 500 mb.
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FIGURE 7.18. Zonal-mean cross sections of the vertical velocity w in 10~ *mbs 'for annual,
DJF, and JJA mean conditions as computed from the meridional velocities in Fig. 7.17 using conser-
vation of mass. Vertical profiles of the hemispheric and global mean values are shown on the right.

1

The [7] data can also be used to construct streamlines indicating the mean over
turnings of mass in a north-south cross section. A stream function can be computed
using the continuity equation of mass (3.4) in zonally averaged form:

d[v]cos ¢ d(@] i
+— =0. 7.

R cos ¢d¢ o ( ‘%

Thus, we may introduce the so-called Stokes stream function i given by the equ?
tions

3 d

=g——r 7.

[1=¢ 27R cos ¢dp ¢ {

— d d

@] = — v (7.8

8 2R cos #3
We can now calculate the g field from the observed [7] distribution by vertical int€
gration of Eq. (7.8a) starting at the top of the atmosphere where we assume that ¢ =
The meridional gradient of ¥ then gives the vertical component [@] of the zonall
symmetric overturnings.

The computed annual-mean and seasonal streamlines are shown in Fig. 7- 1
The circulation cells in these cross sections are often called “mean meridional circul
tions.” Itis clear that the annual-mean cells in the tropics represent an average of
very different winter and summer patterns, and that they are perhaps only represen
tive for conditions during the transition seasons pz‘ spring and fall. The annual-me
picture thus shows a somewhat idealized situation of three cells in each hemispher®
one in the tropical regions (the so-called Hadley cell), another in midlatitudes (t
Ferrel cell), and finally a third one in the polar regions (the polar cell).
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The seasonal cross sections presented in Fig. 7.19 are very interesting because
they show the strong intensification and predominance of the winter Hadley cell and
the almost disappearance of the summer Hadley cell in each hemisphere. The inten-
sification leads to a shift of the low-level circulation into the summer hemisphere.
The Ferrel cells also appear to be more intense in the winter season, the differences
being more pronounced in the Northern Hemisphere as one would expect. The
vertical profiles on the right-hand side of Fig. 7.19 reflect the seasonal behavior of the
Hadley cells, and show the antisymmetry of the profiles between the two seasons.

The direct Hadley cells in the tropics in the three cross sections of Fig. 7.19 are
much stronger than the indirect Ferrel cells in middle latitudes. At these latitudes the
circulation is dominated by almost horizontal, wave-like flows, and the Ferrel cells
are only small statistical residues which result after zonal averaging of large, almost
compensating, northward and southward flows in the quasistationary atmospheric
waves. The direct polar cells are quite weak. In the annual mean, the southern
Hadley cell penetrates across the equator reinforcing the upward motions character-
istic of the mean ITCZ.

In the Hadley cells, there is a rising of warm (light) and moist air in the equatorial,
region and a descent of colder (heavier) air in the subtropics leading to a thermally
driven direct circulation. However, in the Ferrel cells there is a rising of relatively!
cold air in high latitudes and a sinking of relatively warm air in the lower midlatitudes’
leading to a thermally indirect circulation in which cold air is forced to rise. In a'
direct circulation with the lowering of the center of mass there is a production of,
kinetic energy, whereas in an indirect cell with the net rising of the center of mass;
there is a consumption of kinetic energy. Further discussions on the mean meridionat
circulations and their maintenance will be given in Sec. 14.5.

The vertical motion patterns associated with the mean meridional circulation
also indicate the principal climate zones, namely the equatorial rainy zone, the sub-
tropical arid and desert-like zones, the moist mid to high-latitude zones, and the d
polar zones. ]

As a final remark, we want to emphasize that the observed three-cell regime in th
annual-mean atmosphere results, of course, from the imposed pole-to-equator grads
ent in net radiation combined with the rotation of the earth. For different rotati
rates, such as is the case for the other planets, we can expect a different number an
configuration of cells. For example, in the low-rotation case, we may have one dir
cell in each hemisphere as Hadley proposed in 1735 to explain the trade winds, Wi
in the high-rotation case we may have many more cells such as may occur for Jupi
(see, e.g., Williams and Holloway, 1982).

7.4.4 Variability of the circulation

To show the temporal and spatial variability of the wind components, profile
the vertical- and zonal-mean standard deviations for 4 and v are presented in
7.20.

It is of interest to mention the close symmetry between the two hemisph
Further, for both u and v the temporal standard deviations are of the same magni
as [#] or even larger at certain latitudes. This feature, 4s well as the nearly iden
patterns for the temporal standard deviations of u and v, clearly point out the t
lent character of the atmospheric general circulatiory. The larger winter-s

contrast in the y/ #’Z curves in the Northern Hemisphere reflects the larger variab
of the northern jet streams. In terms of the transient eddy Kkinetic en!
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FIGURE 7.20. Meridional profiles of the vertical- and zonal-mean values of the zonal wind com-
Ponent (), the day-to-day standard deviations of the zonal (b) and meridional (c) wind components,
€ east-west standard deviations of the zonal (d) and meridional (¢) wind components, all in

W87 for annual, DJF, and JJA mean conditions.
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(@ + ©'7)/2, we find an approximate equal partitioning of energy between the

and v components, i.e., ">~ v'>. The winter standard deviations are somewhat larg-
er than the summer ones, as one would expect.

The yearly curves in Fig. 7.20 sometimes lie above both seasonal profiles due to
the extra variance resulting from the winter-summer differences included in the
yearly standard deviation [see Eq. (7.4)).

7.5 MEAN KINETIC ENERGY IN THE ATMOSPHERE

7.5.1 Global distribution of the kinetic energy
An important quantity to characterize the atmospheric circulations and to clarify
their variability in time and space is the kinetic energy. In fact, using
u=[u] +u+u,
v=[?]+0"+
and expansion (4.13) we may write
[ @] =@+ [@2] + [ &),
[ 2%] = [3)* + (2] + [ ©7].
Thus, the mean total kinetic energy per unit mass can be written as the sum of the
transient eddy, stationary eddy, and zonal-mean components:

K=K +Kg + Ky, (7.9:;5
where q
K=4[4+ 7], |
Keg =3[ 47 + 07, (7.9
K¢ = i[a*? + v2], (7.9¢;
and

= ([#*] + [?*]). (7.94
Vertically averaged, annual-mean maps of the transient eddy Kkinetic ener
i(«? + v7)and the total kinetic energy }( «? + 7) are shown in Figs. 7.21(a) ang
7.21(b), respectively. The first map mainly reflects the dominant storm tracks i
midlatitudes, whereas in the second map the midlatitude maxima are reinforced d
to the steady components of the subtropical and polar jet streams. There are
distinct peaks in the Northern Hemisphere Kinetic energy just east of Japan and €
of the North American continent, whereas a more continuous belt of high kine
energy is found between 30 and 60 °S in the Southern Hemisphere. '

7.5.2 Vertical structure of the kinetic energy

Zonal-mean cross sections of the transient eddy, stationary eddy, mean and to
kinetic energy per unit mass, as well as the vertical profiles of their hemispheric-
global-mean values are displayed in Fig. 7.22. The annual-mean total kinetic ene
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shows a similar pattern in both hemispheres. The 200-mb maxima in the total kinetic
energy at 35° latitude are mainly due to the subtropical jets. It is clear that K and:
K, are the main contributors to the total kinetic energy. The stationary eddies onlyj
contribute significantly in the Northern Hemisphere. The broad midlatitude maxi'i
ma in the K. cross sections are due to both the daily meandering of the polar and
subtropical jet streams and the seasonal shifts in the latitude of the subtropical jet.

The mean vertically integrated values are shown in the meridional profiles of Fig
7.23. They clearly show the differences between K, K¢, and Ky, . The larg!
seasonal variations occur in K,,. They are much more pronounced in the Northe
than in the Southern Hemisphere, with a summer—winter difference in the Northerf
Hemisphere peak value by a factor of 3 and with high values in the Southern Hem}
sphere throughout the year. However, the variations in Ky are also not negligible,
contrast with those in K.

As a final comment, we should mention that the midlatitude values of kiné
energy in the Southern Hemisphere as computed from the rawinsonde network pro
ably represent considerable underestimates of the actual values. '
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FIGURE 7.23. Meridional profiles of the zonal- and vertical-mean values of the total kinetic
energy (a) and the transient eddy (b), stationary eddy (c), and mean meridional (d) components of

:l;ta kinetic energy in m>s ? for annual, DJF, and JJA mean conditions (from Oort and Peixoto,
3).

1.6 PRECIPITATION, EVAPORATION,
RUNOFF, AND CLOUDINESS
\

7.6.1 Precipitation

Precipitation is one of the principal climatic elements. It is highly variable in
:le’:ce and time. Nevertheless, its average values are fairly stable and can be repre-
ted well in map form. So we will start with a discussion of Fig. 7.24 which shows
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FIGURE 7.24. Global distributions of the precipitation rate for annual-mean conditions (a) in
dmyr ', and for DJF (b) and JJA (c) conditions in dm (3 months) ', based on data from Jaeger
(1976). Note that a precipitation rate of | myr ' corresponds to a release of latent heat in the
atmosphere of about 79 Wm 2

the distribution of precipitation according to Jaeger (1976) based on the surface
station network [see Fig. 5.1(b)]. Note that the units on the maps are dm yr ~ ' for the
annual mean and dm (3 months) ~ ' for the seasons. The annual and seasonal distri-
butions clearly reveal the influence of the oceans and continents. We should also
mMention that the precipitation data are very uncertain over the oceans because of the
difficulties in directly measuring precipitation from ships.

The most significant features of the distribution are the high rainfall in equatorial
latitudes associated with the strong convection in the ITCZ. Especially noteworthy
are ‘the very high values of precipitation over the equatorial regions in South America,

Tica, and Indonesia and in the equatorial Pacific Ocean where precipitation may
€xceed 3myr—' During the course of the year the ITCZ migrates north and south
In phase with the solar insolation which explains the shift of the maxima in Figs.
724(b) and 7.24(c). There is a striking contrast in the seasonal maps over southeast

813, which is mainly due to the Indian southwest monsoon dominating the summer
Circulation over the Horn of Africa, India, and southeast Asia.

Subsidence and low precipitation rates often less than 0.2 m yr ~  dominate in
Many of the subtropical regions which are under the influence of the large semiper-
Manent anticyclones. Large parts of the subtropical continents, such as in Africa and

Ustralia, are covered by deserts, where the precipitation is very low. During the
nual cycle the high-pressure centers migrate north and south causing summer
~.0ess or semi-arid conditions in each hemisphere at the poleward side and winter

ness at the equatorial side of their annual-mean positions.
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There is a secondary maximum in precipitation over midlatitudes where the polar
fronts and the associated disturbances predominate. Here, precipitation is abundant
during all seasons, except on their equatorial border where dryness prevails during
the summer season when the high-pressure anticyclones move poleward, such as in
the Mediterranean region.

Over the polar regions the moisture content of the atmosphere is very low, and
the amounts of precipitation are less than 0.2 m yr ~ ' during all seasons.

The land-sea contrasts as well as seasonal differences become even clearer when
we compare the zonal-mean profiles in Fig. 7.25. The seasonal shifts of the ITCZ are
found to be more pronounced over land than over the oceans. The seasonal migration
of the ITCZ is the determining factor in the existence of the marginal climates bor-
dering the arid subtropical regions, such as are found in the Sahel belt in Africa.

300 I v T ' T T
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FIGURE 7.25. Meridional profiles of the zonal-mean precipitation rate in cm yr Ifor the 0ce
area (a), the land area (b), and the total land plus ocean area (c) for annual, DJF, and JJA o
conditions based on data from Jaeger (1976).
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7.6.2 Evaporation

The evaporation rate depends on many factors. The most important ones are the
incoming radiation, temperature, wind speed, humidity, stability of the air, and the
availability of water. Evaporation is often measured with a shallow circular pan,
However, such measurements are much influenced by local conditions and local
exposure. Thus, useful as they may be for local purposes, such as assessing evapora-
tion from water reservoirs, small lakes, and irrigated areas, they are of little use in
computing the water budget over larger regions of the earth.

Using surface ship data the evaporation over the oceans can also be evaluated
from an approximate, empirically derived expression:

E= _pr lv[(qa _qs) 3
where p is the density of air, C, the coefficient of eddy diffusion (=0.0013), g, the
saturated specific humidity at the sea surface temperature, and g, the specific humid-
ity at a standard height of about 10 m above the surface. The foundations of this
method will be discussed in Chap. 10.

Figure 7.26 shows the annual-mean evaporation as estimated by Baumgartner
and Reichel (1975) using a variety of methods. The map shows that the highest values
of evaporation occur over the subtropical oceans, where the oceanic “deserts” are
found. The effects of warm and cold ocean currents and land-sea differences are
very important, as illustrated by the midlatitude (mainly winter) maxima in evapora-
tion, on the order of 2 m yr ~ !, over the relatively warm Gulf Stream and Kuroshio
currents to the east of the two major continents. Over the equatorial oceans, where
precipitation is abundant, evaporation is less intense due to weaker winds and rela-
tively low sea surface temperatures in the oceanic upwelling regions. Over the con-
tinents maximum evaporation occurs in the equatorial belt, mainly due to the higher
precipitation and higher temperatures observed there.

Annual and seasonal profiles of the zonal-mean oceanic evaporation based on the
bulk aerodynamic method are shown in Fig. 7.27 together with Baumgartner and
Reichel’s (1975) annual-mean estimates. The differences reflect the considerable
uncertainties involved in estimating the evaporation fields. The zonal-mean profiles
summarize the main aspects of the behavior of evaporation over the oceans. They
reveal that the hemispheric evaporation rates tend to be higher during winter than’
during summer mainly due to the stronger surface winds in winter.
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FIGURE 7.27. Meridional profiles of the zonal-mean evaporation rate (in cm yr D] oV.Cl‘

oceans computed using Eq. (10.38) and our 1963-73 surface data. Baumgartner and Reichel

(1975) ocean values from Fig. 7.26 have been added for comParison. ;
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7.6.3 Surface runoff

After considering the precipitation and evaporation fields separately it is useful
to compare the behavior of these two quantities since they are closely related ele-
ments of climate and hydrology. Thus, we present in Table 7.1 the zonal-mean
annual averages of precipitation and evaporation for 10° latitude belts as well as the
hemispheric and global averages according to Baumgartner and Reichel (1975). Sim-
ilar estimates of the same quantities for individual continents and oceans are present-
edin Table 7.2. The tables include also the P — E differences, the so-called discharge
or runoff, and the values of the evaporation ratio E/P and the runoff ratio (P — E)/P.
These last two quantities are of interest since they are sometimes used as climatic
indices or in hydrology studies. Table 7.2 further includes the estimated river dis-
charge R, from the continents as measured by the peripheral runoff that reaches the
oceans.

The P — E values in Table 7.1 show an excess of precipitation over evaporation at
mid and high latitudes as well as in the equatorial zone between 10 °S and 10 °N,
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TABLEe7.1. Estimated mean annual values of the precipitation rate P, evaporation rate E,
runoff rate (P — E), evaporation ratio E/P (an aridity index), and runoff ratio (P — E)/P for 10°

latitude belts, the hemispheres, and the globe from Baumgartner and Reichel (1975).

For

comparison, Sellers’ (1965) estimates for P and E, and Peixoto and Oort’s (1983) independent

estimates of P — E as computed from Table 12.1 are shown in parentheses.

Surface area P E P—E E/P (P—E)/P
80-90 °N 3.9 46 (120) 36 (42) 10 (93) 0.78 0.22
70-80 °N 11.6 200 (185) 126 (145) 74 (124) 0.63 0.37
60-70 °N 18.9 507 (415) 276 (333) 231 (224) 0.54 0.46
50-60 °N 25.6 843 (789) 447 (469) 396 (250) 0.53 0.47
40-50 °N 315 874 (907) 640 (641) 234 (156) 0.73 0.27
30~40°N 36.4 761 (872) 971 (1002) —210 (23) 128 —0.28
20-30°N 40.2 675 (790) 1110 (1246)  —435 (—435) 1.64 —0.64
10-20°N 428 1117 (1151) 1284 (1389)  — 167 (—322) 115 —0.15
0-10°N 44.1 1885 (1934) 1250 (1235) 635 (478) 0.66 0.34
0-10°s 44.1 1435 (1445) 1371 (1304) 64 (144) 0.96 0.04
10-20°s 42.8 1109 (1132) 1507 (1541)  —398 (—342) 136 —0.36
20-30°s 40.2 777 (857) 1305 (1416) —528 (—312) 1.68 —0.68
3040°s 36.4 875 (932) 1181 (1256) —306 ( 128) 135 —0.35
40-50°s 31.5 1128 (1226) 862 (895) 266 (150) 0.76 0.24
50-60°S 25.6 1003 (1046) 553 (520) 450 (278) 0.55 0.45
60-70°3 18.9 549 (418) 229 (174) 320 (245) 0.42 0.58
70-80°s 11.6 230 (82) 54 (45) 176 (98) 0.23 0.77
80-90°s 3.9 73 (30) 12 (0) 61 (32) 0.16 0.84
\
°‘9°'N 255.0 970 (1009) 897 (944) 73 (39) 0.92 0.07
G‘:;:‘; S 255.0 975 (1000) 1048 (1064) —73(—=39) 107 —0.07

510.0 973 (1004) 973 (1004) 1.00
k
Units 10° km® mmyr~"' mm yr - mm yr -
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TABLE#7.2. Estimated mean annual values of the precipitation rate P, evaporation rate E,
runoff rate P — E, river runoff rate R, from continents into the oceans, evaporation ratio E/P, and
runoff ratio (P — E)/P for the various continents and oceans from Baumgartner and Reichel
(1975). For comparison, estimates of P, E, and P — E from Sellers (1965) have been added in

parentheses.
Surface area P E P-E

Region 10%km?)y  (mmyr=') (mmyr~') (mmyr=') (mmyr—') E/P (P— E)/P
Europe 10.0 657 (600) 375 (360) 282 (240) 0.57 043
Asia 4.1 696 (610) 420 (390) 276 (220) 060 040
Africa 29.8 696 (670) 582 (510) 114 (160) 084 0.6
Australia 8.9 803 534 269 0.67 0.33

[without

islands) 7.6] [447 (470)]  [420 (410)) [27 (60)) [0.94]  [0.06)
North America 24.1 645 (670) 403 (400) 242 (2170) 062 038
South America 17.9 1564 (1350) 946 (860) 618 (490) 0.60 0.40
Antarctica 14.1 169 (30) 28 (0) 141 (30) 017 083
All land areas 148.9 746 (720) 480 (410) 266 (310) 064 036
Arctic Ocean 8.5 97 (240) 53 (120) 44 (120) 307 055 045
Atlantic Ocean 98.0 761 (780) 1133 (1040)  — 372 (— 260) 197 149 049
Indian Ocean 77.7 1043 (1010) 1294 (1380) — 251 (—370) 72 124 —-024
Pacific Ocean 176.9 1292 (1210) 1202 (1140) 90 (70) 69 093  0.07
All oceans 361.1 1066 (1120) 1176 (1250) =110 ( 130) 110 110 —o0.10
Globe 510.0 973 (1004) 973 (1004) 0 (0) 110 0

whereas a deficit of precipitation is found in the subtropics of each hemisphere be-,
tween about 10° and 40° latitude. In the long-term mean, the excess or deficitin each_
belt has to be compensated by a net meridional divergence or convergence of water in;
the particular belt. The runoff ratio (P — E)/P gives an idea of the fraction of the
precipitation that is involved in the runoff. The values of the evaporation ratio E/P,
show clearly the high aridity of the subtropics with ratios larger than 1.

We should stress that there is not always a close agreement between the values of
P and E published by different authors, as demonstrated by the comparisonsin Table&é
7.1 and 7.2 with Sellers (1965) values based on similar observations. Usually the
individual values of P and E are adjusted subjectively in a rather arbitrary way b
assuming certain global and zonal constraints to yield an overall balance between £
and E. This procedure imposes serious limitations on the usefulness of the estimates.
The differences are even larger when we compare the results from two differen
methods, such as in the case of P — E where the independent, aerological estimat
are given in parentheses (see column 5, Table 7.1).

Over the globe as a whole, evaporation must balance precipitation in the long
term mean. The precipitation in the two hemispheres is almost the same whereas &
large difference is found for the evaporation (about 150 mm yr ~'). The highe
values of evaporation in the Southern Hemisphere result because this hemisphere
largely covered by oceans. The Northern Hemisphere shows a positive water balan!
(P— E=173mmyr~')whereas in the Southern Hemisphere a net negative value 0

— 73 mm yr ~! is found. Thus, we are led to the conclusion that a flow of water i
the liquid form must take place across the equator from the Northern into the South}
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ern Hemisphere. As we will see later, an equal amount of water in the vapor form has
to be exported in the opposite direction to maintain the balance of the water sub-
stance.

As seen from Table 7.2, the quantities P, E, and P — E are not the same for the
different oceans and continents. This is not only due to physiographic differences
between them but also due to the differences in areal extent. For example, South
America shows the highest P, E, and P — E values in agreement with what we have
seen before on the corresponding global maps. On the other hand, Australia, Africa,
and Antarctica show very small runoff (P — E) values. Overall, the precipitation and
evaporation tend to be smaller over the continents than over the oceans, except for
the extremely high values of P and E over South America and the extremely low
values of P and E over the Arctic Ocean. The mean value of P — E over all continents
is estimated to be 266 mm yr ~' This surplus of condensed water must be transport-
ed by rivers and glaciers from the continents into the oceans where a deficit of — 110
mm yr ~ ! is found. When the surplus over land and the deficit over the oceans are
multiplied by the appropriate areal factors they must balance. The table further
shows that P — E is positive for the Arctic and Pacific Oceans and strongly negative
for the Atlantic and Indian Oceans (the “dry” oceans) leading to the net deficit for all
oceans combined. The implications of these estimates of P — E taken together with
the values of the observed river discharge are that a net transfer of water must occur
from the Pacific and Arctic Oceans into the Atlantic and Indian Oceans. For exam-
ple, water transport by the rivers from the surrounding continents into the Atlantic is
estimated to be on the order of R, = 197 mmyr ~' so that the equivalent of
E—P—R,=175 mmyr~' must come from the Pacific and Arctic Oceans.
Further, for the Indian Ocean which only receives 72 mm yr 'from continental
runoff an inflow of 179 mm yr ~ ' must take place from the Pacific Ocean. The net
excess of precipitation over evaporation over the continents must be maintained by a
net influx of water in vapor form from the large ocean sources.

The crude picture of the global water transfers in the climate system sketched so
far will be further extended in Chap. 12.

CLOUD COVER (%) A

{from Berliand and Strokina, 1980)
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FIGURE7.29. Meridional profiles of the zonal-mean cloud cover (in %) for annual, DJF, and]JJ
mean conditions based on data from Berlyand and Strokina (1980).
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7.6.4 Cloudiness

Clouds influence the energetics of the atmosphere in at least two major ways.
First, they release large amounts of latent heat during the condensation process while
the condensed water is removed from the atmosphere through precipitation. Second,
by scattering, absorption, reflection, and emission of radiation clouds strongly influ-
ence the atmospheric radiation budget (see Chap. 6), and thereby the energy budget
of the earth.

In view of the obvious connections between evaporation, clouds, and precipita-
tion we shall now consider the spatial distribution of the cloudiness. Figures 7.28(a)
and 7.28(b) show the estimated mean cloudiness conditions for January and July. Of
course, the cloud cover is high in the equatorial belt, which is clearly associated with
the strong convection in the ITCZ. Other important features are the minima in
cloudiness in subtropical latitudes suggesting that these are zones of downward or
only weak upward motion. The cloud cover increases markedly with latitude
poleward of the subtropics reaching maximum values near 50°—60° latitude associated
with the polar fronts.

By and large, the cloudiness is higher over the oceans than over the continents.
The minima in the subtropics shift poleward from winter to summer in each hemi-
sphere. The characteristic variations with longitude must be related with the land—
sea distribution, topography, and the semipermanent circulation features, such as the
ITCZ, monsoons, polar fronts, and storm tracks. The lowest values of cloud cover
are observed over the continental deserts as discussed before in connection with the
albedo.

The meridional profiles of the zonal-mean cloudiness in Fig. 7.29 synthesize the
main characteristics of the maps and the seasonal differences. Of interest are the very
large seasonal differences in cloud cover over the Arctic Ocean where the highest
values are observed during summer when warm and moist air masses invade the cold
polar regions leading to low-level stratus clouds.
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CHAPTER 8

Observed Mean State
of the Oceans

As we have seen before the oceans are a very important component of the climatic
system. Indeed, with their high heat capacity the oceans store large amounts of solar
energy that can be released later in the form of sensible and latent heat into the
atmosphere. The oceans are also an important vehicle to transport energy from low
to high latitudes, thereby reducing the north-south gradient of temperature.
Through these processes the oceans play a crucial role as moderators of the earth’s
climate. Furthermore, they are the main source of the water that falls as precipitation
over the continents, supplying the runoff for the major rivers in the world. Through
air-sea interaction the oceans are also important in the formation and modification of
certain types of air masses.

The major surface currents in the world ocean are shown schematically in Fig. 8.1.
They are thought to be instrumental in making the climate more amenable in certain
regions of the globe which otherwise might be inhospitable. For example, the rela-
tively mild climate of northwestern Europe compared with the climate of other re-
gions in the same latitude belt may be associated with the advection of warmer water
in the Gulf Stream system.

Itis clear that the study of the climate of the oceans is not only important per se but
also crucial for understanding the climate in the atmosphere.

8.1 MEAN TEMPERATURE STRUCTURE
OF THE OCEANS

8.1.1 Global distribution of the temperature

The horizontal temperature distribution at the ocean surface is shown in Flg
8.2(a). As expected, the highest values are found over the tropical regions with maxi-- :
ma over the western equatorial Pacific and the Indian Oceans, whereas the strongeSt
north—south gradients are found in mid to high latitudes, pemg most pronounced m
the Southern Hemisphere. (/

3
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FIGURE 8.2. Global distributions of the sea surface temperature for annual-mean conditions (a)
from Levitus (1982) and the January-July difference of the sea surface temperature (b) in °C.

To first order, the sea surface isotherms are zonal in character but with some
distortion due to the influence of the continents. This influence manifests itselfin the
warm poleward currents (e.g., Gulf Stream, Brazil, and Kuroshio Currents) and the
cold equatorward current systems (e.g., the Labrador, Canary Islands, Benguela,
California, and Peru currents). Thus comparing both sides of the oceans, we find that
in the subtropics the waters on the west sides tend to be warmer than those on the east
sides, whereas in high latitudes the opposite tends to occur. This is evident in the
North Atlantic Ocean where the Norwegian Sea is anomalously warm due to the
poleward transport of heat in the Gulf Stream system.

The low temperatures in the cold equatorward currents on the eastern side of the
subtropical gyres are reinforced by upwelling of even colder, nutrient-rich water
from great depths. The main regions in which this coastal upwelling occurs are
clearly depicted in Fig. 8.2 by the equatorward dipping of the isotherms, namely the
Canary current (10-40 °N), the California current (25—40 °N), the Benguela current
(10-30 °S), the Peru current (545 °S), and (during the southwest summer monsoon)
the Somali current regions (0-15 °N). The upwelling in these regions is associated
with local wind regimes and is most intense when there is a strong wind blowing
€quatorward (poleward in case of the Somali current) parallel to the coast, leading to
alarge Ekman transport away from the coast and directed to the right of the wind in
the Northern and to the left in the Southern Hemisphere [see Fig. 8.3 and Eq.
(3-243)]. These wind regimes are connected with the position of the large subtropical
:tmospheric anticyclones which move poleward in summer and equatorward in win-

er.

To obtain an order of magnitude estimate of the vertical velocity at the bottom of
the upwelling layer, we will assume that w is uniform in a strip of width L, along the
Coast which is assumed to be oriented in the north-south direction (see Fig. 8.3).

hen the amount of mass transported across an imaginary vertical “wall” of length L
adistance L, from the coast [see Eq. (3.24a)] is such that

30w

Eq

o
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FIGURES.3. (a) Downwelling along a north-south coast line due to southerly (northward) long-
shore winds (7,, < 0) after Mysak (1986). (b) Upwelling along a north—south coast line due to north-

erly (southward) longshore winds (7,, > 0) after Mysak (1986).

-7
Mg L, = (= 70) L, (8.1
Due to the conservation of mass, this flux has to be compensated by vertical upwelling

of the same magnitude:
Mg, = —pwL,

or
- M.
Wy ~— (8.2)
pL,
For example, for a southward wind of 10 m s = blowing over a distance L, = 1500
km along the coast [see Fig. 8.3(b)] the bulk aerodynamic formula (10.30) gives a wind
stress 7,, = 0.16 N m ~ 2, so that at a latitude ¢ = 25°, where f = 0.62x 10 * s~ ',
the transport (8.1) becomes
Mg, L, =~ —39%x10°kgs "

Thus the total water exported away from the coast would amount to about 4 X 10°
kgs ' oravolume transportof about 4 Sv (1 Sverdrup = 10°m*s ~ ' or 10°kg s~ "').

Further, if we take L, = 40 kmand p = 1.025x 10 kgm > we find from Eq. (8.2)
for the upwelling velocity
we =63X10 *ms '=5.5mday"

The relatively low equatorial temperatures are a consequence of the dominant '
easterly surface winds that generate an Ekman mass transport away from the equator. -
The reason for this Ekman divergence is that the Coriolis parameter f changes sign at °
the equator so that My, = 7, /f >0 just north of the equator and Mg, <0 just
south of it, leading to (Mg, /dy)>0. Due to the poleward increase of |f| the |
Ekman transport decreases rapidly with latitude restricting the meridional extent of
the upwelling to a narrow zone around the equator.

We should mention that the observed negative temperatures (down to nearly
— 2°C) near the Antarctic and Arctic in Fig. 8.2(a) can exist due to the lowering of
the freezing point of sea water associated with the dissolved salts (Raoult’s law). i
To show how important the annual cycle in the sea surface temperature (SST)is |
we present in Fig. 8.2(b) a map of the difference between the mean January and July ]

|
i
i
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temperatures. The largest differences of about — 10 °C occur in the Northern Hemi-
sphere near 45° latitude close to the east coasts of the continents. These features can
be linked to the prevailing tracks of the migrating air masses formed over the Eurasian
and North American continents. Because these air masses are warm in summer and
very cold and dry in winter, a strong interaction takes place, mainly at the east coasts
of the continents, between the air and the underlying ocean water with intense ex-
change of sensible and latent heat.

As expected, the seasonal variations in the tropical and equatorial latitudes are
quite small, at most on the order of 2 °C. In the Southern Hemisphere, the range in
temperature is much smaller than in the Northern Hemisphere with maximum values
of 6 °C or less because of the limited land coverage. The temperature differences are
also more zonally uniform, with the exception of the coastal regions of Africa and
South America, presumably associated with variations in up- and down-welling.

Let us compare Fig. 8.2(b) with a similar map for the atmospheric surface tem-
perature range presented before in Fig. 7.4(c). The comparison shows that the annual
range in oceanic temperatures is, in general, much smaller than the range in atmo-
spheric surface temperature, which can be as high as 50 °C, over the northern contin-
ents.

8.1.2 Vertical structure of the temperature

The zonal-mean values of the ocean temperatures are shown in Fig. 8.4 as a
function of latitude and depth, while their hemispheric and global-mean values are
given on the right-hand side of the figure. The cross section shows a prominent broad
wedge of warm water in each hemisphere penetrating downward from about 15°
latitude near the surface to about 35° latitude at 1000-m depth. As shown later by the
meridional circulation in Fig. 8.20, this feature is associated with the Ekman conver-
gence and downwelling in the surface layers between the trade winds and midlatitude
westerlies. Similarly, the region of relatively cold water in tropical latitudes is caused
by Ekman divergence and upwelling from deeper layers connected with the persistent
trade winds.

From the inspection of the vertical gradients in the upper portion of Fig. 8.4, we
notice that the main or permanent thermocline is generally deepest in subtropical
latitudes. In the inner tropics, the thermocline is shallower with smallest values
underneath the meteorological equator. In high and subpolar latitudes, the main
thermocline is not well defined as shown by the very small vertical gradients of tem-
perature. In fact, it appears as if the thermocline has reached the surface at these
latitudes. In northern high latitudes, the cause of the weak vertical gradients is the
strong cooling in the North Atlantic Ocean during winter leading to deep convection,
often down to the bottom of the ocean. The associated sinking waters form an impor-
tant component of the general thermohaline circulation of the world ocean (see Fig.
3'.20) and are a source of the North Atlantic deep water. In the Arctic Ocean, convec-
tion is limited in spite of the low surface temperatures because of the low surface
salinities (due to river inflow of fresh water) that tend to stabilize the vertical density
profile. In the southern high latitudes, there is strong sinking of very cold, saline
Water around the periphery of Antarctica forming the Antarctic bottom water. An-
Other belt of deep subsidence is found just north of the Antarctic circumpolar current
and is associated with the strong Ekman convergence.

Further inspection of the cross section in Fig. 8.4 shows that the “deep” water
b“:IOW 2000 m is fairly homogeneous with very weak horizontal and vertical tempera-
ture gradients except at high southern latitudes. The peculiar kinks in the isotherms
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below 1000-m depth between 30 and 40 °N latitude are related to the outflow of very
saline Mediterranean Sea water that after sinking to about 1000-m depth spreads out
laterally over great distances in the North Atlantic Ocean.

The temperature distribution at 500-m depth presented in Fig. 8.5 gives an idea
of the behavior of the oceans below the main thermocline layer. It also shows the
transition between the variable surface layer and the less stable, but more homoge-
neous deep ocean waters. Inspection of the map shows that the oceans at this level are
still baroclinic as implied by the strong thermal gradients. In equatorial latitudes
relatively low temperatures are observed but the most significant features are the
areas of high temperature near 30° latitude in both hemispheres with highest values
near the western portion of the oceans. These warm areas are associated with the
surface Ekman convergence and downwelling [see Eq. (3.26)] in the subtropical
gyres. In midlatitudes of the Southern Hemisphere, a strong zonality begins to show
at this level. At greater depths (not shown here), the zonality becomes an even more
dominant feature.

8.1.3 Variability of the temperature

To assess the temporal variability of the ocean temperature, maps of its standard
deviation o(T ) are shown for the surface, 150- and 500-m depth in Figs. 8.6(a)-8.6(c).
These maps contain the effects of all transient phenomena with time scales less than
one year so that seasonal, as well as, real transient eddy effects are included. Compar-
ing the subsurface distributions in Figs. 8.6(b) and 8.6(c) with the surface distribution
in Fig. 8.6(a), we find that the strong surface variability in midlatitudes connected
with the major ocean currents is somewhat reduced in strength with depth but that it
is still clearly present down to a depth of, at least, 500 m. However, it may be more
surprising that in the tropics, equatorward of about 20° latitude, the variability actual-
ly tends to increase with depth in the first few 100 m’s. This increase is probably
largely associated with strong seasonal variations in the depth of the thermocline in
the western tropical oceans, that occur well below the surface mixed layer at a depth
of a few 100 m.

The nonseasonal contribution to the temperature variability at the surface is
shown in Fig. 8.7 where the annual signal was removed to get a better representation
of the eddies with time scales of one month or less as an indicator of the mesoscale
eddy activity in the oceans. Comparing Figs. 8.7 and 8.6(a) we notice that a sizeable
fraction of the total surface variability is due to nonseasonal variations, such as the
meandering eddies in the Antarctic circumpolar current and in the Gulf Stream,
Kuroshio, Agulhas, and Falkland boundary currents, where they leave the coast.

Besides showing the spatial distribution of the temporal variability, the maps in
Figs. 8.6 and 8.7 are also important from the point of view of the ocean energetics

since the quantity 0*(T ) = T '? is the variance of temperature. This variance gives
an approximate measure of the transient eddy available potential energy in the
oceans, as we will discuss further in Chap. 14.

A comprehensive picture of the variability of the sea surface temperature in tim¢
and space can also be obtained from the inspection of Fig. 8.8. It contains zonal-mean:
profiles, for all oceans combined, of the surface temperature [Fig. 8.8(a)] and its;
standard deviations for the transient eddy [Fig. 8.8(b)] and stationary eddy [Fig:!
8.8(c)] components during the annual mean and extreme DJF and JJA seasons. The!
variability is larger in the Northern than in the Southern Hemisphere as expect¢d§
from the greater land-sea contrast in the Northétn Hemisphere. In the equatoﬁ‘li
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deviation (c) in °C for annual, DJF, and JJA mean conditions.

regions, the variability is much smaller than at middle and high latitudes. It is inter-
esting to note that the spatial variability in the time-mean temperature field [Fig.
8.8(c)] is almost as large as the transient eddy variability [Fig. 8.8(b)).

8.2 MEAN SALINITY STRUCTURE OF THE OCEANS

8.2.1 Global distribution of the salinity

The global distribution of salinity (in %) at the ocean surface is shown in Fig. 8.9.
It shows the highest salinity values between about 15° and 35° latitude in all subtropi-
Cal.oceans, where most of the evaporation occurs (see Figs. 7.26 and 7.27). Minimain
salinity are found just north of the equator at the mean position of the ITCZ, where
Precipitation far exceeds evaporation (see Figs. 7.24 and 7.26), and at high latitudes
Wh.ere melting of sea ice and snow become important. More localized minima in
lalmi.ty are found where the major rivers, such as the Amazon, Congo, and Ganges,

OW into the oceans or seas.
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FIGURE 8.10. Meridional profiles of the zonal-mean values of the salinity at the surface and
100-m depth for the Atlantic, Pacific, Indian, and global oceans in %,. Note that the salinity is
plotted increasing downward.

By and large, the Atlantic Ocean is more saline than the Pacific Ocean as shown
€ven more clearly in the profiles in Fig. 8.10. These differences are associated with
the net deficit of precipitation over evaporation of — 37 cm/yr over the Atlantic and
the net excess of 9 cm/yr over the Pacific Ocean as given before in Table 7.2. The
average salinity in the North and Central Atlantic Oceans away from the coasts is very
high ranging between 35.5%, and 37.3%,, while in the South Atlantic Ocean the
salinity is slightly lower. The Central Indian Ocean waters are, in general, fresher
tl}an the Atlantic waters, and range between 34.0%, and 35.7%,. In contrast with the
Situation in the South and North Atlantic Ocean, the South Pacific is more saline than
the North Pacific. The low salinity values just north of the equator in all oceans are
d}lc to the large precipitation (see Fig. 7.24) in the ITCZ. The extremely low salini-
ties in the Arctic Ocean compared to those analyzed near Antarctica are due to the
large runoff by the various rivers that flow from the Eurasian and American contin-
ents into the Arctic basin.
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8.2.2 Vertical structure of the salinity

At 1000-m depth, the distribution of salinity, as shown in Fig. 8.11, is very differ-
ent from that at the surface, particularly in the North Atlantic and in the Antarctic
Convergence Zone around 55 °S. The highest values of salinity at this level are found
in the eastern part of the North Atlantic and are due to the intrusion of very saline
Mediterranean water of originally more than 37%, at the surface.

The vertical distribution of salinity for annual-mean conditions is presented in
Fig. 8.12. The cross section shows that the broad wedges of warm water penetrating
near 30° latitude as shown before in Fig. 8.4 are also saline. The salinity tends to
become more uniform in the horizontal direction with increasing depth. Low salinity
values are generally found between about 500- and 1500-m depth, whereas below
2000 m the salinity values are again relatively high and homogeneous ranging between
34.69%, and 34.95%,, which is consistent with the configuration of the mean vertical
profiles presented on the right-hand side of Fig. 8.12. At high latitudes in the Arctic
Ocean we find a shallow layer of very fresh water with a strong halocline centered at
about 50-m depth as was already evident from a comparison of the surface and 100-m
depth curves in Fig. 8.10.

As before in the temperature section we can clearly recognize the influence of the
warm, saline Mediterranean waters in the very high salinity values between 30 and
40 °N, and the influence of the relatively cold, fresh Antarctic waters in the Antarctic
bottom water in the lower left-hand corner of Fig. 8.12.

8.3 MEAN DENSITY STRUCTURE OF THE OCEANS

8.3.1 Global distribution of the density

Another important parameter to define the climate of the oceans is the density p
since its structure is closely connected with the stability as well as the three-dimen-
sional velocity fields in the oceans. It is a function of temperature, salinity, and
pressure p = p(T,S,p). The density changes due to compressibility are far larger than’
the density changes due to thermal expansion and saline contraction for the range of,
temperatures and salinities observed in the world ocean. The horizontal distributions:
of the annual-mean density at the surface and 500-m depth are presented in Figs.
8.13(a) and 8.13(b). The features of the density field at a given depth reflect the!
combined effects of the temperature and salinity distributions at that depth. In gell-ii
eral, at the surface the temperature contributions to the density field seem to be more
important than those of the salinity except at high latitudes. Some useful order of:
magnitude estimates are that a change in density of Ap = 0.2kgm ~? is approximate‘!-
ly equivalent with a change in temperature of AT =1 °C or a change in salinity of
AS~0.2%,. The location of the maximum meridional gradients of surface densi y.
near 30° latitude in both hemispheres compared to that of surface temperature neaf;
40° latitude must be a consequence of the salinity maxima in subtropical latitudes:
The density minimum in the equatorial regions clearly results from the high values ©
temperature combined with low salinities. The influence of the outflow of fres
water by the large rivers is also evident in the equatorial regions with the lowest valu
of density observed near the continents. |
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FIGURE 8.13. Global d:stnbutxons of the annual-mean density (actually shown 5 — p,, where
Po=1000 kg m ~ %) in units of kg m ? at the sea surface (a) and at 500-m depth (b).
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The distribution of density at 500-m depth, shown in Fig. 8.13(b), is more uni-
form than at the surface. Nevertheless, it presents two minimum belts in the sub-
tropical midlatitudes in both hemispheres alternating with maxima in the high and
equatorial latitudes. The influence of temperature is now prevalent since the salinity
has a smaller spatial variability at this level.

8.3.2 Vertical structure of the density

The vertical distribution of the density can, in principle, be inferred from the
cross sections of temperature and salinity in Figs. 8.4 and 8.12. Nevertheless, we
present in Fig. 8.14 a cross section of ¢, and in Fig. 8.15 some latitudinal profiles of
the actual density at various depths. The cross section of ¢, shows the large stability
of the upper ocean above 1000 m equatorward of about 60° latitude and the more
homogeneous, less stable waters below that level. The few areas with a weak inver-
sion in the vertical gradient of o, (i.e., do,/dz > 0) below 3000-m depth do not indi-
cate real instabilities. These inversions are an artifact of the reduction of the density
over a huge range in pressure from these great depths to sea level [see Eq. (3.69)]. The
latitudinal profiles summarize the global structure of density as evaluated in situ at
various depths. Itis clear that the latitudinal gradients decrease strongly with depth.

Due to their importance for the dynamics of the oceans, we present in Fig. 8.16
vertical profiles of the global mean in situ density p(z) and various measures of the
stability. The mean density curve shows a rapid increase with depth in the first few
100 m’s associated with the decrease in temperature and the increase in salinity,
and then a somewhat slower increase of density below about 700 m where the ocean
temperature and salinity are more uniform (see Figs. 8.4 and 8.12). The almost linear
increase in density with increasing depth below 1000 m is primarily due to the com-
pression of the water with increasing pressure of the ocean column above it.

Let us next discuss the curve of the vertical derivative of the density — dp/dz,
although it is not a true measure of the static stability as we have seen before in the
discussions of Sec. 3.5.2. The curve shows a peak of about 0.017 kg m ~ * near 75-m
depth. Below 75 m, it decreases rapidly to a value of about 0.005 kg m ~* at about
700-m depth, and it decreases only very slowly below that level to a near-constant .
value of about 0.004 kg m ~* at 3000 m. As we have discussed before in Sec. 3.5.2 this
curve does not take into account the effects of compressibility and thus does not'
constitute an adequate measure of the static stability. In fact, below 700 m the valuei
of — dp/dzistoo large where the actual equilibrium cannot be so stable and should be i
almost neutral (see Fig. 8.14). A better measure of the stability is given by the curve of,

— 8p/dz where Sp=p — p,, . The last term represents the difference between the i
situ density p at a level z and the local potential density p,, that a parcel of watef;
would attain when it would be moved adiabatically from the level z — §z upward o
from the level 2 + 5z downward over a distance 8z to the level z. This curve sho
very small values of the local stability below about 700 m [see Eq. (3.76)]. On th
right-hand side of Fig. 8.16 is also plotted a curve of the square of the Brunt-VéiiSﬁl.
frequency (N 2) for annual-mean global conditions since, as discussed in Sec. 3.5.2,
constitutes another important measure of the static stability. The largest values of.
occur at the pycnocline level near 75-m depth with a value of about 0.011 rad/]
corresponding with a period of oscillation of about 10 min. The Brunt—Viisili fi
quency decreases with depth to values on the order of 0.0009 rad/s or a period
about 2 h in the deep ocean, indicating almost neutral conditions at these levels.
equivalent values for the atmosphere are on the order of ld min.
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FIGURES8.15. Meridional profiles of the zonal-mean value of the in situ density in kg m ~ at the
sea surface and at different depths. Note that the density is plotted increasing downward.

8.4 MEAN OCEAN CIRCULATION

8.4.1 Global distribution of the surface circulation

The global distributions of the surface currents resulting from the atmospheric
wind stresses are shown in Figs. 8.17(a) and 8.17(b) (see also Fig. 8.1). These maps ar¢
based on historical ship drift observations (Stidd, 1975; Meehl, 1980). The ship drifﬁ
was computed as the difference between the actual position of the ship and its pre-
dicted position calculated 24 h earlier. Although the drift is affected by both windj?
and ocean currents, Stidd (1975) estimates that it is about 25% due to wind drag and;
about 75% due to ocean currents. In spite of these limitations, the ship drift data ar€!
very useful since so far they constitute the only set of observed current velocities on l_i
global scale. i

The maps in Fig. 8.17 depict the long-term mean winter and summer circulations,
Synoptic maps would look very different since various kinds of eddies would b&
superposed on the general oceanic flow, mainly in the vicinity of the equator and ned 7
the strong midlatitude currents. The polar and subtropical gyres are clearly shown 0!
both maps as well as the equatorial (eastward) countercurrents in the Atlantic an
Pacific Oceans. Over the northern part of the Indian Ocean a pronounced season
change takes place connected with the Asian monsoon circulation leading to th
reversal of the Somali current. The currents tend to be in a similar direction as th!
overlying mean atmospheric flow (shown before in Fig. 7.1) and the wind stress (t0
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shown in Fig. 10.3) but with a systematic deviation of about 45° in the direction of
higher pressure due to the Ekman drift {see Eq. (3.25)].

The mass transports associated with the subtropical gyres (due to both the Ekman
and geostrophic flow components) shown in Fig. 8.17 produce a zone of convergent
surface water in the subtropics leading to the large dome of warm, saline water dis-
cussed before. Atthe same time, we find divergent surface waters in the high-latitude
gyres resulting in upwelling of cold water under the belt of the atmospheric cyclones.

The gyres are also clearly visible in Fig. 8.18, which shows the relative topo-
graphy of sea level with respect to the 1000-m depth level, assumed to be the level of
no motion. The gradient of the sea-level topography is related to the surface circula-
tion through the geostropic relation v, = — (kX grad p)/pf, where p = p, + pghz,
po is the atmospheric pressure, and Az is the anomaly of the geopotential thickness
(=sea surface elevation). The actual ocean slopes near the coasts are more pro-
nounced than is shown in Fig. 8.18 because sea level in the shallow coastal waters
obviously cannot be represented using a reference level at 1000-m depth. The belt
between 45 and 55 °S shows a steep slope of sea level indicating strong circumpolar
flow around Antarctica.

The oceanic circulations are generally in phase with their atmospheric counter-
parts. However, in contrast with the fairly symmetric gyres in the atmosphere, the
oceanic gyres show a marked east-west asymmetry, with an intense poleward flow in
the western oceans and a weak, diffuse equatorward flow in the eastern oceans. As
Stommel (1960) has pointed out, this so-called western intensification can be ex-
plained using the conservation of absolute vorticity ({ + f = curl v + 24} sin ¢).

To show the western intensification we will use a simplified version of the general
vorticity equation (3.39) in which the solenoidal and twisting terms are neglected:

%(;4.]’): — (¢ +f)divv + kecurl F, (8.3)

where F = (F,,F,,F, ) is the friction force. The friction force includes the effects of
the surface wind stress (7,), the stresses at the lateral boundaries, and the stress at the
bottom of the ocean. The last stress term will be neglected here. Taking the vertical
(mass-weighted) mean of Eq. (8.3) denoted by { > we obtain

<§> = — (o> + = curl( — 70) + (OF, /3% — OF. /3>, 8.4)
dt pH

where H = depth of the ocean. In deriving Eq. (8.4), we have used

g:vd;f:ZQcosqiv/R:Bv
dt dy

and we have assumed that

& +Ndivvy=(5 + fKdivv) =0
because of conservation of mass. In using Eq. (8.4), we consider the rate of change of
relative vorticity of a vertical column of water following its motion around the large
Ocean gyres. This change is due to the combination of three effects, namely the
d}ange of planetary vorticity (8v term), the change in vorticity due to the curl of the
Wind stress at the ocean surface, and the change of vorticity due to friction stresses at
the side boundaries of the ocean. In a symmetric oceanic gyre on the rotating earth,
the curl of the wind stress would be the same at both sides of the ocean, while the
Planetary effect would be of opposite sign so that there would be an imbalance on the
Western side of the ocean. Since both quantities have the same sign on the western
Side of the ocean, we need a very strong frictional torque (OF,/dx — term) on the
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FIGURE 8.19. (a) Meridional profiles of the zonal wind componentin ms 'and zonal current
component in cm s ~ ! for annual, DJF, and JJA mean conditions. The current velocities were esti-
mated using ship drift data and, south of 42 °S, also using buoy data. (b) Sarfie as (a) except for the
meridional wind and current components.
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western side as a source (subtropical gyre) or sink (midlatitude cyclonic gyre) of
relative vorticity, if absolute vorticity is to be maintained. This implies that there has
to be an asymmetry in the ocean gyres and that the ocean currents have to be much
stronger on the western (e.g., dF, /dx>0in the subtropical gyres) than on the eastern
sides of the gyres (where JF,/dx=0) as confirmed by the observed circulations
shown in Figs. 8.1 and 8.17.

To complete the analysis of the observed surface circulation, we also give zonal-
mean profiles of the current components and of the corresponding surface winds over
the oceans in Fig. 8.19. The zonal ocean current profiles are almost in phase with
those in the atmosphere, although they are weaker in magnitude by roughly a factor of
30. They clearly show the main features of the ocean circulation, such as the east-
ward drift in mid to high latitudes which is somewhat weaker than 10 cm s ~ ! in the
Northern Hemisphere and on the order of 15-20 cm s ~' in the Southern Hemi-
sphere, the tropical westward flow on the order of 10to 15cms ', and the narrow
equatorial countercurrent centered near 6 °N.

The [7] profiles in Fig. 8.19(b) show a tendency for the opposite sign in the two
media, as expected from the Ekman drift Eq. (3.24b) and the predominantly zonal
nature of the winds. There is a general divergent flow (with upwelling) in the oceans
at low latitudes away from the equator and a convergent flow in the subtropics, as
shown by the slope of the [7] profiles. The strongest divergence is found over the
equator (J[v]/dy > 0) generating a narrow zone of upwelling of cold water that is
consistent with the equatorial minimum in the temperature in Fig. 8.2(a).

At high southern latitudes where the ship drift data become unreliable, we have
added some estimates of the ocean current velocities by drifting ocean buoys from
Piola er al. (1987). These last estimates show stronger zonal and weaker meridional
velocities compatible with the strong zonal westerly winds around Antarctica.

8.4.2 Vertical structure of the circulation

Existing data sets of deep water velocities are very sparse, so that our present
knowledge of the subsurface circulation is based largely on indirect evidence. For
example, many present representations of the deep ocean circulations are based on
speculations regarding the cause of the observed vertical distributions of salinity,
dissolved oxygen, and other tracers. Basically, one assumes that the deformation
fields at a given depth, showing tongues of anomalous water properties, are due to
advection by the prevailing mean ocean circulation, and that these fields can be used
to infer the direction and magnitude of the mean flow. Some other studies have been
based on computations of the dynamic height at different depths assuming geostro-
phic flow below the Ekman layer (see, e.g., Levitus, 1982). For extensive discussions
of the predominant water masses in the oceans and the inferred thermohaline circula-
tions see, e.g., Pickard and Emery (1982) based on observations and Bryan and Lewis
(1979) based on model analyses.

Because of the difficulties in obtaining direct observations of the ocean currents
at various depths we will show some results from a general circulation model of the
oceans. However, these results are model dependent and therefore preliminary. The
model-computed vertical circulation of the oceans as a function of depth is shown in
Fig. 8.20. This cross section of the zonal mean meridional flow was derived by Bryan
and Lewis (1979) using a three-dimensional world ocean model with sea surface
temperature, surface salinity, and wind stress specified from observations. Their
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FIGURE 8.20. Zonal-mean cross section of the annual-mean flow of mass in 10'” kgs 'for an
ocean model (adapted from Bryan and Lewis, 1979).
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FIGURE 8.21. Global distribution of the (total) kinetic energy at the ocean surface in
10 ?m?s 2 for annual-mean conditions based on ship drift data.
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FIGURES8.22. Meridional profiles of the zonal-mean values of the total kinetic energy (a) and its
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10~2 m? s~ 2 for annual, DJF, and JJA mean conditions based on ship drift data. South of 42°S
8ome results using buoy data have been added.
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numerical model was driven mainly by observed wind stresses at the surface. It is
interesting to compare this ocean circulation with the corresponding meridional cir-
culation in the atmosphere as given in Fig. 7.19(a). The quantitative agreement in
location and intensity of the mean meridional overturnings with those observed in the
atmosphere is not accidental. In fact, the specification of observed wind stresses
should, according to Eq. (3.24b), induce a similar (but opposite) ocean circulation as
in the atmosphere. One should note that the depth of penetration of the cells is
largely determined by the model formulation, and could therefore deviate apprecia-
bly from the unknown real circulation.

We may conclude that, to a large extent, many of the basic processes in the
operation of the general circulation of the oceans are still unknown.

8.5 SURFACE KINETIC ENERGY OF THE OCEANS

The global distribution of the surface kinetic energy associated with the mean
currents and their time fluctuations is shown in Fig. 8.21. Large values on the order
of 2000 cm? s ~ 2 are found over the equatorial belt where the strongest meandering
occurs and values on the order of 500 to 1000 cm® s ~ 2 in the regions of the major
boundary currents.

A breakdown of the total kinetic energy in the transient eddy, stationary eddy, and
zonal-mean components is given in Fig. 8.22. Besides the ship drift data we have
added some presumably more reliable and representative energy estimates from float-
ing surface buoys south of 42 °S where the ship drift data are sparse (Piola ez al., 1987).
As we have seen before, this is an important region of the globe because of the strong
Antarctic circumpolar flow. The buoy values of the total kinetic energy are not very
different from the ship drift values. However, the breakdown into components is
different; the buoy estimates of the transient eddy kinetic energy are smaller and
those of the stationary and zonal-mean kinetic energy larger than the corresponding
ship drift estimates.

It is interesting to note that the equatorial maxima in kinetic energy in Figs. 8.21
and 8.22 are mainly due to transient eddies with time scales of weeks to months.
Satellite photographs have confirmed the existence of these eddies or waves in the
equatorial ocean currents. We actually see that at all latitudes the transient eddies
give an important contribution to the kinetic energy of the surface ocean.



CHAPTER §

Observed Mean State
of the Cryosphere

9.1 ROLE OF THE CRYOSPHERE IN THE CLIMATE

The cryosphere plays a central role in the earth’s climate due to the nature and
physical properties of ice and snow and due to the coupling of the cryosphere with the
other components of the climatic system.

As we have mentioned in Chap. 2, the cryosphere includes the ice sheets of Green-
land and Antarctica, the sea ice, and the permafrost regions of North America and
Siberia. The snow, another important component of the cryosphere, extends in the
northern winter into midlatitudes south of 50 °N in North America and Eurasia. The
cryosphere further includes some of the major mountain glacier systems in, e.g., the
Canadian Arctic, Alaska, the Alps, and Spitsbergen. Permafrost underlies extensive
regions, covering 15% to 20% of the earths’s land surface, mainly on the polar borders
of the continents in North America and Siberia.

It is estimated that 2% of all the water on earth is frozen (see Chap. 12). This
frozen water represents about 80% of all the fresh water available on earth. It is
distributed in very different proportions among the various components of the cryos-
phere and also shows very different times of residence in each component. Figures
9.1and 9.2 illustrate the seasonal distributions of the cryosphere in the Northern and
_Southem Hemispheres, respectively. Most prominent are the huge seasonal changes
Insnow cover over the Northern Hemisphere continents, and the seasonal changes in
sea ice cover over the southern oceans around Antarctica.

. The cryosphere has at all time scales a strong influence on the local climate, but its
Influence on the global climate is predominantly at longer time scales of years and
beyond.

The distribution of ice and snow is important because they efficiently reflect short-
Wave solar radiation during the day and act as a nearly perfect black body radiator for
t!le' long-wave terrestrial radiation during the night. Ice and snow have a high reflec-
Wity or albedo as compared with water and land surfaces. The cryosphere acts as an
effective heat sink for the atmosphere and oceans both through its relatively high
ill.b'ido and its large latent energy of melting. Variations of the global ice and snow

stributions have a significant effect on the planetary albedo.
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Because of their low thermal conductivity, ice and snow constitute excellent insu-
lators, thus reducing the heat exchange between the land and oceans and the overly-
ing atmosphere. Sea ice serves then as an insulating layer between the cold polar air
masses and the relatively warm ocean beneath the ice.

All these effects combined tend to reinforce the cooling of the atmosphere and to
induce local colder climates. The interactions between ice and snow and the atmo-
spheric temperature could lead to a positive snow and ice cover-albedo-temperature
feedback process, as mentioned in Chap. 2.

However, such a strong positive feedback process should not be considered in
isolation but together with many other factors that may alter the net outcome of the
feedback loop. For example, the feedback will only be effective when there is an
adequate amount of precipitation (snow) available to guarantee the duration and
spatial extent of the snow and ice.

The cooling of the polar atmosphere also leads to stronger meridional temperature
gradients, and to an increase in the intensity of the zonal circulation in the atmo-
sphere.

The freezing of water will tend to increase the salinity of the upper ocean by
removing fresh water from the surface layers, whereas the melting of snow and ice will
tend to decrease the surface salinity. The resulting changes in the vertical tempera-
ture and salinity structure will in turn affect the stability of the ocean and may lead to
changes in the general regim