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PERCEPTION

Jont B. Allen

University of IL
Urbana IL

1. INTRODUCTION non-simultaneous, also known mward masking
or post-masking Dynamic-masking (i.e., nonlinear

Auditory maskings critical to our understanding of OHC signal processing) is well-known (i.e., there is
speech and music processing. There are many clasddystorical literature on this topic) to be intimately
of masking, but two major classes are easily defineiglated to questions of cochlear frequency selectivity,
These two types of masking and their relation to no§€nsitivity, dynamic range compression dmadness

linear (NL) speech processing and coding are the ficruitment(the loss of loudness dynamic range).
cus of this chapter. Dynamic masking includes thapward spread of

masking(USM) effect, or in neural processing par-

ing, is due to internaheural noise characterized in Iance,twct)—tgrt]ﬁ ?ul\?frgﬁést)' It may be L:jnder- .
terms of the intensityust noticeable differenceale- appreciated tha processing (ie., ynamic
noted AZ(I, f, T) (abbreviated JNP) and defined masking) is Iargely respons[ble ffmrvyard masking
as the “just discriminable change in intensity.” Thgfl\él(,:tgro?/z?tl_sggnﬁmz g:;?g;ngl):’o ‘r’vg)'((;hmsg:gvg'l_:gr%?
JND;y is a function of intensityl, frequencyf and : el
stimalus typeT" (e.g., noise, tycfnes,qspeegh, musiéeCtS G,FM’US'},’"ZTS) can be as large as 50 dB, with
etc). As aninternal noise the JND may be mod- d FM “latency .(return to base line) of up to 200 ms.
eled in terms of a loudness (i.e., perceptual interlwzprhWard mazqng(FM)tanEjt Ntlr_l OdHtCs[[gnaI o(;l_sdet
sity) noise density along the length of the cochle -hhancemerdre important to the detection and iden-
(0 < X < L), described in terms of partial loud- ification of perceptual features of a speech signal.
ness JNB(AE’(X T), aka. JNQ). The loudness Some research has concluded that forward masking
e sy functior; o ’thqaartial loudnessZ(X ), de- is not related to OHC processing (Relkin and Turner,

fined as the loudness contribution coming from eac}r988; Hewitt and Meddis, 1991), so the topic remains

cochleacritical band, or more generally, along SomecontroverS|aI. Understanding and modeling NL OHC

tonotopic central auditory representatiohe crit- processing is key to many speech processing appli-

ical band is a measure of cochlear bandwidth at© tions. As a result, a vibrant National Institute of
given cochleaplace X. The loudness JND plays ealth driven research effort on OHC biophysics has
a major role in speech and music coding since coffnsued.

ing quantization noise may be masked by thisinternal This OHC research effort is paying off at the
quantization (i.e., “loudness noise”). highest level. Three key examples are notabiest

is the development of wide dynamic-range multi-
and compression (WDRC) hearing aids. In the
last 10-15 years WDRC signal processing (first pro-
rPd)SEd in 1937 by Bell Labs researchers Steinberg
and Gardner), revolutionized the hearing aid industry.
With the introduction of compression signal process-

Th_e cochlea orinner ear s the organ that converts sigrats fr ing, hearlng aids now address the recruitment prob-
acoustical to neural signals.

Thefirst class of masking, denotextural mask-

The second masking class, denoted here a
dynamic-maskingcomes from the NL mechanical
action of cochleaouter hair cell(OHC) signal pro-
cessing. It can have two forms, simultaneous a
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lem, thereby providing speech audibility over a muchears. These models include both macromechanics
larger dynamic range, at least in quiefThis pow- and micromechanics of the tectorial membrane and
erful circuit (WDRC) is not the only reason hearindhair cells. This leads to comparisons of the basi-
aids of today are better. Improved electronics ardr membrane, hair cell, and neural frequency tun-
transducers have made significant strides as well. ing. Hearing loss, loudness recruitment, as well as
the last few years the digital barrier has finally beeother key topics of modern hearing health care, are
broken, with digital signal processing hearing aiddiscussed. The role of NL mechanics and dynamic
now becoming common. range are reviewed to help the reader understand

A secondexample is the development of otoathe importance of modern wideband dynamic range
coustic emissions (OAE) as a hearing diagnost@mpression hearing aid; as well as the overall im-
tool. Pioneered by David Kemp and Duck Kim, andpact of NL-OHC processing.
then developed by many others, this tool allows for Any reader desiring further knowledge about
cochlear evaluation of neonates. The identification abchlear anatomy and function or a basic description
cochlear hearing loss in the first month has dramatf hearing, they may consult Pickles (1982); Dallos
cally improved the lives of these children (and theif1996); Yost (2006).
parents). While it is tragic to be born deaf, it is much
more tragic for the deafness to go unrecognized until
the child is 3 year old, when they fail to learn to tdlk. 1.1. Function of the Inner Ear
With proper and early cochlear implant intervention,
these kids can lead nearly normal-hearing lives adde goal of cochlear modeling is to refine our un-
even talk on the phone. However they cannot unddterstanding of how auditory signals are processed.
stand speech in noide. The two main roles of the cochlea are to separate

A third example of the application of NL oHc the input acoustic signal into overlapping f_re_quency
processing to speech processing is still an und&@nds, and to compress the large acoustic intensity
developed application area. The key open problef@nge into the much smaller mechanical and electri-
here is "How does the auditory system, including thgd! dynamic range of the inner hair cell. This is a
NL cochlea, followed by the auditory cortex, Ioro_baS|c question of .|nf.ormat|on processing by the ear.
cesses human speech?” There are many aspectd 5 €Y€ plays a similar role as a peripheral organ. It
this problem including speech coding, speech recof’€@ks the lightimage into rod and cone sized pixels,
nition in noise, hearing aids and language learniriép it compresses the dynamic range of the visual sig-
and reading disorders in children. If we can solv8@l- Based on the intensity JND, the corresponding
the robust phone decoding problemve will funda- Visual dynamic range is about 9 to 10 orders of mag-
mentally change the effectiveness of human-machifude of intensity (Hecht, 1934; Gescheider, 1997),
interactions. For example, the ultimate hearing ai§nile the ear has about 11 to 12. The stimulus has
is the hearing aid with built in robust speech featur@ rélatively high information rate. Neurons are low
detection and phone recognition. While we have dendwidth neural channels. The eye and the ear must
idea when this will come to be, and it is undoubt€OP€ With this problem by reducing the stimulus to
edly many years off, when it happens there will be & large number of low bandwidth signals. It is then

technology revolution that will change human comthe job of the cortex to piece these pixel signals back
munications. together, to reconstruct the world as we see and hear

- o it.
Chapter Outline: Several topics will be re- o . . .
viewed. First is the history of cochlear models in- 1h€ acoustic information coding starts in the

cluding extensions that have taken place in recefchlea (Fig. 1(a)) which is composed of three ma-
jor chambers formed by Reissner's membrane and

“The problems of the impaired ear given speech in noise the basilar membrane (BM). Mechanically speaking,
poorly uncerstood ;‘;g?g’ssbi‘:];th's problem is likely relatedhe  there are only two chambers, as Reissner's mem-
31f you can't hear you don't learn to talk. brang is only for electrical isolation of the S_cala
41t s at least possible that this loss is due to the lack of NLN€dia (SM) (Pickles, 1982; Dallos, 1996). Figure

OHC processing. 1(b) shows a blown up view of the organ of Corti




Springer Handbook on Speech Processing and Speech Conatiomic 3

where the inner hair cells (IHC) and outer hair cellare typically 3 (occasionally 4) outer hair cells
(OHC) sit between the BM and the tectorial mem(OHCs) for each inner hair cell (IHCs), leading to
brane (TM). As the BM moves up and down, the Teapproximately 12,000 OHCs in the human cochlea.
torial membrane (TM) shears against the Reticul@®uter hair cells are used for intensity dynamic range
Lamina (RL), causing the cilia of the inner and outecontrol. This is a form of NL signal processing,
hair cells to bend. The afferent auditory nerve fibersot dissimilar to Dolby sound processifig.It is
which are connected to the inner hair cells carry theell known (as was first proposed by Lorente de N6
signal information into the auditory system. Many(1937) and Steinberg and Gardner (1937)) that noise
fewer efferent fibers bring signals from the auditordamage of “nerve cells” (i.e., OHCs) leads to a reduc-
system to the base of the outer hair cells. The exain of dynamic range, a disorder clinically named
purpose of these efferent fibers, which modulate theudness recruitmenht

neural sensitivity, remains unknown. We may describe cochlear processing two ways.

Inner Hair Cells: In very general terms, the roleFirst in terms of the signal representation at various
of the cochlea is to convert sound at the eardrum inpmints in the system. Second, in terms of models
neural pulse patterns along approximately 30,00¢hich are our most succinct means of conveying the
neurons of the human auditory (Vi) nerve. After conclusions of years of detailed and difficult experi-
being filtered by the cochlea, a low-level pure tonmental work on cochlear function. The body of ex-
has a narrow spread of excitation which excites thgerimental knowledge has been very efficiently rep-
cilia of about 40 contiguous inner hair cells (Allerresented (to the extent that it is understood) in the
and Neely, 1992; Allen, 1996b; Dallos, 1996). Théorm of these mathematical models. When no model
IHC excitation signal is narrow band with a centeexists (e.g., because we do not understand the func-
frequency that depends on the inner hair cell’s locéion), a more basic description via the experimental
tion along the basilar membrane. Each hair cell data is necessary. Several good books and review pa-
about 10 micrometers in diameter while the humapers are available which make excellent supplemen-
basilar membrane is about 35 mm in length (35,008l reading (Littler, 1965; Pickles, 1982; Gescheider,
microns). Thus the neurons of the auditory nerve ett997; Hartmann, 1997).

code the responses of about 3,500 inner hair cells For pedagogica| purposes this Chapter has been
which form a single row of cells along the lengthjivided into four parts: Besides this Introduction,
of the BM. Each inner hair cell voltage is a low-ye have sections on the NL cochlea, Neural mask-
pass filtered representation of the detected inner hgigy and finally a brief discussion. Section 2 dis-
cell cilia displacement (Hudspeth and Corey, 19773ysses dynamic masking due to NL aspects of the
Each hair cell is connected to many neurons, having:gchlear outer hair cells. This includes the practical
wide range of spontaneous firing rates and thresholgispects, and theory, of the upward spread of mask-
(Liberman, 1982c). In the cat, for examplepprox- ing (USM) and two-tone suppression. Section 3 dis-
imately 15-20 neurons encode each of these narr@Wsses neural masking, the JND, loudness recruit-

band inner hair cells with a neural timing code. Ient, the loudness-SNR, and the Weber-fraction.
is widely believed that the neuron information chansection 4 provides a brief summary.

nel between the hair cell and tlwchlear nucleus

is a combination of the mean firing rate and the rela-
tive timing between neural pulses (spikes). The mean
firing rate is reflected in the loudness coding, while
the relative timing carries more subtle cues, including
for example pitch information such as speech voicing—

L This form of processing was inspired by cochlear function,
distinctions. and was in use long before it was patented by Dolby, in movie

Outer Hair Cells: As shown in Fig_ 1(b) there sound systems developed by Bell Labs in the 1930’s and 1940's
Telephone speech is similarly compressed (Steinberg,)1@41
u-Law coding.

51tis commonly accepted that all mammalian cochleae are sim- “The wordrecruitment which describes the abnormal growth
ilar in function except the frequency range of operatiofedif be- of loudness in the impaired ear, is a seriously misleadimg,te
tween species (e.g., humar.1-20 kHz and cat0.3-50 kHz).  since nothing is being recruited (Neely and Allen, 1997).
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1.2. History of cochlear modeling It was the experimental observations of G. von
Békeésy starting in 1928 on human cadaver cochleae

Typically the cochlea is treated as an uncoiled longhich unveiled the physical nature of the basilar
thin box, as shown in Fig. 2(a). This represents th@embrane traveling wave. What von Békésy found
starting point for the macromechanical models.  (consistent with the 1924 Wegel and Lane model)
was that the cochlea is analogous to a “dispersive”

) transmission line where the different frequency com-

1.2.1. Macromechanics ponents which make up the input signal travel at dif-
ferent speeds along the basilar membrane, thereby
isolating each frequency component at a different

lace X along the basilar membrane. He properly

In his bookOn the Sensations of Toridelmholtz
(1863) likened the cochlea to a bank of highly tune
resonators selective to different frequencies, mug entified this dispersive wave a ‘“traveling wave,”

like a piano or a harp (Helmholtz, 1857, page 22- - : -
58), with each string representing a different place ;;LZfoﬁi%eéggrﬂe;ane had predicted in their 1924

on the basilar membrane. This model as propose o he | . h .
was quite limited since it leaves out key features, the \t/)er the |n'[|eryen|ng é/eglrs these ke,zxp§r|fmegts
most important of which is the cochlear fluid cou!'ave been greatly improved, but von Bekesy's funda-

pling between the mechanical resonators. But giv ental observation of the traveling wave still stands.

the early publication date, the great master of physiElS original experimental results, however, aret

and psychophysics Helmloltz shows deep insight art arapterlstlc_of the responses seen in more recent
. . : ; ip EXperiments, in many important ways. These differ-

ences are believed to be due to the fact that Békésy’s
cochleae were dead, and because of the high sound

; : fevels his experiments required. He observed the
(1924) stands in a class of its own even today, a veling wave using stroboscopic light, in dead hu-

double barreled paper having both deep psychoph¥ﬁén cochleae, at sound levels well above 140 dB
ical and modeling insight. The paper was the ﬁrStF?PL ’

to quantitatively describe the details of how a hig i .
level low frequency tone affects the audibility of a _1oday we find that the traveling wave has a more

second low-level higher frequency tone (i.e., the sharply defined location on the basilar membra}ne}for
ward spread of masking It was also the first publi- & PUre tone input than that observed by von Békésy.
cation to propose a “modern” model of the cochle n fact, according to measurements_ made over the last
as shown in Fig. 2(b). If Wegel and Lane had be 0 years, the response of the. basilar membrane toa
able to solve the model equations implied by thefpure tone can change in amplitude by more than five

circuit (of course they had no computer to do this&rders of magnitude per millimeter of distance along
they would have predicted cochlear traveling wavel!€ basilar membrane (e.g., 300 dB/oct is equivalent
It was their mistake, in my opinion, to make this 40 100 dB/mm in the cat cochlea).

single paper. The modeling portion of their paper has
been totally overshadowed by their experimental re-

sults? 1.2.2. The 1-dimensional model of the cochlea

8Fletcher published much of the Wegel and Lane data one yeT(r) describe this response It Is helpful to call upon

earlier (Fletcher, 1923a). It is not clear to me why Wegel an € macromeChanicairansmi_SSion line modebf
Lane are always quoted for these results rather than Fretthe Wegel and Lane (1924) (Fig. 2(b)) and Fletcher
Fletcher's 1930 modeling paper, he mentioned that he wauthe (1930), first quantitatively analyzed by Zwislocki

fg;;?végesxgﬂf?ﬁgcﬁggﬁ study. It seems to me that Fletchef g48y. Ranke (1950); Zwislocki (1950): Peterson

9Transmission line theory had been widely exploited by cam@nd Bogert (1950); Fletcher (1951b,a). This popu-
bell, the first mathematical research at AT&T research (8881 lar transmission line model is now denoted three-
with the invention of the wave filter (Campbell, 1903, 1922)dimensional1-D), orlong-wavemodel.
which had been used for speech articulation studies (Cainpbe . . . L
1910; Fletcher, 1922; Fletcher and Steinberg, 1930), aettifér Zwislocki (1948) was first to quantitatively an-

and Wegel were fully utilizing Campbell's important disesies. ~ alyze Wegel and Lane’s macromechanical cochlear
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model, explaining Békésy's traveling wave observa- Example 1: The impedance of the tympanic
tions. The stapes input pressurgis at the left, with  membrane (TM, or eardrum) is defined in terms of
the input velocityl;, as shown by the arrow, corre-a pure tone pressure in the ear canal divided by the
sponding to the stapes velocity. This model repreesulting TM volume velocity (the velocity times the
sents the mass of the fluids of the cochlea as elaarea of TM motion) (Puria and Allen, 1998; Allen
trical inductors and the BM stiffness as a capacitoet al., 2005). The pressure (effort) and volume ve-
Electrical circuit networks are useful when descriocity (flow) referred to here are conventionally de-
ing mechanical systems. This is possible becausesafribed using complex numbers, to account for the
an electrical to mechanical analog that relates the typhase relationship between the two.

systems of equations. Example 2:The impedance of a spring is given
BM impedance. During the following discus- by the ratio of the force”(f) to velocity V(f) =

sion it is necessary to introduce the concept dfa sX (f) with displacemen’

port (two-wire) impedanceOhm’s Lawdefines the

impedance as Z(s) = F_K_ 1 4
(S) - V s SC’ ( )

effort _ : .
Impedance= — . (1) where the spring constati is the stiffnessC the

compliance and: is the complex radian frequency.
In an electrical system the impedance is the ratio oflhe stiffness is represented electrically as a capaci-
voltage (effort) over a current (flow). In a mechanicdpr.*? Havings = o + i2x f in the denominator in-
system it is the force (effort) over the velocity (flow) dicates that the impedance of a spring has a phase of
For linear time-invariant causa{LTIC) systems —7/2 (€.9.,—90°). Such a phase means that when
(e.g., an impedancephasornotation is very useful, the velocity iscos(2wft), the force issin(2r ft).
where the tone is represented as the real prpf Eauation 4 follows from Hooke's Law

the complex exponentigi K K
e F=KX=—sX=—V. (5)
eI = cos(2n ft + @) + isin(2n ft + ¢). (2) 5 5
More specifically, impedance is typically defined in Example 3: From Newton's LawF" = Ma
the frequency domain usirigplace transforrnota- Where £ is the force, M is the mass, and accel-
tion, in terms of a damped tone erationa(s) = sV(s) [i.e., the acceleration in the
’ time domain isiv(t)/dt]. The electrical element cor-
Ae%t cos(2nft + ¢) = AResttio (3) responding to a mass is an “inductor,” indicated in

Fig. 2(b) by a coil. Thus for a mass Z(s) = sM.

excitation, characterized by the tone's amplitulie  From the above relations the magnitude of the
phase¢ andcomplex Laplace frequency = o + impedance of a spring decreasesldg, while the
i2mf. When a function such a&(s) is shown as a jmpedance magnitude of a mass is proportiongl.to
function of the complex frequenay this means that The stiffness with its -90phase is called tgging

its inverse Laplace transfora(t) — Z(s) must be phase, while the mass with its +9phase is called a
causal Inthe time-domain, the voltage may be foungbadingphase.

from the current via a convolution with(¢). Three
classic examples of such impedances are presenltgg
next.

Different points along the basilar membrane are
resented by the cascaded sections of the lumped
transmission line model of Fig. 2(b). The position
0E|ectrical circuit elements comprisede factostandard for X along the model is called th@lacevariable and

?escrtiﬁir:% SUChbeqtﬁation?- Itfis potshsibl_e tO_twrfit'g_ doﬂ)tﬁme corresponds to the longitudinal position along the

ions that describe the system from the circuit of Fig. ose B .

trained in the art. Engineers and scientists frequently ifirgs- cochlea. We Sha” aSSl_Jme thm = 0lIs at Fhe

ier to “read” and think in terms of these pictorial circuingtams, Stapes. The series (horizontal) inductors (coils) de-

than to interpret the corresponding equations. notedL;, represent the fluid mass (inertia) along the
11The symbok= denotes “equivalence.” It means that the quan-

tity to the left of= is defined by the quantity on the right. 12As parallel lines in Fig. 2(b).
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length of the cochlea, while the shunt elements refs frequency-dependent. This description is key to
resent the mechanical (acoustical) impedance of tbar understanding of why the various frequency com-
corresponding partition (Organ of Corti) impedancgonents of a signal are splayed out along the basilar
defined as the pressure drop across the partition diembrane.

vided by its volume velocity per unit length If one puts a pulse of current in at the stapes, the
KX highest frequencies that make up the pulse would be
Zy(s,X) = K,(X) + R, (X)+sM,, (6) shunted close to the stapes since at high frequencies

s the hole is near the stapes, while the lower frequen-

wherek . (X) is the partition stiffnessz. is the par- /€S would continue down t.he line. As the Iow-p_ass
p(X) P Sty P pulse travels down the basilar membrane, the higher

tition resistance. Each inductor going to ground (]c . ivel d il al
in Fig. 2(b)) represents the partition plus fluid mass€dquencies are progressively removed, until almost

per unit lengthl, of the section. Note thatl/,, R, nothing is left when the pulse reaches the right end

and K, /s are impedances, but Mags,, and stiff- of the model (the helicotrema end, the apex of the
P ] m

nessk, are not. The partition stiffness decreases egochlea).

ponentially along the length of the cochlea, while the When a single tone is played, the response in

mass is frequently approximated as being indepefle base increases in proportion to the BM compli-
dent of place. ance (inversely with the stiffness) until there is a lo-
As shown in Fig. 3(a), for a given inputfrequenc&al maximum just before_ the tr_avelmg wave reaches
' e resonant hole, at which point the response plum-

the BM impedance magnitude has a local minimu ) A )
at the shunt resonant frequency, at which the me ets, since the fluid flow is shorted by the hole. For a
! ixed stimulus frequency there is a maximum along

brane can move in a relatively unrestricted manney. | : lled theh teristic placedenoted
The shuntesonancéas special significance becaus ? place axis cafle aracteristic placedenote

at this resonance frequenéy(X) the inductor and ch)(f)- Likewise at a given plac& as a func-
the capacitor reactance cancel each other, creatingi@h of frequency there is a local maximum called the
acoustic “hole,” where the only impedance elemewharacteristic frequencwenotech(fp) (X). The re-
that contributes to the flow resistanceis. Solving lation between the peak in place as a function of fre-
for Fie(X) guency or of the peak in frequency as a function of
K(X) place is also called theochlear mag? The cochlear
p . . map functionf¢(X) plays a key role in cochlear me-
2mi Feg +2mikeMy = 0. (7) chapnics, has a(lorzgphigtory, gnd is known by many
name$* (Fletcher, 1930; Fletcher and Munson, 1937;
defines thecochlear map functionwhich is a key Fletcher, 1938, 1940; Steinberg, 1937; Greenwood,

concept in cochlear modeling: 1961a), the most common today bei@genwood’s
1 function
Fu(X) = o K, (X)/M,. (8) The spread of the response around the peak for a

fixed frequency is denoted tlveitical spreadA,.(f),

The inverse of this function specifies the location aof
the “hole” ch(f) as shown in Fig. 3(a). In the ex- 13There is a serious confusion with conventional terminology

; ; re. The resonant frequency of the BM impedance mathemati-
ample of Fig. S(a) two frequenC|es are show, at 1 a@glly definesF; and specifies the frequency on the base of the

8 kHz, with corresponding resonant points shown Bygn.frequency steep portion of the tuning slopet the peak.
Xer(1) and X¢(8). However the peak is used as the visual cuet the base of the

; ; ; _high frequency slope. These two definitions differ by a srizai
Bas.al. tOXCf(.f) In F!g. 3(a), the basilar mem tor (that is ignored) that depends directly on the high fesmy
brane is mcreasmgly stiff, 3_‘nd apically _(to the righjope of the response. Over most of the frequency rangeltis s
of the resonant point), the impedance is mass dois-uge, resulting in a very small factor, justifying its hgiig-

inated. In this apical region the impedance has lipored. However at very low frequencies the slope is shallod a

. : - he factor can then be large. The “droop” in the cochlear neap s
tle influence since almost no fluid flows past the |O\{¥I Fig. 3(b) at the apexi( — L) may be a result of these conflicting

impedance hole. The above description is depend@pticting definitions.
on the input frequency since the location of the hole  4In the speech literature it is called tMel-scale
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while the frequency spread at a given place is calledhere the length of the cat cochlea is = 21

the critical band denotedA ;(X). As early as 1933 [mm] and X is measured from the stapes (Liber-

it was clear that the critical band must exist, as exnan, 1982b). The same formula may be used for

tensively discussed by Fletcher and Munson (1933he human cochlea if. = 35 [mm] is used, the

At any point along the BM the critical band is pro-456 is replaced by 165.4, and 0.8 by 0.88. Based on

portional to thecritical ratio x(X), defined as the Eq. 12, and as defined in Fig. 3(b), the “slope” of the

ratio of pure tone detection intensity at threshold inochlear map is 3 mm/oct for the cat and 5 mm/oct

a background of white noise, to the spectral level dbr the human, as may be determined from the for-

the noise, namely mula L log,,(2)/2.1 with L = 21 or 35 for cat and
human respectively.

Af(X) o (X)), (9) For a discussion of work after 1960 on the critical

In the next section we shall show how these varim?sand see Allen (1996D); Hartmann (1997).
guantities are related via the cochlear map.

Derivation of the cochlear map function: The 2. THE NONLINEAR COCHLEA
derivation of the cochlear map is based on “counting”
critical bands as shown by Fletcher (Allen, 1996kh cochlear modeling there are two complex fun-
and popularized by Greenwood (1961b). Then- damental intertwined problemspchlear frequency
ber of critical bandsN,.;, may be found by integrat- selectivityand cochlear/OHC nonlinearity Wegel
ing the critical band density over both frequency anand Lane’s 1924 transmission line wave theory was
place, and equating these two integrals, resulting & most important development, since it was pub-
the cochlear map+(X): lished 26 years prior to the experimental results of
von Békésy, and it was based on a simple set of
N, = _ physical principles, conservation of fluid mass, and
b= o ArX)T Sy AL a spatially variable basilar membrane stiffness. It
also gives insight into the NL cochlea, as well as 2-
There are approximately 20 pure-tone frequen@imensional model wave-transmission effects (mass-
JNDs per critical band and Fletcher (1938), Fletchéwpading of the BM).
(19534, page 171)) showed that tréical ratio ex- Over a 15 year period starting in 1971, there was
pressed in dB:y5(X) is of the formaX + b, where a paradigm shift. Three discoveries rocked the field:
a andb are constants (Allen, 1996b). As verified by1) nonlinear compressive basilar membrane and in-
Greenwood (1961b, page 1350, Eq. 1) the criticakr hair cell measures of neural-like cochlear fre-

Xet  gx Fet qf (10)

bandwidth in Hz is therefore quency selectivity (Rhode, 1971; Sellick and Rus-
kan(X)/10 sell, 1978), (2) otoacoustic (ear canal) nonlinear
Ap(X) oc 10%7 : (11) emissions (Kemp, 1978), and (3) motile outer hair

- ) ) ] cells (Brownell, Bader, Bertran, and de Rabaupierre,
The critical spread\, (X) is the effective width 1985). Today we know that these observations are

of the energy spread on the basilar membrane fRf|ated, and all involve outer hair cells. A theory
a pure tone. Based on a suggestion by Fletchgg g. a computational model) is needed to tie these

Allen (1996b) showed that for the cat,(X) cor- results together. Many groups are presently working
responds to about 2.75 times the basilar membraggt these theories.

width Wi, (X) o e”. Itis reasonable to assume 4o modeling side during the same period (the
that the same relation would hold in the human Casz?O’s) all the variants of Wegel and Lane 1-D lin-

The direct observation of the cochlear map in thgyr theory were becoming dated because: (1) numer-
cat was made by Liberman (1982a) and Libermaga| model results became available, which showed
and Dodds (1984), and they showed the followinghat 2-D and 3-D models were more frequency se-
empirical formula fit the data lective than the 1-D model, (2) experimental basi-

lar membrane observations showed that the basilar

Fei(X) = 456 (102'1(1_X/L) - 0-8) , (12) membrane motion had a nonlinear compressive re-
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sponse growth, and (3) improved experimental basi\lL function of level. For every four dB of pressure

lar membrane observations became available whitdvel increase on the input, the output displacement
showed increased nonlinear cochlear frequency ger velocity) only changed one dB. This compressive
lectivity. nonlinearity depends on frequency, and only occurs

Because these models and measures are still f¢ar the most sensitive region (i.e., the tip of the tun-
der development today [the problem has not yé&ig curve). For other frequencies the system was ei-
(ca. 2007) been solved)], it is necessary to descrifier linear, namely, one dB of input change gave one

the data rather than the models. Data that drives théd& of output change for frequencies away from the
nonlinear cochlear measures includes: best frequency, or very close to linear. This NL effect

. . was highly dependent on the health of the animal, and
e The upward spread of masking (USM), first de; ould decrease, or would not be present at all, if the

scribed quantitatively by Wegel and Lane in 192 nimal was not in its physiologically pristine state.

e Distortion components generated by the cochlea An important and useful measure of cochlear
and described by Wegel and Lane (1924); Goldinear and nonlinear response proposed by Rhode
stein and Kiang (1968); Smoorenburg (1972)1978, Fig. 8) Fig. 4(b) describes cochlear tuning
Kemp (1979a); Kinet al.(1979); Fahey and Allen curves by straight lines on log-log coordinates. Such
(1985) and many others, straight line approximations are call&bde plots

in the engineering literature. Trsopesand break

° !\‘O”f?a' loudness growth and recruitment in th oints defined as the locations where the straight
impaired ear (Fletcher and Munson, 1933; Stei Fhes cross, characterize the response

berg and Gardner, 1937), . o
Otoacoustic Emissions: A few years after
e The frequency dependent neural two—tone suphode’s demonstration of cochlear nonlinearity,
pression observed by Sachs and Kiang (1968)avid Kemp observed otoacoustic emissions (tonal
Arthur et al. (1971); Kiang and Moxon (1974); sound emanating from the cochlea and NL “echos” to
Abbas and Sachs (1976); Fahey and Allen (198%licks and tone bursts) (Kemp, 1978, 1979b,a, 1980,
Pang and Guinan (1997) and others, 1986). Kemp's findings were like a jolt to the field,
which led to a cottage industry of objective testing

* The frequency depenc_ient.basilar membrane &F the auditory system, including both cochlear and
sponse level compression first described by Rho ddle ear tests

(1971, 1978), Motile OHCs: Subsequently, Brownellet

e The frequency dependent inner hair cell recel. (1985) discovered that isolated OHCs change their
tor potential level compression, first described biength when placed in an electric field, thus that the
Sellick and Russell (1978); Russell and Sellickuter hair cell is motile (Brownell, Bader, Bertran,
(2978). and de Rabaupierre, 1985). This then led to the in-

E d king data that sh i i &)lcitive and widespread proposal that outer hair cells
e rorwardmasking data that Shows a finéar return . o ¢ voltage controlled motors that directly drive the

baseline after up to 0.2 s (Duifhuis, 1973). Ther asilar membrane on a cycle by cycle ba&i©HC

may be ](c:;)mpell(ijng einFjence that OHCs are thﬁL processing is the basis for both the asymmetry
source ot forward masking. of simultaneous (upward vs. downward spread) and

We shall discuss each of these, but two related mdamporal (forward vs. backward) masking.

sures are the most important for understanding mask- As summarized in Fig. 5 the OHCs feed back to
ing effects, the upward spread of masking (USM) anttie BM via the receptor potential, which in turn is

two tone suppression (2TS). modulated by both the position of the basilar mem-

. Basilar me.mbrane nonlmeanty. The. most ba- 151t seems quite clear from a great deal of data that the OHC on-
sic early and informative of these nonlinear effects response time is on the order of one cycle or so of the BM im-
was the NL basilar membrane measurements maglése response, because the first peak is linear (Recio andeRh
by Rhode (1971, 1978), as shown in Fig. 4(a), show?000). The release time must be determined by the OHC mem-

ing the basilar membrane displacement to be a higtﬂytﬂg ;’{tg‘éﬁmes' the time constant of which must be lorgivel




Springer Handbook on Speech Processing and Speech Conatiomic

brane (forming a fast feedback loop), and alterna-
tively by the efferent neurons that are connected to
the outer hair cells (forming a slow feedback loop).
The details of all this are the topic of a great deal of
present research.

the physical action of outer hair cells,
functioning in the electrochemical envi-
ronment of the normal cochlea and serv-
ing to boost the sensitivity of the cochlea
at low levels of excitation.

The OHCs are the one common element that link
all the NL data previously observed, and a missing In 1999 yet another (a fourth) important discov-
piece of the puzzle that most needs to be understo@g was made, that the outer hair cell mechanical
before any model can hope to succeed in predictingiffness depends on the voltage across its membrane
basilar membrane, hair cell, and neural tuning, ar{gie and Dallos, 1999, 2000). This change in stiff-
NL compression. Understanding the outer hair cellisess, coupled with the naturally occurring internal
two-way mechanical transduction is viewed as thstatic pressure, may well account for the voltage
key to solving the problem of the cochlea’s dynamidependent accompanying length changes (the cell’'s
range. voltage dependent motility). This view follows from

Historically the implication that hair cells mightblock diagram feedback model of the organ of Corti
play an important role in cochlear mechanics gshown in Fig. 5 where the excitation to the OHC
back at least to 1936 when loudness recruitment waanges the cell voltagénc, which in turn changes
first reported by Fowler (1936) in a comment byhe basilar stiffness (Allen, 1997a). It should be noted
Lorente de N6 (1937), stating that cochlear hair celfat this is only one of many possible theories that
are likely to be involved in loudness recruitment. have been put forth.

The same year Steinberg and Gardner (1937) This experimental period set the stage for ex-
were explicit about the action of recruitment wheplaining the two most dramatic NL measures of
they concluded cochlear response, the upward spread of masking and
its related neural correlate, two-tone suppression, and
may well turn out to be the explanation of the nonlin-
ear forward-masking effect as well (Duifhuis, 1973).

When someone shouts, such a deaf-
ened person suffers practically as much
discomfort as a normal hearing person
would under the same circumstances.
Furthermore for such a case, the effec-
tive gain in loudness afforded by ampli-

2.0.3. Simultaneous dynamic-masking

The psychophysically measuregpward spread of

fication depends on the amount of vari-
able type loss present. Owing to the
expanding action of this type of loss it

would be necessary to introduce a corre-
sponding compression in the amplifier in

order to produce the same amplification
at all levels.

masking (USM) and the neurally measuresvo-
tone suppressio(RTS) are closely related dynamic-
masking phenomena. Unfortunately these two mea-
sures have traditionally been treated independently in
the literature. As will be shown, it is now clear that
they are alternative objective measures of the same
OHC compressive nonlinearity. Both involve the dy-

Therefore as early as 1937 there was a sense thamic suppression of a basal (high frequency) probe
cochlear hair cells were related to dynamic rangéue to the simultaneous presentation of an apical (low
compression. frequency) suppressor. These two views (USM ver-
In more recent years, theoretical attempts to efUs 2TS) nicely complement each other, providing a
plain the difference in tuning between normal ang@ymbiotic view of cochlear nonlinearity.
damaged cochleae led to the suggestion that OHCs Upward Spread of Masking (USM): In a clas-
could influence BM mechanics. In 1983 Neely andic paper, Mayer (1876) was the first to describe
Kim conclude the asymmetric nature of masking (Titchener, 1923;
Duifhuis, 1973). Mayer made his qualitative obser-
vations with the use of clocks, organ pipes and tun-
ing forks, and found that that the spread of masking

We suggest that the negative damping
components in the model may represent
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is a strong function of the probe-to-masker frequendkiis “crossover effect” occurs in a small frequency
ratio (f,/ fm)- region (i.e., 1/2 octave) above the masker frequency.
In 1923, Fletcher published the first quantital he crossoveris a result of a well documentedrisi_

tive results of tonal masking. In 1924, Wegepponse migrationf the excitation pattern with stim-
and Lane extended Fletcher's experimé&htssing Ulus intensity, described in a wonderful paper by Mc-
a wider range of tones. Wegel and Lane then di§adden (1986). Response migration was also ob-
cuss the results in terms of their 1-D model describ&grved by Munson and Gardner in a classic paper
above. As shown in Fig. 6(a), Wegel and Lane’s ex¢n forward masking (Munson and Gardner, 1950).
periments involved presenting listeners with a maskéhis important migration effect is beyond the scope
tone at frequency,, = 400 [Hz] and intensityZ,, Of the present discussion, but is reviewed in (Allen,
(the abscissa), along with a probe tone at frequen&§97b; Strope and Alwan, 1997; Allen, 1999b) (see
f» (the parameter used in the figure). At each maskaiso Fig. 10).
intensity and probe frequency, the threshold probe in- The upward spread of masking is important be-
tensity 77 (1,,,) is determined, and displayed relativeeause it is easily measured psychophysically in nor-
to its thresholdsensation leve(SL) (the ordinate is mal hearing people, is robust, well documented, and
the probe level at threshold [dB-SL]). Théndicates nicely characterizes normal outer hair cell nonlineari-
a threshold measure. ties. The psychophysically measured USM has corre-
In Fig. 6(a) f,, = 400 Hz, I,, is the abscissa, lates in basilar membrane and hair cell, and is known

f» is the parameter on each curve, in kHz, an@s two—tone suppression (2TS) in the auditory nerve
the threshold probe intensiti(,,) is the ordinate. literature, as shown in Fig. 6(b).

The dotted line superimposed on the 3 kHz curve Two—tone suppression:The neural correlate of
(I,,,/1060/19)2-4 represents the suppression threshottie psychophysically measured USM is caltea—

at 60 dB-SL which has a slope of 2.4 dB/dB. The dotene suppressiof2TS). As shown in the insert of
ted line superimposed on the 0.45 kHz curve haskg. 7(a), first a neural tuning curve is measured. A
slope of 1 and a threshold of 16 dB SL. pure tone probe at intensity-(f,,), and frequency

Three regions are clearly evident: thewnward /., is placed a few dB (e.g., 6 to 10) above threshold
spreadof masking (f, < f.., dashed curvesyritical ~ at the characteristic (best) frequency of the neurgn
bandmasking (f,, ~ f,., dashed curve marked 0.45)(i-€., f, = Ftr). In 2TS a suppressor tone plays the
and theupward spreacbf masking (f, > f,., solid role of the masker.
curves) (Allen, 1997b). There are two possible thresholds. The intensity

Critical band masking has a slope close to @f the suppressor tonk(f;) at frequencyf; is in-
dB/dB (the superimposed dotted line has a slope &feased until either the rate response to the probe
1)17 The downward spread of masking (the dasheoneR(Ip, I, = 0) (a) decreases by a small incre-
lines in Fig. 6(a)) has a low threshold intensity anfentAg, or (b) increases from the undriven spon-
a variable slope that is less than one dB/dB, and ajgneous ratez(0,0) by incrementAr. These two
proaches 1 at high masker intensities. The upwagéteria are defined in Fig. 7(a) as:
spread of masking (USM), shown by the solid curves, Rp(Ip,I7) = R(Ip,0) — Ag (13)
has a threshold near 50 dB re sensation level (e.g., 65 ? ’
dB SPL), and a growth just less than 2.5 dB/dB. Thand
dotted line superimposed on tiig=3 kHz curve has Rspont(Ip, IS) = R(0,0) + Ag. (14)

a slope of 2.4 dB/dB and a threshold of 60 dB. Ar indicates a fixed small but statistically significant
The dashed box shows that the upward spread@instant change in the rate (e 4.z = 20 spikes/s is
masking of a probe at 1 kHz can be greater than tletypical value). The threshold suppressor intensity

masking within a critical band (i.ef,, = 450 Hz> is defined ad’(f,).® The two threshold definitions

fm=400 Hz). As the masker frequency is increasedspon: and Rp are very different, and both are use-
ful. The more common measure is (a), and the differ-

‘®Fletcher was the subject (Fletcher, 1930, Page 325).  ence in intensity between the two thresholds is quite
L"Four years later in Riesz (1928) shows critical band masking

obeys thenear—miss to Weber’s Lawas described in Sec. 3.2. 18As before ther indicates the threshold suppressor intensity.
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large. The second measure (b) is consistent with nqaression to rate criterion given by Eq. 14. This is
ral tuning curve suppression and corresponds to sigirown in Fig. 7(b) where a family of tuning curves
pression of the probe to threshold. is taken with different suppressors present. As de-

Neural data of Abbas and Sachs (1976) (theficribed by Fahey and Allen (1985), when a probe is
Fig. 8) are reproduced in Fig. 6(b). For this examplRlaced on a specific tuning curve of Fig. 7(b), corre-
(see entry in lower-right just below 105 is 17.8  sponding to one of the suppressor level symbols of
kHz, and thef,, = F probe intensit20log 10(|P,|)  Fig. 7(b), and a suppression threshold is measured
is 60 dB. The label on the curves is the frequendyheir Fig. 13). (lower panel), that suppression curve
f1. The threshold intensity of the associated neur#lill fall on the corresponding suppression symbol of
tuning curve has a low spontaneous rate and a 50-5%-. 7(b). There is a symmetry between the tuning
dB threshold. The left panel of Fig. 6(b) is for api<urve meas_ured in the presents of a suppressor, and
cal suppressors that are lower in frequency than tResuppression threshold obtained with a given probe.
CF probe (, < f,). In this case the threshold isThis symmetry holds only for criterion Eq. 14, the
just above 65 dB SPL. The suppression effect is refetection threshold criterion, which is appropriate for
atively strong and independent of frequency. In thid/egel and Lane’s data.
example the threshold of the effect is less than 4 dB Suppression threshold: Using the criterion
apart (the maximum shift of the two curves) at sugeq. 14, Fahey and Allen (1985) showed (their
pressor frequencie& of 10 and 5 kHz (a one octaveFig. 13) that the suppression threshé{d/p) in the
separation). tails is near 65 dB SPL (0.04 Pa). This is true for sup-

The right panel shows the cage> f,. The sup- Pressors between 0.6 and 4 kHz. A small amount of
pression threshold is close to the neuron’s threshdi@ta are consistent with the threshold being constant
(e.g., 50 dB SPL) for probes at 19 kHz, but increasé@ much higher frequencies, but the Fahey and Allen
rapidly with frequency.The strength of the suppre$lata are insufficient on that point.
sion is weak in comparison to the case of the left Suppression slope:Bertrand Delgutte has writ-
panel (f; < fp), as indicated by the slopes of theéen several insightful papers on masking and suppres-
family of curves. sion (Delgutte, 1990a,b, 1995). He first estimated

The importance of the criterion: The data of how the intensity growth slope (the ordinate, in
Fig. 6(b) uses the first suppression threshold defirfiB/dB) of 2TS varies with suppressor frequency (the
tion Eq. 13Rp (a small drop from the probe drivenabscissa) for several probe frequencies (the parame-
rate). In this case théy probe is well above its de- ter indicated by the vertical bar) (Delgutte, 1990b).
tection threshold at the suppression threshold, sinfé may be seen in the figure, the suppression growth
according to definition Eq. 13, the probe is just deslope for the case of a low frequency apical sup-
tectably reduced, and thus audible. With the secofiessor on a high frequency basal neuron (the case
suppression threshold definition Eq. B4,..:, the Of the left panel of Fig. 6(b)), is<2.4 dB/dB. This
suppression threshold corresponds to the detectiénthe same slope as for Wegel and Lane’s 400 Hz
threshold of the probe. Thus Eq. 1syppression to Masker, 3 kHz probe USM data shown in Fig. 6(a).
the spontaneous ratés appropriate for Wegel andFor suppressor frequencies greater than the probe’s
Lane’s masking data where the probe is at its detdd= > /f»), Delgutte reports a slope that is signifi-
tion thresholdl(1,,). Suppression threshold defi-cantly less than 1 dB/dB. Likewise Wegel and Lane’s
nition Eq. 14 was used when taking the 2TS data g@ta has slopes much less than 1 for the downward
Fig. 7(b), where the suppression threshold was estPread of masking.
mated as a function of suppressor frequency. Summary: The USM and 2TS data show sys-

To be consistent with a detection threshold critdematic and quantitative correlations between the
rion, such as the detection criterion used by Wegg]reshold levels and slopes. The significance of these
and Lane in psychophysical masking, (Eq. 14) mus@rrelations has special importance because (a) they
be used. To have a tuning curve pass through tR@me from very different measurement methods, and
Fe probe intensity of a 2TS experiment (i.e., béb) Wegel and Lane’s USM are from human, while
at threshold levels), it is necessary to use the sufie 2TS data are from cat, yet they show similar
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responses. This implies that the cat and humaose of the OHC nonlinearity is to provide dynamic
cochleae may be quite similar in their NL responsesange compression, and that the OHC plays no role

The USM and 2TS threshold and growth slopi# either sensitivity or selectivity, which are treated
(e.g., 50 dB-SL and 2.4 dB/dB) are important feaaS important but independent issd&s.
tures that must be fully understood and modeled be- The dynamic range problem: The question of
fore we can claim to understand cochlear functiomow the large (up to 120 dB) dynamic range of the
While there have been several models of 2TS (Kauditory system is attained has been a long stand-
nis and de Boer, 1994; Hall, 1974; Geisler and Nutng problem which remains fundamentally incom-
tall, 1997) as discussed in some detail by Delgutfdete.  For examplerecruitment the most com-
(Delgutte, 1990b), none are in quantitative agreememibn symptom of neurosensory hearing loss, is best
with the data. The two—tone suppression model characterized as the loss of dynamic range (Steinberg
Hall (Hall, 1974) is an interesting contribution to thisand Gardner, 1937; Allen, 1996a,b; Neely and Allen,
problem because it qualitatively explores many df997). Recruitment results from outer hair cell dam-
the key issues. Finally forward masking data alsage (Carver, 1978). To successfully design hearing
show related nonlinear properties that we speculaé&ls that deal with the problem of recruitment, we
may turn out to be related to NL OHC function asieed models that improve our understandinhaiv
well (Strope and Alwan, 1997; Régnier and Allenthe cochlea achieves its dynamic range.

2007a,b). Based on a simple analysis of the IHC voltage,
one may prove that the dynamic range of the IHC
must be less than 65 dB (Allen, 2001). In fact it is

widely accepted that IHC dynamic range is less than

The purpose of this section is to address two intR0 dB.
mately intertwined problemsochlear frequency se-  The IHC'’s transmembrane voltage is limited at
lectivity and cochlear nonlinearity The fundamen- the high end by the cell's open circuit (unloaded)
tal question in cochlear research today What is membrane voltage, and at the low end by thermal
the role of the outer hair cell (OHC) in cochlear me-noise. There are two obvious sources of thermal
chanics? The OHC is the source of NL effect, andnoise, cilia Brownian motion, and Johnson (shot)
the end product is dynamic masking, including theoise across the cell membrane (Fig. 8).
USM, 2TS and forward masking, all of which include  The obvious question arisektow can the basic
dramatic amounts of gain and tuning variation. Theochlear detectors (the IHCs) have a dynamic range
issues are the nature of the NL transformations of tl less than 50 dB (a factor 6f3 x 102), and yet the
BM, OHC cilia motion, and OHC soma motility, at aauditory system has a dynamic range of up to 120 dB
given location along the basilar membrane. (a factor of 10? The huge amount of indirect evi-
The prevailing and popular view is that the OHGlence has shown that this increased dynamic range
provides cochlear sensitivityand frequency selec- results from mechanical NL signal compression pro-
tivity (Dallos, 1996; Narayan, Temchin, Recio, andlided by outer hair cells. This dynamic range com-
Ruggero, 1998; deBoer, 1996; Geisler, 1998). Thwession shows up in auditory psychophysics and in
alternative view, argued here, is that the OHC congochlear physiology in many ways.
presses the excitation to the inner hair cell, thereby This discrepancy in dynamic range forms a basic
providing dynamic range expansion. paradox.
There is an important difference between these Outer Hair Cell Motility model: A most signif-
two views. Thefirst view deemphasizes the role oficant finding in 1985 was of OH@otility, namely
the OHC in providing dynamic range control (thehat the OHC changes its length by up to 5% in
OHC's role is to improve sensitivity and selectivity) response to the cell's membrane voltage (Brownell
and assumes that the NL effects result from OHC sa&t al, 1985; Ashmore, 1987; Santos-Sacchi, 1991).
uration. This less than 5% change in length must account for
Thesecondview places the dynamic range prob-
lem as the top priority. It assumes that the sole pur-°0f course other views besides these two are possible.

2.1. Outer Hair Cell Transduction
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a 40 dB (100 times) change in cochlear gain. Thasnd shear velocity(z, )

observation led to a significant increases in research

on the OHC cell's motor properties. {P} _ (A B) [f} 7 (15)
In 1999 it was shown that the cell’s longitudi- 4 ¢D v

nal soma stiffness changes by at least a factor @here4, B, C, andD are complex functions of place

2 (>100%), again as a function of cell membrang g radian frequency.

voltage (He and Dallos, 1999, 2000). A displace-

ment of the cilia in the direction of the tallest cilia, )

which is called alepolarizingstimulus, decreasesthe ~ 2-2.1. Passive BM models

magnitude of the membrane voltagé, |, decreases The most successfilassivemodel of cochlear tun-

the longitudinal soma stiffness, amtkcreaseshe . = .
- . ._ing is the resonant tectorial membrane (RTM) model
cell soma length. A hyper polarizing stimulus in-,

creases the stiffness and extends the Iongitudir‘éngnl’ 1980} Allenh and Neely, 19h92)'h Tr;g -er
soma length. model starts from the assumption that the slSpe

) ) ) ) . BM tuning is insufficient to account for the slopg
Given this much larger relative change in stiffof neyral tuning, as seen in Fig. 4(b). This sharpening
ness (a factor of 2) compared to the relative change,.counted for by a reflection in the tectorial mem-
in length (a factor of 1.05), for a maximum voltagg,rane, introducing an antiresonanspéctral zerpat
change, it seems possible, or even likely, that thgquencyr, (see Fig. 4(b)), which is about half an
observed length changes (the motility) are simply Getave below the resonant frequerigyof the basilar
result of the voltage dependent stiffness. For examiembrane. As described by Allen and Neely (1992),

ple, imagine a spring stretched by applying & coRpe detailedd, B, C, D elements of Eq. 15 are given
stant force (say a weight), and then suppose that tB?AIIen (1980); Allen and Neely (1992).

spring’s stiffness decreases. It follows from Hooke’s As described in Allen (1977), the response ra-

\I/_vivgn('lczh% s??ﬁali[stggcfgar\!‘gss length wilhcrease tio of IHC cilia bundle displacement to basilar mem-
, T ) brane displacement is defined g¢(z, s). The pa-
Each cell is stretched by its internal static preszmeters of the resonant tectorial membrane (RTM)
sureP (Iwasa and Chadwick, 1992), and its stiffnesg, g qe| may be chosen such that model results fit the

is voltage controlled (He and Dallos, 1999, 2000%yperimental neural threshold tuning curves closely,
The voltage dependent relative stiffness change 48 shown in Fig. 9.

much greater than the relative length change. Thus
we have the necessary conditions for a stiffness i
duced motility.

The nonlinear RTM model: The resonant tec-
fbrial membrane (RTM) model is made NL by con-
trol of the BM stiffness via OHC's stiffness, as mod-
eled in Fig. 10(a). The OHC soma stiffness has been
2.2. Micromechanics shown to be voltage dependent by Dakdsl.(1997)
and dependent on Prestin in the membrane wall (Dal-

Unlike the case of macromechanical models, tHes, 2002). If an elastic connection is assumed where
physics of every micromechanical model differs sigthe TM attaches to the Limbus, and if this elasticity is
nificantly. This is in part due to the lack of directsimilar to that of the cilia of the OHC, then the result-
experimental evidence of physical parameters of tleg transfer function between the BM and IHC cilia
cochlea. This is an important and very active area @ strongly filtered at low frequencies (Allen, 1997a,
research [e.g., (Russeit al,, 2007)]. 1999a; Allen and Sen, 1999; Sen and Allen, 2006).

To organize our discussion of cochlear miSuch models are actively under consideration (Rus-

cromechanics, we represent each radial cross-sectfiéfl et al, 2007).

through the cochlear partition as a linear 2-port net- It is postulated that the decrease in OHC stiffness
work. A general formalization in transmission maaccompanying cilia stimulation results in a decrease
trix form of the relation between the basilar memef the net BM partition stiffnes&’, (z) (i.e. increas-
braneinput pressureP(z, s) and velocityV(z,s) ing compliance) of Eq. 6. As shown in Fig. 3, this
and the OHGoutputcilia bundle shear forc¢(z, s) decrease in the local BM stiffness would result in the
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partition excitation pattern shifting basally towards 2.2.2. Active BM models
the stapes. Such shifts in the BM response patterns
are commonly seen. Another way to view this i©ne obvious question about active cochlear models is
shown in Fig. 10. This migration of the excitatior’/Are they really necessary?” At least three attempts
pattern, combined with the assumption that the TN answer this question based on detailed compar-
has a highpass characteristic, means that the cilia é@ns of basilar membrane responses have concluded
citation gain at CF is nonlinearly compressed as tiigat the measured responsesinotbe accounted for
intensity increases. This compression effect is shovay a passive cochlear model (Diependaal, de Boer,
in a cartoon format in Fig. 10(b), while Fig. 10(ayand Viergever, 1987; Zweig, 1991; deBoer and Nut-
shows the actual calculated model results. Note hd@ll, 1999, 2000a,b).
the bandwidthA (X)) remains approximately con-  The CA hypothesis: The most popular active
stant as a function of input intensity. micromechanical theory is called tloochlear am-
Sewell (1984) has nicely demonstrated that as tidfier (CA) hypothesis. The concept of tisechlear
voltage driving the hair cells changes, the neural gagmplifier, originated by Gold, Kemp, Kim and Neely,
in dB at CF changes proportionally. It is not yeend named by H. Davis, refers to a hypothetical
known why the dB gain is proportional to the voltagénechanism within the cochlear partition which in-
(1 dB/mv), however this would explain why forwardcreases theensitivityof basilar membrane vibrations
masking decays linearly in dB value with time, after &0 low-level sounds and, at the same time, increases
strong excitation, since the membrane voltaggt) the frequency selectivitpf these vibrations (Kim,
is proportional ta=*/ ™, due to the OHC membrane’sNeely, Molnar, and Matthews, 1980). The CA adds
m = RC time constant. In my view, explaining themechanical energy to the cochlear partition at acous-
proportionality between the neural threshold in dBc frequencies by drawing upon the electrical and
and the linear membrane voltage, is key. mechanical energy available from the outer hair cells.
Discussion: Two important advantages of thell résponse to a tone, the CA adds mechanical energy
NL-RTM model include its physically based assump© the cochlear traveling wave in the region defined
tions (described above), and its simplicity. GiveRY S2 [define in Fig. 4(b)] as it approaches the place
these physical assumptions the NL-RTM model caff maximum response. This energy is reabsorbed at
explain (see the references for the details): a) tfher places along the cochlear partition. The result-
basal-ward half-octave traveling wave migration 489 improvement in sensitivity of the ear due to the
a function of increasing intensity (McFadden, 19864 IS thoughtto be 40 dB, or more under certain con-
b) the upward spread of masking (USM) (FIetcheFi,'F'O”S? however, the details of how this amplification
1923a; Wegel and Lane, 1924), two-tone suppressiBHght be accomplished are still unknown. A gen-
(2TS) (see Sec. 2.0.3), d) distortion product gene‘?—ral discussion of this model is presented in Geisler
ation (Kemp, 1978; Kim, Siegel, and Molnar, 1979¢1998) and in Allen and Fahey (1992).
Allen and Fahey, 1983; Fahey and Allen, 1985; Allen Itis presumed that this OHC action amplifies the
and Lonsbury-Martin, 1993; Fahey and Allen, 1997BM signal energy on a cycle-by-cycle basis, increas-
e) normal and recruiting loudness growth, and f) hyng the sensitivity (Neely and Kim, 1983, 1986). In
persensitive tails (Liberman and Dodds, 1984).  some of the models it is assumed that this cycle-
From the steep 2.5 dB/dB slope of the us\y-cycle pressure (force) due to the OHCs causes
and 2TS (Fig. 6(a)) it seems necessary that the Idf#¢ Sharp BM tuning tip. In most of these models,
frequency suppressor is turning down the high frdl€ CA is equivalent to introducing a frequency de-
quency probe even though the growth of the maskBgndent negative damping (resistance) into the BM

at the high frequency’s place is linear with maskdfpPedance. Nonlinear compression is introduced by
level, as shown in Fig. 10(b). assuming that the resistance is signal level dependent.

This NL resistance model was first described by Hall
(Hall, 1974) for the case ok > 0. Thus the CA
model is an extension of Hall’s model to the case of
R < 0. In several models NL negative damping is
obtained with a nonlinear stiffness and a small delay.
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The addition of a small delay introduces a negativieal representation for the CA, RTM models have the
real part into the impedancé. advantage of being simpler and more explicit.

Allen and Fahey (1992) developed a method for The discovery by He and Dallos that the OHC
directly measuring the cochlear amplifier (CA) gainsoma stiffness is voltage dependent is an exciting
All of the studies to date using this method havdevelopment for the NL passive RTM model, as it
found no gain. However many researchers contingeeatly simplifies the implementation of the physical
to believe that the CA has gain. Given that the gaimodel. The RTM model has been in disfavor because
is on the order of 40-50 dB, this is difficult to un-many feel it does not account for basilar membrane
derstand. A nice summary of this situation has beeuaning. This criticism is largely due to the experi-
recently published in Shera and Guinan (2007). Theental results of physiologists who have measured
reasons for the failure to directly measure any C#ke BM-ear canal transfer function, and found the
gain are complex and multifaceted, and many imuning of BM velocity to be similar to neural thresh-
portant questions remain open. One possibility thatd response data. Much of the experimental BM
remains open is that the many observed large Ndata, however, are not convincing on this point, with
OHC BM effects we see are not due to cycle by cyclhe BM slopesS, [Fig. 4(b)] generally being much
power amplification of the BM traveling wave. smaller than that of neural responses. The question
of whether an active model is required to simulate
measured BM responses is still being debated.

Better estimates of the amplitude of cilia bundle

Discussion: Both active and passive BM models arélisplacement at a given sound pressure level directly
reasonably successful at simulating the neural thregildress the sensitivity questions. If the estimate of
old response tuning curves. Thus we need to logkussell of 30 mV/degree is correct (Russedlal,
elsewhere to contrast the difference between thek@36), then the cochlear sensitivity question may be
two approaches, such as 2TS/USM. While the palgasolved by having very sensitive detectors. Also,
sive RTM model is easily made NL with the intro-better estimates are needed of the ratio of the BM
duction of Kone(V;, ), differences betweemonlinear frequency response to the IHC frequency response,
RTM and CA models have not yet been investigateB0th at high and low frequencies. Rhode’s approach
The CA and RTM models differ in their interpreta-Of using the slopes of Fig. 4(b) rather than traditional
tion of damaged cochlear responses. In CA modefs] hocbandwidth measurés,might be a useful tool
the loss of sensitivity of the cochlea with damage i this regard.

interpreted as a loss of CA gain while in passive mod- Summary: This section has reviewed what we
els, the loss of sensitivity has been interpreted as a kdow about the cochlea. Thetroductionsection re-
change in the BM stiffness (Allen, 1991). views the nature of modeling and briefly describes

The discovery of OHC motility demonstrates théhe anatomy of the inner ear, and the function of in-
existence of a potential source of mechanical enerjg" and outer hair cells. In Sec. 1.2 we reviewed the
within the cochlear partition which is suitably po-history of cochlear modeling. The Wegel and Lane
sitioned to influence vibrations of the basilar memPaper was a key paper that introduced the first de-
brane. It is still an open question whether this sourdgiled view of masking, and in the same paper in-

of energy is sufficient to power a CA at high frequentroduced the first modern cochlear model Fig. 2(b).
cies. We presented the basic tools of cochlear modeling,

mmpedanceand introduced th&ransmission matrix

Cmethod (2-port analysis). We described how these
odels work in intuitive terms, including how the

gg\silar membrane may be treated as having a fre-

2.2.3. Discussion and summary

One possible advantage of the CA is that of i
proving the signal-to-noise ratio in front of the IH
detector. A weakness of the CA models has be
their lack of specificity about the physical realizatio
of the active elements. Until we have a detailed phys-

21The bandwidth 10 dB down relative to the peak has been pop-
20In mathematical physics, NL damping resonators are dedar but arbitrary and thus poor, criterion in cochlear agsk. A

scribed byvan der Pol equationswhile NL stiffness resonators second somewhat better bandwidth measure is Fletchguiva-

are described buffing equationgPipes, 1958). lent rectangular bandwidtlliscussed in Allen (1996b).
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guency dependent acoustic hole. The location of tlireg the number of thdoudness JND$etween two
hole, as a function of frequency, is called the cochleartensity values. However, after many years of work,
map. This hole keeps fluid from flowing beyond dhe details of the relationship between loudness and
certain point, producing the cochlear traveling wavehe intensity JNDs have remained unclear (Zwislocki

We reviewed and summarized the NL measur@&$id Jordan, 1986; Viemeister, 1988; Plack and Car-
of cochlear response. Since these data are not fulpn, 1995).
understood, and have not been adequately modeled, The contribution of Allen and Neely (1997);
this is the most difficult section. However it is worthAllen (1999b) is that it takes a new view of the prob-
the effort to understand these extensive data andlém of the intensity JND and loudness by merging
appreciate the various relations between them, suttte 1953 Fletcher neural excitation pattern model of
as the close parallel between two—tone suppressiondness (Allen, 1995, 1996b) with auditory signal
and the upward spread of masking, and betweeéetection theory (Green and Swets, 1966). It is gen-
loudness recruitment and outer hair cell damage. erally accepted that the intensity JND is the physical

We reviewed several models of the hair cell, incorrelate of the psychological-domain uncertainty
cluding forward and reverse transduction. Some &prresponding to the psychological intensity repre-
this material is recently published, and the view c¥entation of a signal. Along these lines, for long du-
these models could easily change over the next fé@tion pure tones and wideband noise, we assume that

years, as we better understand reverse transductiotie ¥—domain intensity is the loudness, and that the

Finally in Sec. 2.2 we reviewed the basics of miloudness JND results from loudness “noise” due to

cromechanics. We have presented the two basic typsStochastic representation.

of models PassiveandActivemodels, with a critical ~ To model the intensity JIND we must defineler
review of each. cision variableassociated with loudness and its ran-

dom fluctuations. We call this loudness random deci-
sion variable thesingle—trial loudnessAccordingly

3. NEURAL MASKING we define the loudness and the loudness JND in terms
of the first and second moments of the single—trial

When modeling human psychophysics we must ca@udness, that is the mean and variance of the distri-
fully distinguish the externalphysical variables, bution of the single-trial loudness decision variable.
which we call ® variables, from the internghsy- Ve also define the ratio of the mean loudness to the
chophysicalariables, which we refer to ag vari- loudness standard deviation as thedness signal—
ables?? Psychophysical modeling seeks a transfolo—noise ratiocSNR;. .
mation from thed domain to thell domain. Theb— Our ultimate goal in this work is to use signal de-
intensity of a sound is easily quantified by direct medection theory to unify masking and the JND, follow-
surement. Th&—intensity is the loudness. The ideang the 1947 outline of this problem by Miller (1947).
that loudness could be quantified was first suggestédnal data follows the “near—miss to Weber’s Law”
by Fechner (1966) in 1860, which raised the questidthus does not obey Weber’s law), while the wide-
of the quantitative transformation between the phydband noise data does obey Weber’s fAwwve will
cal and psychophysical intensity. For a recent revieshow that the transformation of thie-domain (in-
of this problem see Schlauei al. (1995). This sec- tensity) JND data (both tone and noise) into the
tion is based on an earlier report by Allen (1999hjomain (loudness) unifies these two types of JND
and Allen and Neely (1997). data, since SNR(L) is the same for both the tone
An increment in the intensity of a sound tha@nd noise cases. To help understand these results,
results in ajust noticeable differencés called an We introduce the concept of a near-miss to Stevens’
intensity JND. Fechner suggested quantifying tHaW. which we show cancels the near-miss to Weber’s

intensity-loudness growth transformation by countdW. giving the invariance in SNRfor the tone case
(Allen and Neely, 1997). This work has applications

22|t may be helpful to note thab and¥ sound similar to the ini-
tial syllable of the wordghysical andpsychological, respectively ~ 23Weber’s law says that the relative JND is a constant, as dis-
(Boring, 1929) cussed in Sec. 3.2.
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in speech and audio coding. signals. We include a definition ehasked thresh-

For the case of tones, we have chosen to illugld because we view the intensity JND as a special
trate our theoretical work using the classical intensi§ase of the masked threshold (Miller, 1947). We in-
modulation measurements of Riesz (1928) who me@ude a definition obeatsso that we can discuss their
sured the intensity JND using small, Iow—frequencW'UGr_\CG on Riesz’s method for the measurement of
(3-Hz), sinusoidal modulation of tones. “Modernintensity JNDs.
methods generally use “pulsed” tones which are Intensity: In the time domain, it is common to
turned on and off somewhat abruptly, to make thenfefine theb—intensityin terms of the time-integrated
suitable for a two-alternative, forced-choice (2AFC$quared signal pressusét), namely,
paradigm. This transient could trigger cochlear for-
ward masking. Riesz’s modulation method has a dis- .
tinct adva_ntage for charactenzmg thg |n.ternal Sig- 1.(t) = L s2(t)dt, Watts/n? (16)
nal detection process, because it maintains a nearly ocT' Ji_p
steady-state small-signal condition within the audi-
tory system, minimizing any cochlear forward mask-

ing component. The interpretation of intensit JNthereT is the integration time, assumed long com-
Ing P o P . Y pared with the period, angt is the specific acoustic
is therefore simplified since underlying stochasti

. Impedance of air. Thétensity levelis defined as
processes are stationary.

I,/ Iret, and thesound pressure levels s/ st Wwhere

An outline of this neural masking section is agne reference intensity i&er or 1010 W/cm? and

follows: After some basic definitions in Sec. 3.1 anghe reference pressurge — 20 uPa. These two

a review of historical models (e.g., Weber and Fechaference levels are equivalent at only one temper-

ner), in Sec. 3.2, we explore issues surrounding the 24 put both seem to be in use.

relation between the intensity JND and loudness, for Intensity of masker + probe: The JND is some-

the_ spem_al case of tones in quiet and for W'qe_ba%gnes called “self-masking,” to.reflect the view that

noise. First, we look at formulae for counting the, . . 2 . .
it is determined by the internal noise of the audi-

. - X fgry system. To model the JND it is useful to define
these formulae, together with decision-theoretic prin-
more general measure called tmasked thresh-

ciples, to relate loudness to the intensity JND. W%Id, which is defined in theb domain in terms of

) 0
then review the loudness—JND theory developed l%\ypressure scale factarapplied to the probe signal
p(t) that is then added to the masking pressure signal

Hellman and Hellman (1990), which provided the

inspiration for the present work. Next we empiri: L .

cally estimate the loudness SNR, defined as the loy —(t)'. T(?g relﬁltlve. mtegsny_ of the Erobe and masker

ness divided the loudness variance, and proportior'1a?larle y changing. ef[tlngs(;) = m(t)+op(t),

X : . we denote the combined intensity as

to L/AL, as a function of both intensity and loud-

ness, using the tonal JND data of Riesz (1928) and

the loudness growth function of Fletcher and Munson 1 ¢ )

(1933). We then repeat this calculation for Miller's {m-+p(t;a) = — (m(t) + a p(t))"dt. (17)

wideband noise JND and loudness data. Finally we ¢ =T

propose a model of loudness that may be used to

compute the JND. This model merges Fletcher's neu- The unscaled probe signa(t) is chosen to have

ral excitation pattern model of loudness with signahe same long-term average intensity as the masker

detection theory. m(t), defined ad. Let I,,(t) be the intensity of the
masker with no probena( = 0), andl,,(¢, o) = oI

be the intensity of the scaled probe signal with no
3.1. Basic definitions

We need a flexible yet clear notation, that accounts;;- . . .

. . . . Equivalence of the pressure and intensity references negjui
for Important time flu_ctuauons and modulations thahat o = 40 cgs Rayls. At standard atmospheric pressure, this is
are present in the signals, such as beats and gatelgl true when the temperature is about°3®.



Springer Handbook on Speech Processing and Speech Conatiomic 18

masker. Thu® quantitya..(t, I) is the probe to masker rms pressure
ratio at the detection threshold. It is a function of the
I=14p(t,0) = I,(t) = I,(t,1). masker intensity and, depending on the experimen-

tal setup, time.
Beats: Rapid fluctuations having frequency com-  Masked threshold intensity: The masked
ponents outside the bandwidth of tifies rectangu- threshold intensitys defined in terms ofi, as
lar integration window are very small and will be ig- . )
nored. Accordingly we drop the time dependence in I, (1) = Ip(ow) = a3,
termsl,, andZ,. Because of beats betweeri?) and \ pich is the threshold intensity of the probe in the
p(t) (assuming the spectra of these signals are withidasence of the masker.

a common critical band) one must proceed care- The masked threshold intensity is a function of

fully. Slowly varying correlations between the prob e stimulus modulation parameters. For example
and masker having frequency componentswithintqg imuiu ulation p ¢ xample,
one maskers and narrow—band noise maskers of

bandwidth of the integration window manot be ig- : : i
nored, as with beats between two tones separate ﬂmual Intensity, and therefore approximately equal
fre uénc by a few Hz. Accordinalv we keep th oudness, give masked thresholds that are about 20
tim?e dep)(/angence in thé terdy, , (tgg) and otrr])er dB different (Egan and Hake, 1950). As a_second ex-
slow—beating time dependent terpms’. In dhdomain amp_le, when using the meth(_)d of beats (Riesz, 1928),
these beats are accounted for with a probe—mas § Just—detectﬁble rgodulgtloncdeperl]ﬂdj onghe beat
. . requency. With “modern” 2AFC methods , the sig-
correlation functiorp,,, (t) (Green and Swets, 1966’nals are usually gated on and off (100% modulation)

Page 213_)- _ _ (Jesteadet al, 1977). According to Stevens and
Intensity increment 6/(¢, ): Expanding Eq. 17 p,yis (p. 142, 1983)

and solving for thentensity incremend/ we find
A gradual transition, such as the sinu-

0(t, o) = Ipyp(t,a) =1 (18) soidal variation used by Riesz, is less
= (20pmp(t) +a2) I, (19) easy to detect than an abrupt transition;
but, as already suggested, an abrupt tran-
where sition may involve the production of un-

wanted transients.

1 t
Pmp(t) = T / m(t)p(t)dt  (20) One must conclude that telative masked threshold
@ =T [i.e., a.(t, I)] is a function of the modulation condi-

defines a normalized cross correlation function b&MNS- _ _
tween the masker and the probe. The correlation ¥—domain temporal resolution: When model-

function must lie between -1 and 1. ing time varying psychological decision variables,
Detection threshold: As the probe to masker the relevantintegration tini€ is not the duration de-

ratio « is slowly increased from zero, the probéined by theb—intensity Eq. 16, rather the integration
can eventually be detected. We specify thetec-

time is determined in th&—domain. This important
tion thresholdas ., where the asterisk indicates the? “d0main model parameter is calleglidness tem-

threshold value of at which a subject can discrimi- Poral integration(Yost, 1994). It was first explicitly

nate intensityl,,, ., (, . ) from intensityZ,,,,(t,0) Modeled by Munsonin 1947. S
50% of the time, corrected for chance [i.e., obtain a The ®-domain temporal resolutior/{ is criti-
75% correct score in a direct comparison of the tweal to the definition of the JND in Riesz’s experiment

signals (Green and Swets, 1966, Page 129)]. Tf®ee appendix A) because it determines the measured
intensity of the beats. Th&—domain temporal res-
25Because of small fluctuations if, and I,, due to the finite g|ution plays a different role. Beats cannot be heard
integration timeT", this equality cannot be exactly true. We specif-nc they are faster than. and therefore “filtered” out by
ically ignore these small rapid fluctuations —when theseiréyc- . ’ . !
tuations are important, our conclusions and model resuiistie  th€ ¥ domain response. Thie-domain temporal res-

reevaluated. olution also impacts results for gated stimuli, such as
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in the 2AFC experiment, though its role is poorly unRaab and Goldberg, 1975), and thiaf is propor-

derstood in this case. To model the JND as measurashal to the standard deviation of tle-domain de-

by Riesz’s method of just—detectable beats, one mussion variable that is being discriminated in the in-

know theW—domain resolution duration to calculatdensity detection task, reflected back into thelo-

the probe—masker effective correlation,, (¢) in the main. The usual assumption, from signal detection

¥ domain. It may be more practical to estimate théheory, is thatAl = d'o;, whered’ is defined as

¥ domain resolution from experiments that estimatée proportionality between the change in intensity

the degree of correlation, as determined by the bemtid the variancd’ = AT /0. Threshold is typically

modulation detection threshold as a function of th&ehend’ = 1 but can depend on the experimental de-

beat frequency;,. sign, andv; is the intensity standard deviation of the
In summary, even though Riesz's modulation dék—domain intensity due t&—domain auditory noise

tection experiment is technically a masking task, wéiartmann, 1997, Chapter 4).

treat it, following Riesz (1928), Miller (1947), and  Hearing threshold: The hearing threshold(or

Littler (1965), as characterizing the intensity JND. lunmasked thresholditensitymay be defined as the

follows that the—domain temporal resolution playsintensity corresponding to the first (lowest intensity)

a key role in intensity JND and masking models.  JND. The hearing threshold is represented 49)
The intensity JND AI: The intensityjust- toindicate the probe intensity when the masker inten-

noticeable differenc€IND) is® sity is small (i.e.,/ — 0). It is believed that internal
noise is responsible for the hearing threshold, how-
AI(I) = 6(t, o), (21) ever, there is no reason to assume that this noise is

the intensity increment at the masked threshold fg}e same as the internal noise that produces the JND.
y ' Loudness L: TheloudnessL of a sound is the

the special case where the probe signal is equal to the . )
maslgng signalf(t) = m(t)g). Frongq. 19 vC\I/itha intensity. Theloudness growth functioh (/) de-

t to thresholdy, andp, () = 1 Eq. 20 pends on the stimulus conditions. For exampl¢)
settothresho andpmy () [see Eq. 20] for a tone and for wideband noise are not the same

AI(I) = (20, 4+ o2)1. (22) functions. Likewise the loudness growth function for
a 100 ms tone and a 1-s tone differ. When defining a
An important alternative definition for the spedoudness scalit is traditional to specify the intensity,

cial case of thgoure—tone JNDs to let the masker frequency, and duration of a tone such that the loud-
be a pure tone, and let the probe be a pure tone rigss growth function is one (i.€.(Irer, fref, Trer) = 1
a slightly different frequency (e.g., a beat frequendyefines a loudness scale). For the sone scale, the ref-
difference of f, = 3 Hz). This was the definition erence signal is ¢ =40 dB SPL tone afer = 1 kHz
used by Riesz in 1928. Beats are heardfiat=Wwith durationTie = 1-s. For Fletcher’s LU loudness
3 Hz, and assuming the period of 3 Hz is withirscale, the reference intensity is the hearing threshold,
the passband of th&—temporal resolution window, which means that 1 sone = 975 LU (Fletcher, 1953b)

Pmp(t) = sin(27 fpt) and for a “normal” hearing person. In the next section
we shall show that Fletcher’'s LU loudness scale is
AI(t,I) = [2a, sin(2m fiyt) + a2]1. (23) a more natural scale than the sone scale (the ANSI

If the b iod is | han tie | | and 1SO standard scales). For a detailed discussion
fthe beat period Is less t ?'ﬁ” te”mpora resolu” of how loudness is measured see Allen (1996b).
tion window, the beats are “filtered” out by the audi- . .

The single—trial loudness: A fundamental pos-

tory brain and we do not hear the beats. In this cas T - .
AI(I) = a2 tulate of psychophysics is that all decision variables

(i.e., ¥ variables) are random variables, drawn from
some probability density function (Green and Swets,
1966, Chapter 5). For early discussions of this point
see Montgomery (1935) and p. 144 of Stevens and
26|t is traditional to define the intensity JND to be a functidn o Davis (1983). To clearly indicate the distinction be-

I, rather than a function af(7), as we have done here. We shalttween random and nonrandom variables, a tilg$ (
treat both notations as equivalent [i.AJ(I) or AI(a(1))].

Internal noise: It is widely accepted that the
pure—tone intensity JND is determined by time
ternal noiseof the auditory system (Siebert, 1965
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is used to indicate a random variaBle. One conceptual problem with the Weber fraction

We define the loudness decision variable a4 is that it is aneffectivenoise—to—signal ratio, ex-
the single—trial loudnessL, which is the sample— pPressed in the (physical) domain, but determined
loudness heard on each stimulus presentation. T a ¥ (psychophysical) domain mechanism (inter-
loudnessL is then the expected value of the singlebal noise), as may be seen from Fig. 11.
trial loudness, Loudness JND AL: Any suprathresholdl—

- domain increments may be quantified by correspond-
L(I) = EL(I). (24) ing ® domain increments. THeudness INDAL ()
is defined as the change in loudné$$) correspond-
ing to the intensity INDA (). While it is not possi-
2 _ o(T 2 ble to measur@ L directly, we assume that we may
oL =&(L-1) (25) expand the loudness function in a Taylor series, giv-
defines the loudnes&riances? andstandard devi- ing
ationoy,.

The second moment of the single-trial loudness

dL

L(I+AI=L{)+ AIE

where HOT representsgher—order termswhich we
The definitions given above cover the basic varghall ignore. If we solve for

ables. However many alternative forms (various nor-

-+ HOT,
I

3.1.1. Derived definitions

malizations) of these variables are used in the litera- AL = L(I+ AL = L{I) (29)
ture. These derived variables were frequently formerk find

with the hope of finding an invariance in the data. AL — AI@ (30)
This could be viewed as a form of modeling exer- ar|;”

cise that has largely failed (e.g., the near—miss to W& call this expression themall-JNDapproxima-
ber's law), and the shear number of combinationg,, The above shows that the loudness JND()

has led to serious confusions (Yost, 1994, p. 152} yg|ated to the intensity INDI(I) by the slope of
Each normalized variable is usually expressed in dB,c |oudness function, evaluated at intengityAc-
adding an additional unnecessary layer of confusi%rding to the signal detection model, the standard

to the picture. For examplenaskingis defined as yeyiation of the single-trial loudness is proportional
the masked threshold normalized by the unmaskgdine joudness IND namely

(quiet) threshold, namely

AL =doy. (31)
M =1;(1)/1;(0). . . . .
A more explicit way of expressing this assumption is
It is typically quoted in dB re sensation level (dB- AL o
SL) The intensity JND is frequently expressed as a —— (32)
relative JNDcalled theWeber fractiordefined by AL or

where we have assumed here #f{ah both the® and

J(I) = AL/ (26) ¥ domains is the same and thus cancels.

From the signal detection theory premise that = Loudness SNR:In a manner analogous to the
d'o; (Hartmann, 1997)/ is just the reciprocal of an ®—domain SNR, we define thel—domain loudness
effective signal to noise ratio defined as SNR as SNR(L) = L/or(L). Given Eq. 31, it fol-
lows that
SNR;(I) =1/o;(I) (27) SNR; = vSNR, (33)
since where v is the slope of the log—loudness function
J=dor/T=d/SNR;. (28) with respect to log—intensity. If we express the loud-

ness as a power law

27As a mnemonic, think of the as a “wiggle” associated with
randomness. L(I)=1T1"
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and letz = log(I) andy = log(L), theny = vz. If  If J is constant, then.. must be constant, which we
the change of with respect to dB SPL is small, thendenote by, (7) (we strike outl to indicate thatv, is
dy/dx ~ Ay/Ax ~ v. Sincedlog(y) = dy/y we not a function of intensity). This expectation, which

get is called Weber's law (Weber, 1988), has been suc-
AL/L =vAI/I. (34) cessfully applied to many human perceptions. We
refer the reader to the helpful and detailed review of

From Eq. 32, Eq. 33 follows. these questions by Viemeister (1988), Johnsbal.

Equation 33 is important becauga) it tells us (1993), and Moore (1982).
how to relate the SNRs between titeand ¥ do- Somewhat frustrating is the empirical observa-
mains,(b) every term is dimensionlesi) the equa- o that 7(1) is not constant for the most elemen-
tion is simple, sincev is approximately constantyary case of a pure tone (Riesz, 1928; Jestetdt,
above 40 dB SL (i.e., Stevens’ law), and becalihe 1977y This observation is referred to e near—
we are used to seeing and thinking of loudness, intefiiss to Weber's layMcGill and Goldberg, 1968b).
sity, and the SNR, on log scales, ands the slope |; remains unexplained why Weber's law holds as
on Iog-log scales. ) well as it does (Green, 1988, 1970, p. 721) (it holds
~ Counting JNDs: While the concept of count- approximately for the case of wide band noise), or
ing JNDs has been frequently discussed in the literayven why it holds at all. Given the complex and NL
ture, starting with Fechner, unfortunately the actualature of the transformation between thand¥ do-
counting formula (i.e., the equation) is rarely promains, coupled with the belief that the noise source
vided. As aresult of a literature search, we found thg in the U domain, it seems unreasonable that a law
formula in Nutting (1907), Fletcher (1923a), Wegehs simple as Weber’s law, could hold in any general
and Lane (1924), Riesz (1928), Fletcher (1929), anghy. A transformation of the JND from thiedomain

Miller (1947). to the® domain might clarify the situation.
To derive the JND counting formula, Eq. 30 is  Weber's law does make one simple prediction
rewritten as that is potentially important. From Eq. 36 along with
al _ ﬂ (35) Weber's law.Jo = J(/) we see that the formula for
Al AL the number of INDs is
Integrating over an interval gives the total number of I
intensity JNDs Ny = / ﬂ (37)
, ; n Jol
2 dl 2 dL 1
Ny = /h NS L AL (36) = J—Oln(IQ/Il). (38)

where L, = L(I;) and Ly = L(Iz). Each inte- Fechner's postulate In 1860 Fechner postu-
gral counts the total number of JNDs in a differentated that the loudness JNRL(I) is a constarit
way betweerl; and/, (Riesz, 1928; Fletcher, 1929).(Stevens, 1951; Fechner, 1966; Luce, 1993; Plack
The number of JNDs must be the same regardlessggfd Carlyon, 1995). We shall indicate such a con-
the domain (i.e., the abscissa variabie)pr w. stancy with respect td as AL(/) (as before, we
strike out thel to indicate thatA L is nota function

of intensity). As first reported by Stevens (1961), we
shall show that Fechner’s postulate is not generally

This section reviews some earlier empirical modef§Ue-
of the IND and its relation to loudness relevantto our The Weber—Fechner law.It is frequently stated
development. (Luce, 1993) that Fechner’s postulate

Weber’s Law In 1846 it was suggested by WebefAL(/)) and Weber's law {, = J(/)) lead to the
that.J(I) is independent of. According to Eq. 22 conclusion that the difference in loudness between

3.2. Empirical models

and Eq. 26 5 28\\e are only considering the auditory case of Fechner's more
J(I) =20, + af. general theory.
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any two intensities/; and I5 is proportional to the The Fletcher and Munson loudness data (Munson,
logarithm of the ratio of the two intensities, namely 1932) were determined for long duration tonal stim-
uli using the loudness balance method (Fletcher and
L) - L(h) _ 1, (/1)) (39) Munson, 1933), the method obnstant stimul{Yost,
AL Jo g2/ 41). 1994), and the assumption of additivity of partial

This comes from Eq. 36 by assuming Weber's Ia\I{gudness. Riesz's data were also determined for
and Fechner's Hypothesis. This result is caliegh- ng duration stimuli with just—detectable modula-

) . tion (i.e., they were tone-like sounds). Since the JND
ner's law (also called theNeber-Fechngr la It is depends on the modulation depth, as discussed in
not true because of the false assumptions.

the Definitionssection, Riesz’s JND data seem to be

ideal for this comparison since both the loudness data

3.3. Models of the IND and the JND data have minimal (and similar) modu-
lation parameters (Riesz’s continuous tonal stimuli,

Starting in 1923, Fletcher and Steinberg studigghich have just-detectable modulations, are more

loudness coding of pure tones, noise, and speeghe-like than gated 2AFC stimuli).

(Fletcher, 1923a,b; Fletcher and Steinberg, 1924;

Steinberg, 1925), and proposed that loudness was re-

lated to neural spike count (Fletcher and Munso#®;4. The direct estimate ofAL

1933), and even provided detailed estimates of the i )

relation between the number of spikes and the loudNe above discussion has

ness in sones (Fletcher, 1953b, Page 271). In 1943 drawn out the fundamental nature of the JND,

De Vries first introduced a photon counting Poisson

process model as a theoretical basis for the thresh&f)_Shown that the PIN loudness model holds below

of vision (De Vries, 1943). Siebert (1965) proposed © SOnes (5,000 LU) (The solid line in the lower
that Poisson—point—process noise, resulting from the 1ght panel of Fig. 11 below 5000 LU obeys the
neural rate code, acts as the internal noise that lim- PIN model, and the data for both tones and wide

its the frequency JND (Green, 1970; Jesteztcl. band noise fall close to this line below 5000 130)

1977). A ;ew years later (Siebert, 1968), and indgg) shown that above 5 sones the PIN model fails and
pendently® McGill and Goldberg (1968a) proposed  the joudness SNR remains constant.
that the Poisson internal noise (PIN) model might ac-

count for the intensity JND, but they did not find this ~ Given its importance, it is reasonable to estimate
to produce a reasonable loudness growth functioAL directly from its definition Eq. 29, using Riesz’s
Hellman and Hellman (1990) further refined the arA(I) and Fletcher and Munson’s 1933 estimate of
gument that Poisson noise may be used to relate thel)-

loudness growth to the intensity JND, and they found Miller's 1947 famous JND paper includes wide—
good agreement between the JND and realistic louband noise loudness—level results. We transformed

ness functions. these data to loudness using Fletcher and Munson
Given Poisson Noise, the variance is equal to tH&933) reference curve (i.e., Fig. 12(b) upper left).
mean, thus 3.4.1. Loudness growth, recruitment and the
AL(L) x VL. (40) OHC

This may be rewritten as? « L. We would expect
this to hold if the assumptions of McGill and Gold
berg (1968b) (i.e., the PIN model) are valid.

A direct estimate of AL(L) In the following
we directly compare the loudness—growth functio
of Fletcher and Munson to the number of INDg,

from Riesz (Riesz, 1928; Allen and Neely, 1997). 3°0ne sone is 975 LUs (Allen and Neely, 1997, page 3631), thus
5000 LUs =5.13 LU. From the loudness scale this correspands t
29\. Siebert, personal communication. a 1 kHz pure tone at 60 dB SL.

In 1924 Fletcher and Steinberg published an impor-

tant paper on the measurement of the loudness of

speech signals (Fletcher and Steinberg, 1924). In this
aper, when describing the growth of loudness, the
uthors state
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the use of the above formula involved a This compression/loss model of hearing and
summation of the cube root of the energy hearing loss, along with the loudness models of
rather than the energy Fletcher and Munson (1933), are basic to an even-

) ) _tual quantitative understanding of NL cochlear signal
This cube—root dependence had first been descrigd essing and the cochlea’s role in detection, mask-

by Fletcher the year before (Fletcher, 1923a). ing and loudness in normal and impaired ears. The
In 1930 Fletcher postulated that there was work by Fletcher (1950) and Steinberg and Gardner

monotonic relationship between central nerve firingg 937), and work on modeling hearing loss and re-
rates and loudness. Given a tonal stimulus at the eguitment (Allen, 1991) support this view.

drum, Stevens’ law says that the loudness is given by |, summary, many studies agree: The cube—root

L=L(fal)x I (41) loudness growth starts with the NL compression of
basilar membrane motion due to stimulus dependent
where{f,z, I} are the frequency, place and intenvoltage changes within the OHC.
sity of the tone, respectively. The exponenhas
been experimentally established to be in the range be- o
tween1/4 and1/3 for long duration pure tones at 13-5- Détermination of the loudness SNR

kHZ' _Fletcher and Munson .(1933) founds 1/4 at The pure-tone and wideband noise JND results may
high intensities and approximately 1 near thresholg.

Although apparently it has not been adequately do e summarized in terms of the loudness SNR
umentedy seems to be close to 1 for tiecruiting J
ear (Neely and Allen, 1997).

Recruitment: What is the source of Fletcher’s . .
cube root loudness growth (i.e., Stevens’ Law)? T%_For noise below 55 dB SL the loudness signal-

day we know that cochlear outer hair cells (OHC) arg ?(zlfe rg}g ?NES)E é;f/ ;]Le"?glrj%?]seesss? Sn?rﬁQ;Ubteh;
the source of the cube root loudness growth observed. - *: _b f f2wh h loud y the
by Fletcher, noise increases by a factor of 2 when the loudness in-

) . ) creases by a factor of 8. For levels above about 55 dB
From noise trauma experiments on animals a

, SNR;, (L) remains approximately constant with a

humans, we may conclude that recruitment (abngga|ye petween 20 and 60 for both tones and noise.
mal loudness growth) occurs in the cochlea (Carver, To the extent that the curves are all approximately

1978; Gardner, 1994). Steinberg and Gardngr . . .
(1937) described such a loss as a “variable Iosgme same across frequency, Fig. 12(a) provides a stim-
{us independent description of the relation between

(le., sensory-neural loss) and partial recrunmeg_‘e intensity JND and loudness. This invariance in

as a mixed loss (i.e., having a conductive comp SNR;, seems significant. Where the high level seg
) 3 ) -
nent) (Steinberg and Gardner, 1937, 1940). The ent of SNR, is constant, the intensity resolution of

anq Fo_wler ver|f|_ed the conductive component b%e auditory system has a fixed intermnelative res-
estimating the air-bone gap. In a comment t0

; o . .DOlution (Ekman, 1959). The obvious interpretation is
Fowler’s original presentation on loudness recruif;

ment in 1937, the famous anatomist Lorente de gat as the intensity 1s mc_reased from t_hr_eshold, the
. . . : neural rate—limited SNR increases until it saturates
theorized that recruitment is due to hair cell dam; . >
, : due to sometherdynamic range limit, such as that

age (Lorente de NO, 1937). Steinberg and Gardn Ue to some form of central nervous system (CNS)
clearly understood recruitment, as is indicated in thnoise y
following quote (Steinberg and Gardner, 1937, page ~ *

ata shown in Fig. 12(a) where we shaw./L =
'ISNRy,, as a function of loudness. As before we
separate frequencies into separate panels.

20) Near—miss to Stevens’ law. In Fig. 12(a) we
show a summary of (1), v(I), J(I) and AL/L
Owing to the expanding action of this = d'/SNRy, for the tone and noise data. For tones
type of loss it would be necessary to the intensity exponent(7) varies systematically be-
introduce a corresponding compression tween 0.3 and 0.4 above 50 dB SL, as shown by the
in the amplifier in order to produce the solid line in the upper-right panel. We have high-

same amplification at all levels. lighted this change in the power law with intensity
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fora 1 kHz tone in the upper-right panel with a light-3.6. Weber—fraction formula
solid straight line. It is logical to call this effect the _ ) ) _
near—miss to Stevens’ lagince it cancels the near—In this section we derive the relation between the We-

miss to Weber’s law, giving a constant relative louder fractionJ(I) given the loudnesg.(I) starting

ness JNDA L/ L for tones. from thesmall-IJND approximation
In the lower-right panel we provide a functional AL = ATL'(T 43
summary ofAL /L for both tones and noise with the D (43)
light-solid line described by whereL'(I) = dL/dI. If we solve this equation for
AT and divide byl we find
AL(L) . —1/2 _Al_ AL

Finally we substitute the SPIN model Eq. 42

whereh = /2 and Ly = 5000 LU (=~ 5 sones). We h(I)
call this relation the Saturated Poisson Internal Noise ~ J(I) = —
(SPIN) model. With these parameter values, Eq. 42 1L(1)

appears to be a lower bound on the relative loudnefgis formula is the same as that derived by Hellman
JIND, for both tones and noise. and Hellman (1990) wheh < L. In Fig. 12(b) we

In Fig. 12(a) the second top panel shows the ejtot Eq. 45 in the lower two panels labeled “SPIN
ponent/(]) [see Fig. 11], for both Fletcher and Mun-model.” From the lower—left panel of this figure,
son’s and Miller’s loudness growth function. In the, — 2.4 andL, = 10,000 LU. For levels between
lower—left panel we se&\I/I versusl for Miller's 0 and 100 dB SL, the SPIN model (solid curve) fit to
subjects, Miller's equation, and Riesz's JND equaiesz’s data and Riesz’s formula is excellent. Over
tion. In second from left bottom panel we show thenis 100 dB range the curve defined by the loudness
AL/L versusL for the noise and tones cases. Frofynction fits as well as the curve defined by Riesz’s
Eq. 34AL/L = v(I)J(I). Note how the product of formula (Allen and Neely, 1997). The excellent fit
v(I) andJ(I) is close to a constant for tones abovgives us further confidence in the basic assumptions
65 dB SL. This invariance justifies calling the variof the model.
ations in the power—law exponentl) for tones the In the lower—right panel we have superimposed

“near—miss to Stevens’ law.” For reference, 1 sonfe jND data of Jesteadt al. (1977) withh = 3
is 975 LU. The upper-left panel shows the Fletcheg;, 4 Lo = 10,000 LU for comparison to Eq. 45.

Munson loudness data from their Table Il (Fletchefy o jesteadst al. data were taken with gated stim-
and Munson, 1933). The upper—right panel is a plgf; (10096 modulation) and 2AFC methods. It is ex-
of the slope of the loudness with respect to intensilyacteq that the experimental method would lead to
(LU-cm/W). In the lower—left we show the relation, giterent value ofh than the valued required for
between the SPIN-model (Eq. 45 with= 2.4) réla-  pjas;'s data set. The discrepancy between 0 and 20
tive JND (solid line), calculated from the Fletcherg may be due to the 100% modulation for these
Munson loudness data, and the measured relatifgy, ;" The fit from 20 to 80 dB SL is less than a
JND obtained by (Riesz, 1928) at 1 kHz. We disgos maximum error, and much less in terms of rms

play both Riesz’s formula (dashed line) and Rieszg o Note the similarity in slope between the model
raw data (circles), which may be found in Fletcheg, 4 the data.

(1953, 1995). In the lower—right we compare the

SPIN-model relative JND (Eq. 45, with = 3.0),

and the relative JND computed from the Jestesdt 4. DISCUSSION AND SUMMARY

al. formula (dashed line) and data from their Table

B-I (circles). They measured the JND using pulseldispired by the Poisson internal noise (PIN) based
tones for levels between 5 and 80 dB. For referendbgeory of Hellman and Hellman (1990), we have de-
1 soneis 975 LU. veloped a theoretical framework that can be used to

(min(L(I), Lo)] /> (45)
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explore the relationship between the pure—tone loudlellman and Hellman theory must be modified to
ness and the intensity JND. The basic idea is t@ork at these higher intensities.
combine Fletcher’s neural excitation response pattern weber's law. It is significant that while both

model of loudness with signal detection theory. Weg (1) andv (1) vary with intensity, the product is con-
defined a random decision variable called the singletant above 60 dB SL. Given thdt = d' /vSNRy,

trial loudness. Theneanof this random variable is the saturation in SNR explains Weber's law for
the loudness, while itstandard deviatioris propor- wideband Signa|s (Since and SNR, for that case
tional to the loudness JND. We define the loudnegge constant) as well as the near—miss to Weber’s law

signal—to—noise ratio SNRas the ratio of loudnessfor tones, where is not constant (the near—miss to
(the signal) to standard deviation (a measure of tfevens’ law, Fig. 12(a)).

noise). Generalization to other data. If o (L, /) de-
pends onL, and is independent of, then the
4.1. Model validation SNR;, (L) should not depend on the nature of the
function L(I) (i.e., it should be true for any.(I)).
To evaluate the model we have compared the loudhis prediction is supported by our analysis summa-
ness data of Fletcher and Munson (1933) with the inized by Eq. 42. It will be interesting to see how
tensity JND data of Riesz (1928), for tones. A similaBNR;, depends onl and I for subjects having a
comparison was made for noise using loudness ahearing—loss induced recruitment, and how well this
intensity JND data from Miller (1947). We were abléheory explains other data in the literature, such as
to unify the tone and noise data by two equivaledoudness and JNDs with masking induced recruit-
methods. First, since the loudness SNR is propanent (Schlauch, Harvey, and Lanthier, 1995).
tional to the ratio of the loudness to the INDJAL, Conditions for model validity. To further test
the SNR is also a piecewise power-law function wie SPIN model, several conditions must be met.
call the SPIN model. All the data are in excellenkirst the loudness and the JND must have been mea-
agreement with the SPIN model, providing suppoBured under the same stimulus conditions. Second,
for the validity of this theory. the internal noise must be the dominant factor in de-
termining the JND. This means that the stimuli must
be frozen (or have significant duration and band-
width), and the subjects well trained in the task. As
The SPIN model. Equation 42 summarizes our re{n€ signal uncertainty begins to dominate the inter-
sults on the relative loudness JND for both tones afi@ NOISe, as it does in the cases of roving the stim-
noise. Using this formula along with Eq. 33, the JNDYIUS, the intensity JND will become independent of
may be estimated for tones and noise once the lodfi€ loudness.
ness has been determined, by measurement, or byAs discussed by Stevens and Davis (Stevens and
model. Fechner’s postulate, that the loudness JNDR&wis, 1938b, p. 141-143), JND data are quite sensi-
constant, is not supported by our analysis, in agreé€ to the modulation conditions. The Riesz (1928)
ment with Stevens (1961). and Munson (1932) data make an interesting compar-
The PIN model. The success of the PIN modelSON because they are taken under steady—state con-

is consistent with the idea that pure—tone loudnessd&ions and are long duration tonal signals. Both sets
based on neural discharge rate. This theory shofifj€xPerimental data (i.e., Riesz and Munson) were

apply between threshold and moderate intensitif&e€n in th? same laboratory within a few years of
(e.g.,< 60 dB) for “frozen stimuli” where the JND is each othef! Riesz (1928) states that he used the

limited by internal noise. same methods as Wegel and Lane (1924), and it is

CNS noise. Above 60 dB SL we find that the I|kely.that Munsgn (193_2) did as V\_IE.}”'
loudness signal—to—noise ratio saturated with a cop- Differences in the signal conditions are the most

stant loudness SNR between 30 and 50 for both tH&elY explanation for the differences observed in the
tone and noise conditions, as summarized by EK-s1n 1928 wegel, Riesz, and Munson were all members of
man’s law (Ekman, 1959). We conclude that theletcher's department.

4.2. The noise model
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intensity JND measurements of Riesz and Jesteadtation, edited by J. B. Allen (Acoustical Society of
shown in Fig. 12(b). One difference between the America, Woodbury, New York), pp. A1-A34.
data of Riesz (1928) and Jesteattl. (1977) is that ) .

Riesz varied the amplitude of the tones in a sinusoidallen, J. B. (1996), “DeRecruitment by multiband
manner with a small (i.e., just detectable) modulation cOmpression in hearing aids,” Psychoacoustics,
index, while Jestead al. alternated between two in-  Speech, and hearing aidsdited by B. Kollmeier
tervals of different amplitude, requiring that the tones (World Scientific Press, Singapore), pp. 141-152.

be gated on and off (i.e., a 100% modulation index)Allen 3. B. (pr. 1996b). “Harvey Fletcher's role

. The r!eural- response to fransient portions of 2in the creation of communication acoustics,” J.
stimulus is typically larger than the steady-state re- Acoust. Soc. Am9Y(4), 1825-1839.
sponse (e.g., neural overshoot) and, therefore, may
dominate the perception of stimuli with large abruph|len, J. B. 1997), “OHCs shift the excitation pat-
Changes in amplitude. The fact that the intensity JND tern via BM tension"’ irDiversiw in auditory me-
is sensitive to the time interval between two tones chanics edited by E. Lewis, G. Long, R. Lyon,
of different amplitude (Stevens and Davis, 1938b) is p_ Narins, C. Steele, and E. Hecht-Poinar (World
another indication that neural overshoot may play a scientific Press, Singapore), pp. 167—175.
role.

It would be interesting to check the SPIN modefllen, J. B. Sep. 199B), "A Short History of
on loudness and JND data taken using gated sig-Telephone Psychophysics,” J. Audio Eng. Soc.
nals, given the observed sensitivity to the modula- Reprint 4636, 1-37.
tion. While these JND data are available (Jesteadt . . .
Wier, and Green, 1977), one would need loudne&dlen. J. B. (199%), “Derecruitment by Multiband

data taken with identical (or at least similar) modu- COMPression in hearing aids,” ifhe Efferent Au-
lations. We are not aware of such data. ditory Systemedited by C. Berlin (Singular, 401
West A St., Suite 325, San Diego, CA 92101),

chap. 4, pp. 73-86, includes a CDROM video talk

u Allen, J. B. 199%), “Psychoacoustics,” iViley En-
Abbas, P. and Sachs, MJgn. 1979, "Two-tone cyclopedia of Electrical and Electronics Engineer-

suppression in auditory—nerve fibers: Extension of ing, edited by J. Webster (John Wiley & Sons, Inc
a stimulus—response relationship,” J. Acoust. Soc.Ng\’N York N)\/()'vol 17, pp 422_43%/ B

Am. 59(1), 112-122.

Allen, J. B. 002, “Nonlinear Cochlear Signal Pro-
cessing,” inPhysiology of the Ear, Second Edition
edited by A. Jahn and J. Santos-Sacchi (Singular
Thomson Learning, 401 West A Street, Suite 325
San Diego, CA 92101), chap. 19, pp. 393—-442.

Allen, J. B. (1977, “Cochlear micromechanics - A
mechanism for transforming mechanical to neural
tuning within the cochlea,” J. Acoust. Soc. A62,
930-939.

Allen, J. B. (1980, “Cochlear micromechanics: A
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On the left we see all the major structures of the cochlea. thtee chambers are filled with fluid. Reissner’s
membrane is an electrical barrier and is not believed to @lmechanical role. The right panel shows the inner and
outer hair cells, pillar cells and other supporting struesi the basilar membrane (BM), and the tectorial membrane

(TM). © o e e e e e e e e e e e e e 37

On the left se see the basic 2-D box-model of the cochlea, antieright the 1924 Wegel and Lane electrical
equivalent CircUit. . . . . . . . . e e e e e e e e e e e e 37

On the left showing the impedance, the region labdle@dX) is the region dominated by the stiffness and has
impedanceX (X)/s. The region labeled! is dominated by the mass and has impedaride The characteristic

places for 1 and 8 kHz are shown &g;. The resonance frequency depends on place according tothéear map

function as shown by the plot on the left. éitical bandwidthA ;(f) and acritical spreadA .. (X) area related

through the cochlear map.. . . . . . . o v« v i i e e e e e e e e e e e e e 38

There are 6 numbers that characterize every curve, thrpesslh , Sz, S3), in dB/oct, two frequenciesFg, Fs),

and theExcess-gaircharacterizes the amount of gainfgf relative to the gain defined by1. The Excess-gain
depends on the input level for the case of a nonlinear regdiesthe cochlea. Rhode found up85 dB of excess

gain at 7.4 kHz and 55 dB SPL, relative to the gain at 105 dB $fam of the 55 dB SPL curve of Fig. 4(a) (the

most sensitive case), and his Tablé{,= 9, So = 86, andSs = —288 (dB/oct)), Fz =5 kHz, F¢ = 7.4 kHz, and
anexcess gaif 27 dB. Rhode reportef; = 6 dB/oct, but 9 seems to be a better fit to the data, so 9 dBJabei

value we have used for our COMPAriSONS.. . . . . . v v v v v v v v e e e e e e e e e e e 38

Block flow diagram of the inner ear (Allen, 1997a).. . . . . . v v .« ot e e e e e e e e 39

On the left we see the psychoacoustic measure of 2TS, chbeabward spread of masking. On the right are related
measures taken in the auditory nerve by a procedure calledame suppression (2TS). Low-side and high-side
masking or suppression have very different thresholds lpes. These suppression slopes and thresholds are very
similar between 2TS and the USM.. . . . . . . . v v v v i i e e e e e e e e e e e e e 39

On the left are shown the definitions used in 2TS, while on ithiet we see 2TS in in a cat neural tuning curve. A

cat neural tuning curve taken with various “low-side” sigg®ors present (suppressor below the best frequency), as
indicated by the symbols. The tuning curve with the lowestghold is for no suppressor. When the suppressor
changes by 20 dB, thEs threshold changes by 36 dB. Thus for a 2 kHz neuron, the skoB6/R0, or 1.8. These
numbers are similar to those measure by Delgutte (1990.Rascal =94dBSPL.. . . . . . . . . . . .. 40

On the far left is the electrical equivalent circuit modebaf OHC with thermal noise sources due to the cell leakage
resistance Johnson and shot naigeand the Brownian motion of the cilia, represented by theag@tnoise source

vp. The cilia forcef. and velocityé. are the stimulus (input) variables to theRWARD TRANSDUCTION and are
loaded by the mechanical impedance of the cilia viscous dragd compliance. When the cilia move, current
flows into the cell charging the membrane capacitance argdfanging the membrane voltage,. This membrane
capacitanc€', (Vi) is voltage dependent (i.e., it is NL). The membrane voltagediso been shown to control the
cell's soma axial stiffness. It follows that the axial foEe(Vyy, ) the cell can deliver, and the axial veloci (Vi)

of the cell, must also depend on the membrane voltage. Théspréetails of how all this works is unknown. . . 40

The tuning curves shown by the dashed lines are the averagjpgdé nerve fiber responses from six cats obtained
by M. C. Liberman and B. DeIgUIte. . . . v v v v v v v v e e e e e e e e e e e e e e e e e e 41

In (a) results of model calculations by Sen and Allen (2006)shown of a NL BM stiffness model. On the right
shows a cartoon of what might happen to the excitation pattéa low-level probe when a suppressor is turned

on given such a nonlinearity. The presence of the suppressizes the probe to be suppressed and shifted slightly
toward the base when the stiffness is decreased with irenidagel. It may be inferred from Fig. 3(a) that if the BM
stiffness is reduced the location of the maximum will stofthie base, as is seen inreal data.. . . . . . . . . 41
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This figure summarizes all the historical ideas about pspiiisics and the relations between dhandW¥ variables.

Along the abscissa we have the physical variable, interaityt along the ordinate, the psychological variable loud-
ness. The curve represents the loudness, on a log-intéagifpudness set of scales. A JND in loudness is shown
asAL and it depends on loudness, as described bytiisson internal nois@PIN) model shown in the box on the

left. Fechner assumed thAtL. was constant, which we now know to be incorrect. The louddbH3 is reflected

back into the physical domain as an intensity JNID, which also depends on level. Weber's law, is therefore not
true in general (but is approximately true for wide-bandsedi Our analysis shows that the loudness SNR and the
intensity SNR must be related by the slope of the loudnessthrfunction, as given by Eq. 33. These relations are
verified in Fig. 12(a), as discussed in detail in Allen and IN¢2997). . . . . . . . . . . . . . ... . .. 42
(a) In 1947 Miller measured the JNand the loudness—level for two subjects using wideband hatetlinoise
(0.15-7 kHz) for levels between 3 and 100 dB SL. The noiseh(dias) and pure tone (solid line) loudness are
shown in the upper-left panel. The similarity betwe®h /L derived from the loudness curves for pure tones and

for noise provide an almost perfect fit to the SPIN model. Wwhigsults from assuming the noise is neural point-
process noise. See the text for a summary of these resultegbof the SPIN model against the classic results of
Riesz (1928); Jesteadt al. (1977). . . . v v v v v i e e e e e e e e e e e e e e e 43
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(a) Cross-section through the cochlear duct (b) Cross-section through the Organ of Corti.

Figure 1: on the left we see all the major structures of the cochlea.tfiite® chambers are filled with fluid. Reissner's membrane is
an electrical barrier and is not believed to play a mechanide. The right panel shows the inner and outer hair cellfaricells and
other supporting structures, the basilar membrane (BM),tae tectorial membrane (TM).

Tectorial Membrane Helicotrema
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BASE APEX

x=0 xX=L
(a) TheBase(z=0) is the high frequency end of the cochlea whilg€b) The model is built from a cascade of electrical sec-
the Apex(z = L) carries the low frequencies. tion.

Figure 2: On the left se see the basic 2-D box-model of the cochlea, anbieoright the 1924 Wegel and Lane electrical equivalent
circuit.
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(a) Plot of the log-magnitude of the impedance as a functigtece (b) Cochlear map of the cat following Liberman and
for two different frequencies of 1 and 8 kHz. Dodds.

Figure 3: On the left showing the impedance, the region labéigdy) is the region dominated by the stiffness and has impedance
K (X)/s. The region labeled! is dominated by the mass and has impedaiide The characteristic places for 1 and 8 kHz are shown
as Xt The resonance frequency depends on place according tmthéear map functignas shown by the plot on the left. gxitical

bandwidthA ¢ (f) and acritical spreadA . (X') area related through the cochlear map.
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(a) This panel shows a reproduction of Figure 9a panéb) Basic definition of the 6 parameters for characterizing a

B from Rhode (1978), showing the response of thtuning curve: slopes, Sz, Ss, frequenciesi; and I, s,

basilar membrane for his most sensitive animal. Thend the Excess-gain.

graduals along the abscissa are at 0.1, 1.0 and 10.0

kHz.
Figure 4: There are 6 numbers that characterize every curve, thrpessi8y, Sa, S3), in dB/oct, two frequenciesFg, Fg), and
the Excess-gaircharacterizes the amount of gainF relative to the gain defined by1. The Excess-gain depends on the input level
for the case of a nonlinear response like the cochlea. Rimd&lfup to~35 dB of excess gain at 7.4 kHz and 55 dB SPL, relative to
the gain at 105 dB SPL. From of the 55 dB SPL curve of Fig. 4@ (host sensitive case), and his Tablg4,= 9, So = 86, and
S3 = —288 (dB/oct)), Fz = 5 kHz, Ft = 7.4 kHz, and arexcess gairof 27 dB. Rhode reporte, = 6 dB/oct, but 9 seems to be a
better fit to the data, so 9 dB/oct is the value we have usediiocanparisons.



Springer Handbook on Speech Processing and Speech Conatiomic 39

INPUT BIGNAL MIDDLE

—_—
EAR COCHLEAR FLUID

BM IMPEDANCE

K.bm'-r Va.rac' J

SLOW ACTING
ACTIVE FEEDBACK

OQUTER HAIR CELLS

INNER HAIR CELLS

AUDITORY NERVE

Figure 5: Block flow diagram of the inner ear (Allen, 1997a).
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(a) Upward spread of masking as characterize(b) Two-tone suppression (2TS) 1O functions from Fig. 8 obab
by Wegel and Lane in 1924. The solid lines corand Sachs (1976). On the left is low-side suppression andhen t
respond to the probe being higher than the 406ght we see high-side suppression. In 2TS the suppresays e
Hz masker, while the dashed lines correspontble of the masker and the probe the role of the maskee. Natéth
to the 400 Hz probe lower than the masker. Otthreshold of suppression for low-side suppressor (masgerpse
the left we see upward spread of masking funco 70 dB SPL, which is similar to human low-side suppresstes,
tions from Wegel and Lane for a 400 Hz lowcase of the Wegel and Lane USM (left) (60-70 dB-SPL). The bnse
frequency masker. The abscissa is the maskef suppression for high-side suppressors is close to thensuCF
intensity 7,,, in dB-SL while the ordinate is threshold of 50 dB, as elaborated further in Fig. 7(a).

the threshold probe intensify; (1, ) in dB-SL.

The frequency of the prob¢),, expressed in

kHz, is the parameter indicated on each curve.

The dashed box shows that the masking due to

a 1 kHz tone becomes more than that at 450 Hz,

for a 400 Hz probe. This is the first observa-

tion of excitation pattern migratiorwith input

intensity.

Figure 6: On the left we see the psychoacoustic measure of 2TS, céiéedpward spread of masking. On the right are related
measures taken in the auditory nerve by a procedure calledame suppression (2TS). Low-side and high-side maskisgppression
have very different thresholds and slopes. These suppreskipes and thresholds are very similar between 2TS arldShé
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(a) Definitions of 2TS low-side masking procedure

(b) Example of 2TS (low-side masking) in the Cat AN.

Figure 7: Onthe left are shown the definitions used in 2TS, while onitjtet we see 2TS in in a cat neural tuning curve. A cat neural
tuning curve taken with various “low-side” suppressorsspre (suppressor below the best frequency), as indicatéaebsymbols. The
tuning curve with the lowest threshold is for no suppres®éiien the suppressor changes by 20 dB Haghreshold changes by 36 dB.
Thus for a 2 kHz neuron, the slope is 36/20, or 1.8. These nts1dre similar to those measure by Delgutte (1990b). OneaPas$
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Figure 8: On the far left is the electrical equivalent circuit modelasf OHC with thermal noise sources due to the cell leakage
resistance Johnson and shot naigeand the Brownian motion of the cilia, represented by theag@tnoise sources. The cilia force

fe and velocityé . are the stimulus (input) variables to theRWARD TRANSDUCTION and are loaded by the mechanical impedance of
the cilia viscous drag and compliance. When the cilia move, current flows into the cell charging ttembrane capacitance and thus
changing the membrane voltafg,. This membrane capacitan€g, (Vi) is voltage dependent (i.e., it is NL). The membrane voltage
has also been shown to control the cell's soma axial stiéinégfollows that the axial forcé”. (V) the cell can deliver, and the axial
velocity V. (Vi) of the cell, must also depend on the membrane voltage. Théspréetails of how all this works is unknown.
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(a) Comparison between neural data and the computed mo¢t®l Comparison between neural data computed tuning curves
excitation patterns from Allen’s passive RTM model (tramsf from Neely’s active model (Neely, 1992). This CA model
function format). This CA model assumes an IHC cilia bunassumes an IHC cilia bundle displacement of 300 pm (0.3
dle displacement of about 50 pm at the neural rate thresholtn) at the neural rate threshold.

Figure 9: The tuning curves shown by the dashed lines are the averagjegté nerve fiber responses from six cats obtained by M
C. Liberman and B. Delgutte.

Neural Tuning for 5 kHz tonal stimulus (14 — 124 dB SPL)
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(a) Compression in the NL-RTM model. Note how(b) Cartoon showing the effect of a low-side masker on a high
the response at the peak is reduced as the BM stiffnefssquency tone as a function of position along the basilanme
changes, causing the peak to shift to the base. As thisane. When the suppressor is turned on the CF of the high-
happens the response in the tail region betw@ern frequency probe becomes less sensitive and shifts to higher

X < 0.3 cm becomes more sensitive, and thus showguencies. We model this effect in the panel on the left as BM

an expansive NL response. All of these effects hawiffness that depends on level (i.& (1s)).
been seen in real BM data.

Figure 10: In (a) results of model calculations by Sen and Allen (2066)shown of a NL BM stiffness model. On the right shows
a cartoon of what might happen to the excitation pattern ofalével probe when a suppressor is turned on given such liearity.
The presence of the suppressor causes the probe to be sgaopegrl shifted slightly toward the base when the stiffnesiecreased

with increased level. It may be inferred from Fig. 3(a) tahe BM stiffness is reduced the location of the maximum weflft to the
base, as is seen in real data.
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Figure 11: This figure summarizes all the historical ideas about psysiisics and the relations between theand ¥ variables.
Along the abscissa we have the physical variable, intenaityd along the ordinate, the psychological variable loggheThe curve
represents the loudness, on a log-intensity log-loudnetssfscales. A JND in loudness is shown/ag and it depends on loudness,
as described by thRoisson internal noisg?IN) model shown in the box on the left. Fechner assumedXtiatvas constant, which we
now know to be incorrect. The loudness JND is reflected backtire physical domain as an intensity JXJ, which also depends on
level. Weber’s law, is therefore not true in general (butppraximately true for wide-band noise). Our analysis shthas the loudness
SNR and the intensity SNR must be related by the slope of thinkess growth function, as given by Eq. 33. These relationsezified
in Fig. 12(a), as discussed in detail in Allen and Neely (2997
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(&) The direct derivation ofAL based on pure tone JND and(b) Test of the model derived on the left based on a comparison
loudness data data from Miller (1947); Riesz (1928); Flet@nd between loudness data and intensity JND data at 1 kHz, using t
Munson (1933). SPIN model.

Figure 12: (a) In 1947 Miller measured the JNand the loudness—level for two subjects using wideband tatetiinoise (0.15-7
kHz) for levels between 3 and 100 dB SL. The noise (dash lind)ure tone (solid line) loudness are shown in the uppérptafel.
The similarity betwee\ L/ L derived from the loudness curves for pure tones and for roiséde an almost perfect fit to the SPIN
model. which results from assuming the noise is neural gmotess noise. See the text for a summary of these resh)t$egt of the
SPIN model against the classic results of Riesz (1928)eddstt al. (1977).



