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Foreword

J. L. Flanagan

Professor Emeritus
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Over the past three decades digital signal processing has emerged as a recognized
discipline. Much of the impetus for this advance stems from research in representation,
coding, transmission, storage and reproduction of speech and image information. In
particular, interest in voice communication has stimulated central contributions to
digital filtering and discrete-time spectral transforms.

This dynamic development was built upon the convergence of three then-evolving
technologies: (i) sampled-data theory and representation of information signals (which
led directly to digital telecommunication that provides signal quality independent of
transmission distance); (ii) electronic binary computation (aided in early implementa-
tion by pulse-circuit techniques from radar design); and, (iii) invention of solid-state
devices for exquisite control of electronic current (transistors – which now, through mi-
croelectronic materials, scale to systems of enormous size and complexity). This timely
convergence was soon followed by optical fiber methods for broadband information
transport.

These advances impact an important aspect of human activity – information ex-
change. And, over man’s existence, speech has played a principal role in human
communication. Now, speech is playing an increasing role in human interaction with
complex information systems. Automatic services of great variety exploit the comfort
of voice exchange, and, in the corporate sector, sophisticated audio/video teleconfer-
encing is reducing the necessity of expensive, time-consuming business travel. In each
instance an overarching target is a user environment that captures some of the nat-
uralness and spatial realism of face-to-face communication. Again, speech is a core
element, and new understanding from diverse research sectors can be brought to bear.

Editors-in-Chief Benesty, Sondhi and Huang have organized a timely engineer-
ing handbook to answer this need. They have assembled a remarkable compendium
of current knowledge in speech processing. And, this accumulated understanding can
be focused upon enlarging the human capacity to deal with a world ever increasing in
complexity. Benesty, Sondhi and Huang are renowned researchers in their own right,
and they have attracted an international cadre of over 80 fellow authors and collab-
orators who constitute a veritable Who’s Who of world leaders in speech processing
research. The resulting book provides under one cover authoritative treatments that
commence with the basic physics and psychophysics of speech and hearing, and range
through the related topics of computational tools, coding, synthesis, recognition, and
signal enhancement, concluding with discussions on capture and projection of sound
in enclosures. The book can be expected to become a valuable resource for researchers,
engineers and speech scientists throughout the global community. It should equally
serve teachers and students in human communication, especially delimiting knowledge
frontiers where graduate thesis research may be appropriate.

Warren, New Jersey Jim Flanagan
October 2007
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Preface

Jacob Benesty

M. Mohan Sondhi

Yiteng Huang

The achievement of this Springer Handbook is the result of a wonderful journey that
started in March 2005 at the 30th International Conference on Acoustics, Speech, and
Signal Processing (ICASSP). Two of the editors-in-chief (Benesty and Huang) met in
one of the long corridors of the Pennsylvania Convention Center in Philadelphia with
Dr Dieter Merkle from Springer. Together we had a very nice discussion about the con-
ference and immediately an idea came up for a handbook. After a short discussion we
converged without too much hesitation on a handbook of speech processing. It was
quite surprising to see that, even after 30 years of ICASSP and more than half a century
of research in this fundamental area, there was still no major book summarizing the im-
portant aspects of speech processing. We thought that the time was ripe for such a large
project. Soon after we got home, a third editor-in-chief (Sondhi) joined the efforts.

We had a very clear objective in our minds: to summarize, in a reasonable number
of pages, the most important and useful aspects of speech processing. The content was
then organized accordingly. This task was not easy since we had to find a good balance
between feasible ideas and new trends. As we all know, practical ideas can be viewed
as old stuff while emerging ideas can be criticized for not having passed the test of
time; we hope that we have succeeded in finding a good compromise. For this we relied
on many authors who are well established and are recognized as experts in their field,
from all over the world, and from academia as well as from industry.

From simple consumer products such as cell phones and MP3 players to more-
sophisticated projects such as human–machine interfaces and robots that can obey
orders, speech technologies are now everywhere. We believe that it is just a matter of
time before more applications of the science of speech become impossible to miss in
our daily life. So we believe that this Springer Handbook will play a fundamental role
in the sustainable progress of speech research and development.

This handbook is targeted at three categories of readers: graduate students of speech
processing, professors and researchers in academia and research labs who are active
in this field, and engineers in industry who need to understand or implement specific
algorithms for their speech-related products. The handbook could also be used as a text
for one or more graduate courses on signal processing for speech and various aspects
of speech processing and applications.

For the completion of such an ambitious project we have many people to thank.
First, we would like to thank the many authors who did a terrific job in delivering very
high-quality chapters. Second, we are very grateful to the members of the editorial
board who helped us so much in organizing the content and structure of this book, tak-
ing part in all phases of this project from conception to completion. Third, we would
like to thank all the reviewers, who helped us to improve the quality of the mater-
ial. Last, but not least, we would like to thank the Springer team for their availability
and very professional work. In particular, we appreciated the help of Dieter Merkle,
Christoph Baumann, Werner Skolaut, Petra Jantzen, and Claudia Rau.

We hope this Springer Handbook will inspire many great minds to find new research
ideas or to implement algorithms in products.

Montreal, Basking Ridge, Murray Hill Jacob Benesty
October 2007 M. Mohan Sondhi

Yiteng Huang
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Introduction1. Introduction to Speech Processing

J. Benesty, M. M. Sondhi, Y. Huang

In this brief introduction we outline some major
highlights in the history of speech processing. We
briefly describe some of the important applications
of speech processing. Finally, we introduce the
reader to the various parts of this handbook.

1.1 A Brief History of Speech Processing ....... 1

1.2 Applications of Speech Processing .......... 2

1.3 Organization of the Handbook............... 4

References .................................................. 4

1.1 A Brief History of Speech Processing

Human beings have long been motivated to create ma-
chines that can talk. Early attempts at understanding
speech production consisted of building mechanical
models to mimic the human vocal apparatus. Two such
examples date back to the 13th century, when the Ger-
man philosopher Albertus Magnus and the English
scientist Roger Bacon are reputed to have constructed
metal talking heads. However, no documentation of
these devices is known to exist. The first documented
attempts at making speaking machines came some five
hundred years later. In 1769 Kratzenstein constructed
resonant cavities which, when he excited them by a vi-
brating reed, produced the sounds of the five vowels a,
e, i, o, and u. Around the same time, and independently
of this work, Wolfgang von Kempelen constructed
a mechanical speech synthesizer that could generate
recognizable consonants, vowels, and some connected
utterances. His book on his research, published in 1791,
may be regarded as marking the beginnings of speech
processing. Some 40 years later, Charles Wheatstone
constructed a machine based essentially on von Kempe-
len’s specifications [1.1–3].

Interest in mechanical analogs of the human vocal
apparatus continued well into the 20th century. Mimics
of the type of von Kempelen’s machine were con-
structed by several people besides Wheatstone, e.g.,
Joseph Faber, Richard Paget, R. R. Riesz, et al.

It is known that as a young man Alexander Graham
Bell had the opportunity to see Wheatstone’s imple-
mentation. He too made a speaking machine of that
general nature. However, it was his other invention –
the telephone – that provided a major impetus to mod-
ern speech processing. Nobody could have guessed at
that time the impact the telephone would have, not only

on the way people communicate with each other but
also on research in speech processing as a science in
its own right. The availability of the speech waveform
as an electrical signal shifted interest from mechanical
to electrical machines for synthesizing and processing
speech.

Some attempts were made in the 1920s and 1930s
to synthesize speech electrically. However it is Homer
Dudley’s work in the 1930s that ushered in the modern
era of speech processing. His most important contribu-
tion was the clear understanding of the carrier nature of
speech [1.4]. He developed the analogy between speech
signals and modulated-carrier radio signals that are used,
for instance, for the transmission or broadcast of audio
signals. In the case of the radio broadcast, the message to
be transmitted is the audio signal which has frequencies
in the range of 0–20 kHz. Analogously, the message to
be transmitted in the case of speech is carried mainly by
the time-varying shape of the vocal tract, which in turn
is a representation of the thoughts the speaker wishes to
convey to the listener. The movements of the vocal tract
are at syllabic rates, i. e., at frequencies between 0 and
20 Hz. In each case – electromagnetic and acoustic – the
message is in a frequency range unsuitable for transmis-
sion. The solution in each case is to imprint the message
on a carrier. In the electromagnetic case the carrier is
usually a high-frequency sinusoidal wave. In the acous-
tic case the carrier can be one of several signals. It is
the quasi periodic signal provided by the vocal cords for
voiced speech, and a noise-like signal provided by turbu-
lence at a constriction for fricative and aspirated sounds.
Or it can be a combination of these for voiced fricative
sounds. Indeed, the selection of the carrier as well as the
changes in intensity and fundamental frequency of the
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2 Introduction

vocal cords may be conveniently regarded as additional
parts of the message.

Being an electrical engineer himself, Dudley pro-
ceeded to exploit this insight to construct an electrical
speech synthesizer which dispensed with all the mech-
anical devices of von Kempelen’s machine. Electrical
circuits were used to generate the carriers. And the mes-
sage (i. e., the characteristics of the vocal tract) was
imprinted on the carrier by passing it through a time-
varying filter whose frequency response was adjusted to
simulate the transfer characteristics of the vocal tract.

With the collaboration of Riesz and Watkins, Dud-
ley implemented two highly acclaimed devices based on
this principle – the Voder and the Vocoder. The Voder
was the first versatile talking machine able to produce
arbitrary sentences. It was a system in which an opera-
tor manipulated a keyboard to control the sound source
and the filter bank. This system was displayed with great
success at the New York World Fair of 1939. It could
produce speech of much better quality than had been
possible with the mechanical devices, but remained es-
sentially a curiosity. The Vocoder, on the other hand
had a much more serious purpose. It was the first at-
tempt at compressing speech. Dudley estimated that
since the message in a speech signal is carried by the
slowly time-varying filters, it should be possible to send
adequate information for the receiver to be able to re-
construct a telephone speech signal using a bandwidth
of only about 150 Hz, which is about 1/20 the bandwidth
required to send the speech signal. Since bandwidth
was very expensive in those days, this possibility was
extremely attractive from a commercial point of view.

We have devoted so much space here to Dudley’s
work because his ideas were the basis of practically all
the work on speech signal processing that followed. The
description of speech in terms of a carrier (or excita-
tion function) and its modulation (or the time-varying
spectral envelope) is still – 70 years later – the basic
representation. The parameters used to quantify these
components, of course, have evolved in various ways.
Besides the channel Vocoder (the modern name for Dud-
ley’s Vocoder) many other types of Vocoders have been
invented, e.g., formant Vocoder, voice-excited Vocoder.

Besides speech compression, Dudley’s description was
also considered for other applications such as secure
voice systems, and the sound spectrograph and its use
for communication with the deaf.

Unfortunately, the quality achieved by analog imple-
mentations of Vocoders never reached a level acceptable
for commercial telephony. Nevertheless they found use-
ful applications for military purposes where poor speech
quality was tolerated. The Vocoder representation was
also the basis of a speech secrecy system that found
extensive use during World War II.

Another example of an analog implementation of
Dudley’s representation is the sound spectrograph. This
is a device that displays the distribution of energy in
a speech signal as a function of frequency, and the evo-
lution of this distribution in time. This tool has been
extremely useful for investigating properties of speech
signals. A real time version of the spectrograph was in-
tended for use as a device for communication with the
deaf. That, however, was not very successful. A few
people were able to identify about 300 words after
100 hours of training. However, it turned out to be too
difficult a task to be practical.

During more than three decades following Dudley’s
pioneering work, a great amount of research was done
on various aspects and properties of speech – properties
of the speech production mechanisms, the auditory sys-
tem, psychophysics, etc. However, except for the three
applications mentioned above, little progress was made
in speech signal processing and its applications. Ex-
ploitation of this research for practical applications had
to wait for the general availability of digital hardware
starting in the 1970s. Since then much progress has been
made in speech coding for efficient transmission, speech
synthesis, speech and speaker recognition, and hearing
aids [1.5–7]. In the next section we discuss some of these
developments.

Today, the area of speech processing is very vast and
rich as can be seen from the contents of this Handbook.
While we have made great progress since the invention
of the telephone, research in the area of speech process-
ing is still very active, and many challenging problems
remain unsolved.

1.2 Applications of Speech Processing

As mentioned above, one of the earliest goals of speech
processing was that of coding speech for efficient
transmission. This was taken to be synonymous with

reduction of the bandwidth required for transmitting
speech. Several advances were needed before the mod-
ern success in speech coding was achieved. First, the
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Introduction to Speech Processing 1.2 Applications of Speech Processing 3

notions of information theory introduced during the
late 1940s and 1950s brought the realization that the
proper goal was the reduction of information rate rather
than bandwidth. Second, hardware became available to
utilize the sampling theorem to convert a continuous
band-limited signal to a sequence of discrete samples.
And quantization of the samples allowed digitization of
a band-limited speech signal, thus making it usable for
digital processing. Finally, the description of a speech
signal in terms of linear prediction coefficients (LPC)
provided a very convenient representation [1.8–11].
(The theory of predictive coding was in fact developed
in 1955. However, its application to speech signals was
not made until the late 1970s.)

A telephone speech signal, limited in frequency from
0 to 3.4 kHz, requires 64 kbps (kilobits per second) to be
transmitted without further loss of quality. With mod-
ern speech compression techniques, the bit rate can be
reduced to 13 kbps with little further degradation. For
commercial telephony a remaining challenge is to re-
duce the required bit rate further but without sacrificing
quality. Today, the rate can be lowered down to 2.4 kbps
while maintaining very high intelligibility, but with a sig-
nificant loss in quality. Some attempts have been made
to reduce the bit rate down to 300 bps, e.g., for radio
communication with a submarine. However the quality
and intelligibility at these low bit rates are very poor.

Another highly successful application of speech pro-
cessing is automatic speech recognition (ASR). Early
attempts at ASR consisted of making deterministic mod-
els of whole words in a small vocabulary (say 100
words) and recognizing a given speech utterance as the
word whose model comes closest to it. The introduc-
tion of hidden Markov models (HMMs) in the early
1980s provided a much more powerful tool for speech
recognition [1.12–14]. Today many products have been
developed that successfully utilize ASR for communica-
tion between humans and machines. And the recognition
can be done for continuous speech using a large vocabu-
lary, and in a speaker-independent manner. Performance
of these devices, however, deteriorates in the presence
of reverberation and even low levels of ambient noise.
Robustness to noise, reverberation, and characteristics
of the transducer, is still an unsolved problem.

The goal of ASR is to recognize speech accurately
regardless of who the speaker is. The complementary
problem is that of recognizing a speaker from his/her
voice, regardless of what words he/she is speaking. At
present this problem appears to be solvable only if the
speaker is one of a small set of N known speakers. A vari-
ant of the problem is speaker verification, in which the

aim is to automatically verify the claimed identity of
a speaker. While speaker recognition requires the se-
lection of one out of N possible outcomes, speaker
verification requires just a yes/no answer. This prob-
lem can be solved with a high degree of accuracy for
much larger populations. Speaker verification has ap-
plication wherever access to data or facilities has to
be controlled. Forensics is another area of application.
The problem of reduced performance in the presence
of noise, as mentioned above for ASR, applies also to
speaker recognition and speaker verification.

A third application of speech processing is that of
synthesizing speech corresponding to a given text. When
used together with ASR, speech synthesis allows a com-
plete two-way spoken interaction between humans and
machines. Speech synthesis is also a way to communi-
cate for persons unable to speak. Its use for this purpose
by the famous physicist Stephen Hawking is well known.

Early attempts at speech synthesis consisted of de-
riving the time-varying spectrum for the sequence of
phonemes of a given text sentence. From this the corre-
sponding time variation of the vocal tract was estimated,
and the speech was synthesized by exciting the time-
varying vocal tract with periodic or noise-like excitation
as appropriate. The quality of the synthesis was signifi-
cantly improved by concatenating pre-stored units (i. e.,
short segments such as diphones, triphones) after mod-
ifying them to fit the context. Today the highest-quality
speech is synthesized by the unit selection method in
which the units are selected from a large amount of
stored speech and concatenated with little or no modifi-
cation.

Finally we might mention the application of speech
processing to aids for the handicapped. Hearing aid tech-
nology has made considerable progress in the last two
decades. Part of this progress is due to a slow but steady
improvement in our knowledge of the human hearing
mechanism. A large part is due to the availability of
high-speed digital hardware. At present performance of
hearing aids is still poor under noisy and reverberant
conditions.

A potentially useful application of speech processing
to aid the handicapped is to display the shape of one’s
vocal tract as one speaks. By trying to match one’s vocal
tract shape to a displayed shape, a deaf person can learn
correct pronunciation. Some attempts to implement this
idea have been made, but have still been only in the
realm of research.

Another useful application is a reading aid for the
blind. The idea is to have a device to scan printed
text from a book, and synthesize speech from the
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scanned text. Coupled with a device to change speak-
ing rate, this forms a useful aid for the blind. Several
products offering this application are available on the
market.

Many other application examples are described in
the various parts of this handbook. We invite the reader
to browse this volume on speech processing to find topics
relevant to his/her specific interests.

1.3 Organization of the Handbook

This handbook on speech processing is a comprehen-
sive source of knowledge in speech technology and its
applications. It is organized as follows. This volume
is divided into nine parts. For each part we invited at
least one associate editor (AE) to handle it. All the AEs
are very well-known researchers in their respective area
of research. Part A (AE: M. M. Sondhi) contains four
chapters on production, perception, and modeling of
speech signals. Part B (AEs: Y. Huang and J. Benesty)
concerns signal processing tools for speech, in eight
chapters. Part C (AE: B. Kleijn) covers five chapters on
speech coding. In part D (AE: S. Narayanan), the areas of

text-to-speech synthesis are presented in seven chapters.
Part E (AEs: L. Rabiner and B.-H. Juang), with 10 chap-
ters, is a comprehensive overview on speech recognition.
Part F (AE: S. Parthasarathy) contains three chapters on
speaker recognition. Part G (AE: C.-H. Lee) is about
language identification and contains four chapters. In
part H (AEs: J. Chen, S. Gannot, and J. Benesty), var-
ious aspects of speech enhancement are developed in
seven chapters. Finally the last section, part I (AEs:
J. Benesty, I. Cohen, and Y. Huang), presents the impor-
tant aspects of multichannel speech processing in four
chapters.

References

1.1 H. Dudley, T.H. Tarnoczy: The speaking machine of
Wolfgang von Kempelen, J. Acoust. Soc. Am. 22, 151–
166 (1950)

1.2 G. Fant: Acoustic Theory of Speech Production (Mou-
ton, ’s-Gravenhage 1960)

1.3 J.L. Flanagan: Speech Analysis, Synthesis and Per-
ception (Springer, New York 1972)

1.4 H. Dudley: The carrier nature of speech, Bell Syst.
Tech. J. 19(4), 495–515 (1940)

1.5 L.R. Rabiner, R.W. Schafer: Digital Processing of
Speech Signals (Prentice Hall, Englewood Cliffs 1978)

1.6 S. Furui, M.M. Sondhi (Eds.): Advances in Speech
Signal Processing (Marcel Dekker, New York 1992)

1.7 B. Gold, N. Morgan: Speech and Audio Signal Pro-
cessing (Wiley, New York 2000)

1.8 P. Elias: Predictive coding I, IRE Trans. Inform. Theory
1(1), 16–24 (1955)

1.9 P. Elias: Predictive coding II, IRE Trans. Inform. The-
ory 1(1), 24–33 (1955)

1.10 B.S. Atal, M.R. Schroeder: Adaptive predictive coding
of speech, Bell Syst. Tech. J. 49(8), 1973–1986 (1970)

1.11 B.S. Atal: The history of linear prediction, IEEE Signal
Proc. Mag. 23(2), 154–161 (2006)

1.12 L.R. Rabiner: A tutorial on hidden Markov mod-
els and selected applications in speech recognition,
Proc. IEEE 77(2), 257–286 (1989)

1.13 L.R. Rabiner, B.-H. Juang: Fundamentals of Speech
Recognition (Prentice-Hall, Englewood Cliff 1993)

1.14 F. Jelinek: Statistical Methods for Speech Recognition
(MIT, Boston 1998)

In
trod

u
ction



5

ProductioPart A
Part A Production, Perception, and Modeling of Speech

Ed. by M. M. Sondhi

2 Physiological Processes
of Speech Production
K. Honda, Paris, France

3 Nonlinear Cochlear Signal Processing
and Masking in Speech Perception
J. B. Allen, Urbana, USA

4 Perception of Speech and Sound
B. Kollmeier, Oldenburg, Germany
T. Brand, Oldenburg, Germany
B. Meyer, Oldenburg, Germany

5 Speech Quality Assessment
V. Grancharov, Stockholm, Sweden
W. B. Kleijn, Stockholm, Sweden



7

Physiological2. Physiological Processes of Speech Production

K. Honda

Speech sound is a wave of air that originates from
complex actions of the human body, supported by
three functional units: generation of air pressure,
regulation of vibration, and control of resonators.
The lung air pressure for speech results from func-
tions of the respiratory system during a prolonged
phase of expiration after a short inhalation. Vi-
brations of air for voiced sounds are introduced by
the vocal folds in the larynx; they are controlled
by a set of laryngeal muscles and airflow from the
lungs. The oscillation of the vocal folds converts
the expiratory air into intermittent airflow pulses
that result in a buzzing sound. The narrow con-
strictions of the airway along the tract above the
larynx also generate transient source sounds; their
pressure gives rise to an airstream with turbu-
lence or burst sounds. The resonators are formed
in the upper respiratory tract by the pharyngeal,
oral, and nasal cavities. These cavities act as res-
onance chambers to transform the laryngeal buzz
or turbulence sounds into the sounds with special
linguistic functions. The main articulators are the
tongue, lower jaw, lips, and velum. They generate
patterned movements to alter the resonance char-
acteristics of the supra-laryngeal airway. In this
chapter, contemporary views on phonatory and
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articulatory mechanisms are summarized to il-
lustrate the physiological processes of speech
production, with brief notes on their observation
techniques.

2.1 Overview of Speech Apparatus

The speech production apparatus is a part of the motor
system for respiration and alimentation. The form of the
system can be characterized, when compared with those
of other primates, by several unique features, such as
small red lips, flat face, compact teeth, short oral cav-
ity with a round tongue, and long pharynx with a low
larynx position. The functions of the system are also
uniquely advanced by the developed brain with the lan-
guage areas, direct neural connections from the cortex
to motor nuclei, and dense neural supply to each mus-
cle. Independent control over phonation and articulation
is a human-specific ability. These morphological and
neural changes along human evolution reorganized the

original functions of each component into an integrated
motor system for speech communication.

The speech apparatus is divided into the organs of
phonation (voice production) and articulation (settings
of the speech organs). The phonatory organs (lungs and
larynx) create voice source sounds by setting the driv-
ing air pressure in the lungs and parameters for vocal
fold vibration at the larynx. The two organs together
adjust the pitch, loudness, and quality of the voice,
and further generate prosodic patterns of speech. The
articulatory organs give resonances or modulations to
the voice source and generate additional sounds for
some consonants. They consist of the lower jaw, tongue,

Part
A
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Articulation

Phonation

Velum

Larynx

Lungs

Nasal and
paranasal

cavities

Cavities of
vocal tract

Subglottal
tract

Tongue
Lips

Lower jaw

Fig. 2.1 Sketch of a speech production system. Physio-
logical processes of speech production are realized by
combined sequential actions of the speech organs for
phonation and articulation. These activities result in sound
propagation phenomena at the three levels: subglottal cav-
ities, cavities of the vocal tract, and nasal and paranasal
cavities

lips, and the velum. The larynx also takes a part in
the articulation of voiced/voiceless distinctions. The
tongue and lower lip attach to the lower jaw, while
the velum is loosely combined with other articulators.
The constrictor muscles of the pharynx and larynx also
participate in articulation as well as in voice quality
control. The phonatory and articulatory systems influ-
ence each other mutually, while changing the vocal tract
shape for producing vowels and consonants. Figure 2.1
shows a schematic drawing of the speech production
system.

2.2 Voice Production Mechanisms

Generation of voice source requires adequate con-
figuration of the airflow from the lungs and vocal
fold parameters for oscillation. The sources for voiced
sounds are the airflow pulses generated at the larynx,
while those for some consonants (i. e., stops and frica-
tives) are airflow noises made at a narrow constriction
in the vocal tract. The expiratory and inspiratory mus-
cles together regulate relatively constant pressure during
speech. The laryngeal muscles adjust the onset/offset,
amplitude, and frequency of vocal fold vibration.

2.2.1 Regulation of Respiration

The respiratory system is divided into two segments:
the conduction airways for ventilation between the at-
mosphere and the lungs, and the respiratory tissue of
the lungs for gas exchange. Ventilation (i. e., expira-
tion and inhalation) is carried out by movements of the
thorax, diaphragm, and abdomen. These movements in-
volve actions of respiratory muscles and elastic recoil
forces of the system. During quiet breathing, the lungs
expand to inhale air by the actions of inspiratory mus-
cles (diaphragm, external intercostal, etc.), and expel
air by the elastic recoil force of the lung tissue, di-
aphragm, and cavities of the thorax and abdomen. In
effort expiration, the expiratory muscles (internal in-
tercostals, abdominal muscles, etc.) come into action.

The inspiratory and expiratory muscles work alternately,
making the thorax expand and contract during deep
breathing.

During speech production, the respiratory pattern
changes to a longer expiratory phase with a shorter in-
spiratory phase during quiet breathing. Figure 2.2 shows
a conventional view of the respiratory pattern during

Lung volume
above FRC
(l)

Lung pressure
(cmH2O)

Inspiratory m.

Exspiratory m.

20

0

5

0

Rest Speech

5 s

Fig. 2.2 Respiratory pattern during speech. Top two curves
show the changes in the volume and pressure in the lungs.
The bottom two curves show schematic activity patterns
of the inspiratory and expiratory muscles (after [2.1]).
The dashed line for the expiratory muscles indicates their
predicted activity for expiration
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Physiological Processes of Speech Production 2.2 Voice Production Mechanisms 9

speech [2.1]. The thorax is expanded by inspiration prior
to initiation of speech, and then compressed by elastic
recoil force by the tissues of the respiratory system to
the level of the functional residual capacity (FRC). The
lung pressure during speech is kept nearly constant ex-
cept for the tendency of utterance initial rise and final
lowering. In natural speech, stress and emphasis add lo-
cal pressure increases. The constant lung pressure is due
to the actions of the inspiratory muscles to prevent ex-
cessive airflow and maintain the long expiratory phase.
As speech continues, the lung volume decreases grad-
ually below the level of FRC, and the lung pressure is
then maintained by the actions of the expiratory muscles
that actively expel air from the lung. It has been argued
whether the initiation of speech involves only the elastic
recoil forces of the thorax to generate expiratory air-
flow. Indeed, a few studies have suggested that not only
the thoracic system but also the abdominal system as-
sists the regulation of expiration during speech [2.2, 3],
as shown by the dashed line in Fig. 2.2. Thus, the con-
temporary view of speech respiration emphasizes that
expiration of air during speech is not a passive process
but a controlled one with co-activation of the inspiratory
and expiratory muscles.

2.2.2 Structure of the Larynx

The larynx is a small cervical organ located at the top of
the trachea making a junction to the pharyngeal cavity:
it primarily functions to prevent foreign material from
entering the lungs. The larynx contains several rigid
structures such as the cricoid, thyroid, arytenoid, epiglot-
tic, and other smaller cartilages. Figure 2.3a shows the
arrangement of the major cartilages and the hyoid bone.
The cricoid cartilage is ring-shaped and supports the
lumen of the laryngeal cavity. It offers two bilateral ar-
ticulations to the thyroid and arytenoid cartilages at the
cricothyroid and cricoarytenoid joints, respectively. The
thyroid cartilage is a shield-like structure that offers at-
tachments to the vocal folds and the vestibular folds.
The arytenoid cartilages are bilateral tetrahedral carti-
lages that change in location and orientation between
phonation and respiration. The whole larynx is mechan-
ically suspended from the hyoid bone by muscles and
ligaments.

The gap between the free edges of the vocal folds is
called the glottis. The space is divided into two portions
by the vocal processes of the arytenoid cartilages: the
membranous portion in front (essential for vibration)
and cartilaginous portion in back (essential for respi-
ration). The glottis changes its form in various ways

during speech: it narrows by adduction and widens by
abduction of the vocal folds. Figure 2.3b shows that this
movement is carried out by the actions of the intrinsic
laryngeal muscles that attach to the arytenoid cartilages.
These muscles are functionally divided into the adductor
and abductor muscles. The adductor muscles include the
thyroarytenoid muscles, lateral cricoarytenoid, and ary-
tenoid muscles, and the abductor muscle is the posterior
cricoarytenoid muscle. The glottis also changes in length
according to the length of the vocal folds, which takes
place mainly at the membranous portion. The length of
the glottis shows a large developmental sexual variation.
The membranous length on average is 10 mm in adult fe-
males and 16 mm in adult males, while the cartilaginous
length is about 3 mm for both [2.4].

Hyoid
bone

laryngeal framework

glottal action

Epiglottic
cartilage

Arytenoid
cartilage

Cricothyroid
joint

Cricoid
cartilage

Posterior
cricoarytenoid
muscle

Arytenoid
muscle

Thyroid
cartilage

Thyroid
cartilage

b)

a)

Thyro-
arytenoid
muscle
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cricoarytenoid
muscle

Vocal
ligament

Cricoid
cartilage

Fig. 2.3a,b Laryngeal framework and internal structures.
(a) Oblique view of the laryngeal framework, which
includes the hyoid bone and four major cartilages. (b) Ad-
duction (left) and abduction (right) of the glottis and the
effects of the intrinsic laryngeal muscles
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10 Part A Production, Perception, and Modeling of Speech

2.2.3 Vocal Fold and its Oscillation

The larynx includes several structures such as the sub-
glottic dome, vocal folds, ventricles, vestibular folds,
epiglottis, and aryepiglottic folds, as shown in Fig. 2.4a.
The vocal folds run anteroposteriorly from the vocal pro-
cesses of the arytenoid cartilages to the internal surface
of the thyroid cartilage. The vocal fold tissue consists
of the thyroarytenoid muscle, vocal ligament, lamina
propria, and mucous membrane. They form a special
layer structure that yields to aerodynamic forces to
oscillate, which is often described as the body-cover
structure [2.5].

During voiced speech sounds, the vocal folds are
set into vibration by pressurized air passing through
the membranous portion of the narrowed glottis. The
glottal airflow thus generated induces wave-like motion

a)

b)

Thyroid
cartilage

coronal section

phases of vibration

Thyroarytenoid
muscle

Vestibular
folds

Vocal
folds

Trachea

Closed

Open

Closing Opening

Lateral
cricoarytenoid
muscle

Cricothyroid
muscle

Cricoid
cartilage

Ventricle

Fig. 2.4a,b Vocal folds and their vibration pattern.
(a) Coronal section of the larynx, showing the tissues of the
vocal and vestibular (false) folds. The cavity of the larynx
includes supraglottic and subglottic regions. (b) Vocal-fold
vibration pattern and glottal shapes in open phases. As
the vocal-fold edge deforms in a glottal cycle, the glottis
follows four phases: closed, opening, open and closing

of the vocal fold membrane, which appears to prop-
agate from the bottom to the top of the vocal fold
edges. When this oscillatory motion builds up, the vo-
cal fold membranes on either side come into contact
with each other, resulting in repetitive closing and open-
ing of the glottis. Figure 2.4b shows that vocal fold
vibration repeats four phases within a cycle: the closed
phase, opening phase, open phase, and closing phase.
The conditions that determine vocal fold vibration are
the stiffness and mass of the vocal folds, the width
of the glottis, and the pressure difference across the
glottis.

The aerodynamic parameters that regulate vocal
fold vibration are the transglottal pressure difference
and glottal airflow. The former coincides with the
measure of subglottal pressure during mid and low
vowels, which is about 5–10 cm H2O in comfortable
loudness and pitch (1 cm H2O = 0.98 hPa). The lat-
ter also coincides with the average measure of oral

a)

b)

Area and
airflow

modal phonation

breathy phonation

0 1 (cycle)

0 1 (cycle)

Output
sounds

Area and
airflow

Output
sounds

Fig. 2.5a,b Changes in glottal area and airflow in rela-
tion to output sounds during 1.5 glottal cycles from glottal
opening, with glottal shapes at peak opening (in the cir-
cles). (a) In modal phonation with complete glottal closure
in the closed phase, glottal closure causes abrupt shut-off
of glottal airflow and strong excitation of the air in the vo-
cal tract during the closed phase. (b) In breathy phonation,
the glottal closure is incomplete, and the airflow wave in-
cludes a DC component, which results in weak excitation
of the tract
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Physiological Processes of Speech Production 2.2 Voice Production Mechanisms 11

airflow during vowel production, which is roughly
0.1–0.2 l/s. These values show a large individual vari-
ation: the pressure range is 4.2–9.6 cm H2O in males
and 4.4–7.6 cm H2O in females, while the airflow rate
ranges between 0.1–0.3 l/s in males and 0.09–0.21 l/s
in females [2.6].

Figure 2.5 shows schematically the relationship be-
tween the glottal cycle and volumic airflow change
in normal and breathy phonation. The airflow varies
within each glottal cycle, reflecting the cyclic varia-
tion of the glottal area and subglottal pressure. The
glottal area curve roughly shows a triangular pattern,
while the airflow curve shows a skew of the peak to
the right due to the inertia of the air mass within the
glottis [2.7]. The closure of the glottis causes a discon-
tinuous decrease of the glottal airflow to zero, which
contributes the main source of vocal tract excitation,
as shown in Fig. 2.5a. When the glottal closure is
more abrupt, the output sounds are more intense with
richer harmonic components [2.8]. When the glottal clo-
sure is incomplete in soft and breathy voices or the
cartilaginous portion of the glottis is open to show
the glottal chink, the airflow includes a direct-current
(DC) component and exhibits a gradual decrease of
airflow, which results in a more sinusoidal waveform
and a lower intensity of the output sounds, as shown
in Fig. 2.5b.

Laryngeal control of the oscillatory patterns of the
vocal folds is one of the major factors in voice quality

Cricothyroid
muscle

Cricoid
cartilage

Thyroid
cartilage

Thyroarytenoid m.

cricothyroid joint and muscles rotation translation

Arytenoid
cartilage

Cricothyroid
joint

a) b) c)

Fig. 2.6a–c Cricothyroid joint and F0 regulation mechanism. (a) The cricothyroid joint is locally controlled by the
thyroarytenoid and two parts of the cricothyroid muscles: Pars recta (anterior) and pars obliqua (posterior). As F0 rises,
the thyroid cartilage advances and cricoid cartilage rotates to the direction to stretch the vocal folds, which leads to the
increases in the stiffness of vocal fold tissue and in the natural resonance frequency of the vocal folds. (b) Rotation of the
cricothyroid joint is caused mainly by the action of the pars recta to raise the cricoid arch. (c) Translation of the joint is
produced mainly by the pars obliqua

control. In sharp voice, the open phase of the glottal cycle
becomes shorter, while in soft voice, the open phase be-
comes longer. The ratio of the open phase within a glottal
cycle is called the open quotient (OQ), and the ratio of
the closing slope to the opening slope in the glottal cycle
is called the speed quotient (SQ). These two parameters
determine the slope of the spectral envelope. When the
open phase is longer (high OQ) with a longer closing
phase (low SQ), the glottal airflow becomes more si-
nusoidal, with weak harmonic components. Contrarily,
when the open phase is shorter (low OQ), glottal air-
flow builds up to pulsating waves with rich harmonics.
In modal voice, all the vocal fold layers are involved
in vibration, and the membranous glottis is completely
closed during the closed phase of each cycle. In falsetto,
only the edges of the vocal folds vibrate, glottal closure
becomes incomplete, and harmonic components reduce
remarkably.

The oscillation of the vocal folds during natural
speech is quasiperiodic, and cycle-to-cycle variation
are observed in speech waveforms as two types of
measures: jitter (frequency perturbation) and shimmer
(amplitude perturbation). These irregularities appear to
arise from combinations of biomechanical (vocal fold
asymmetry), neurogenic (involuntary activities of laryn-
geal muscles), and aerodynamic (fluctuations of airflow
and subglottal pressure) factors. In sustained phonation
of normal voice, the jitter is about 1% in frequency, and
the shimmer is about 6% in amplitude.
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12 Part A Production, Perception, and Modeling of Speech

2.2.4 Regulation
of Fundamental Frequency (F0)

The fundamental frequency (F0) of voice is the lowest
harmonic component in voiced sounds, which conforms
to the natural frequency of vocal fold vibration. F0
changes depending on two factors: regulation of the
length of the vocal folds and adjustment of aerodynamic
factors that satisfy the conditions necessary for vocal
fold vibration. In high F0, the vocal folds become thin-
ner and longer; while in low F0, the vocal folds become
shorter and thicker. As the vocal folds are stretched by
separating their two attachments (the anterior commis-
sure and vocal processes), the mass per unit length of
the vocal fold tissue is reduced while the stiffness of the
tissue layer involved in vibration increases. Thus, the
mass is smaller and the stiffness is greater for higher F0
than lower F0, and it follows that the characteristic fre-
quency of vibrating tissue increases for higher F0. The
length of the vocal folds is adjusted by relative move-
ment of the cricoid and thyroid cartilages. Its natural
length is a determinant factor of individual difference
in F0. The possible range of F0 in adult speakers is
about 80–400 Hz in males, and about 120–800 Hz in
females.

The thyroid and cricoid cartilages are articulated at
the cricothyroid joint. Any external forces applied to
this joint cause rotation and translation (sliding) of the
joint, which alters the length of the vocal folds. It is well
known that the two joint actions are brought about by the
contraction of the cricothyroid muscle to approximate
the two cartilages at their front edges. Figure 2.6 shows
two possible actions of the cricothyroid muscle on the
joint: rotation by the pars recta and translation of the pars
obliqua [2.9]. Questions still remain as to whether each
part of the cricothyroid conducts pure actions of rotation
or translation, and as to which part is more responsible
for determining F0.

The extrinsic laryngeal muscles can also apply ex-
ternal forces to this joint as a supplementary mechanism
for regulating F0 [2.10]. The most well known among
the activities of the extrinsic muscles in this regulation
is the transient action of the sternohyoid muscle ob-
served as F0 falls. Since this muscle pulls down the
hyoid bone to lower the entire larynx, larynx lower-
ing has long been thought to play a certain role in
F0 lowering. Figure 2.7 shows a possible mechanism
of F0 lowering by vertical larynx movement revealed
by magnetic resonance imaging (MRI). As the cricoid
cartilage descends along the anterior surface of the
cervical spine, the cartilage rotates in a direction that

shortens the vocal folds because the cervical spine
shows anterior convexity at the level of the cricoid
cartilage [2.11].

Aerodynamic conditions are an additional factor
that alters F0, as seen in the local rises of the sub-
glottal pressure during speech at stress or emphasis.
The increase of the subglottal air pressure results in
a larger airflow rate and a wider opening of the glottis,
which causes greater deformation of the vocal folds with
larger average tissue stiffness. The rate of F0 increase
due to the subglottal pressure is reported to be about
2–5 Hz/cmH2O when the chest cavity is compressed ex-
ternally, and is observed to be 5–15 Hz/cmH2O, when

Tongue
pull

a)

b)

horizontal component

vertical component

Joint
rotation

Larynx
lowering Joint

rotation

Fig. 2.7a,b Extrinsic control of F0. Actions of the cricothy-
roid joint are determined not only by the cricothyroid
muscle but also by other laryngeal muscles. Any exter-
nal forces applied to the joint can activate the actions of the
joint. (a) In F0 raising, advancement of the hyoid bone pos-
sibly apply a force to rotate the thyroid cartilage. (b) In F0

lowering, the cricoid cartilage rotates as its posterior plate
descends along the anterior convexity of the cervical spine
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Fig. 2.8a,b Glottographic methods. (a) PGG with fiberscopy uses a photodetector attached near the cricothyroid cartilage
in two locations: one attachment for measuring vibrations, and two attachment for glottal gestures. (b) EGG uses a pair
of electrodes on the skin above the thyroid lamina to form a induction circuit to record electrical currents passed through
the vocal-fold edges

it is measured between the beginning and end of speech
utterances.

2.2.5 Methods
for Measuring Voice Production

Speech production mechanisms arise from the func-
tions of the internal organs of the human body that
are mostly invisible. Therefore, better understanding of
speech production processes relies on the development
of observation techniques. The lung functions in speech
can be assessed by the tools for aerodynamic mea-
surements, while examination of the larynx functions
during speech requires special techniques for imaging
and signal recording.

Monitoring Respiratory Functions
Respiratory functions during speech are examined by
recording aerodynamic measurements of lung volume,
airflow, and pressure. Changes in lung volume are mon-
itored with several types of plethysmography (e.g.,
whole-body, induction, and magnetic). The airflow from
the mouth is measured with pneumotachography us-
ing a mask with pressure probes (differential-pressure
anemometry) or thermal probes (hot-wire anemometry).
Measurements of the subglottal pressure require a tra-
cheal puncture of a needle with a pressure sensor or
a thin catheter-type pressure transducer inserted from
the nostril to the trachea via the cartilaginous part of the
glottis.

Laryngeal Endoscopy
Imaging of the vocal folds during speech has been con-
ducted with a combination of an endoscope and video
camera. A solid-type endoscope is capable of observing
vocal fold vibration with stroboscopic or real-time digi-
tal imaging techniques during sustained phonation. The
flexible endoscope is beneficial for video recording of
glottal movements during speech with a fiber optic bun-
dle inserted into the pharynx through the nostril via the
velopharyngeal port. Recently, an electronic type of flex-
ible endoscope with a built-in image sensor has become
available.

Glottography
Glottography is a technique to monitor vocal fold vi-
bration as a waveform. Figure 2.8 shows two types
of glottographic techniques. Photoglottography (PGG)
detects light intensity modulated by the glottis using
an optical sensor. The sensor is placed on the neck
and a flexible endoscope is used as a light source.
The signal from the sensor corresponds to the glot-
tal aperture size, reflecting vocal fold vibration and
glottal adduction–abduction movement. Electroglotto-
graphy (EGG) records the contact of the left
and right vocal fold edges during vibration. High-
frequency current is applied to a pair of surface
electrodes placed on the skin above the thyroid lam-
ina, which detect a varying induction current that
corresponds to the change in vocal fold contact
area.
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14 Part A Production, Perception, and Modeling of Speech

2.3 Articulatory Mechanisms

Speech articulation is the most complex motor activ-
ity in humans, producing concatenations of phonemes
into syllables and syllables into words using movements
of the speech organs. These articulatory processes are
conducted within a phrase of a single expiratory phase
with continuous changes of vocal fold vibration, which
is one of the human-specific characteristics of sound
production mechanisms.

2.3.1 Articulatory Organs

Articulatory organs are composed of the rigid organ of
the lower jaw and soft-tissue organs of the tongue, lips,
and velum, as illustrated in Fig. 2.9. These organs to-
gether alter the resonance of the vocal tract in various
ways and generate sound sources for consonants in the
vocal tract. The tongue is the most important articu-
latory organ, and changes the gross configuration of
the vocal tract. Deformation of the whole tongue de-
termines vowel quality and produces palatal, velar, and
pharyngeal consonants. Movements of the tongue apex
and blade contribute to the differentiation of dental and
alveolar consonants and the realization of retroflex con-
sonants. The lips deform the open end of the vocal tract
by various types of gestures, assisting the production
of vowels and labial consonants. Actions of these soft-
tissue organs are essentially based on contractions of
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Fig. 2.9 Illustration of the articulatory
system with names of articulators and
cavities

the muscles within these organs, and their mechanism
is often compared with the muscular hydrostat. Since
the tongue and lips have attachments to the lower jaw,
they are interlocked with the jaw to open the mouth.
The velum controls opening and closing of the velopha-
ryngeal port, and allows distinction between nasal and
oral sounds. Additionally, the constrictor muscles of the
pharynx adjust the lateral width of the pharyngeal cav-
ity, and their actions also assist articulation for vowels
and back consonants.

Upper Jaw
The upper jaw, or the maxilla with the upper teeth, is the
structure fixed to the skull, forming the palatal dome on
the arch of the alveolar process with the teeth. It forms
a fixed wall of the vocal tract and does not belong to the
articulatory organs: yet it is a critical structure for speech
articulation because it provides the frame of reference
for many articulatory gestures. The structures of the up-
per jaw offer the location for contact or approximation by
many parts of the tongue such as the apex, blade, and dor-
sum. The phonetics literature describes the place of artic-
ulation as classified according to the locations of lingual
approximation along the upper jaw for dental, alveolar,
and palatal consonants. The hard palate is covered by
the thick mucoperiosteum, which has several transverse
lines of mucosal folds called the palatine rugae.
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Physiological Processes of Speech Production 2.3 Articulatory Mechanisms 15

Lower Jaw
The lower jaw, or the mandible with the lower teeth, is
the largest rigid motor organ among the speech produc-
tion apparatus. Its volume is about 100 cm3. As well as
playing the major role in opening and closing the mouth,
it provides attachments for many speech muscles and
supports the tongue, lips, and hyoid bone.

Figure 2.10 shows the action of the jaw and the mus-
cles used in speech articulation. The mandible articulates
with the temporal bone at the temporomandibular joint
(TMJ) and brings about jaw opening–closing actions by
rotation and translation. The muscles that control jaw
movements are generally called the masticatory mus-
cles. The jaw opening muscles are the digastric and
lateral pterygoid muscles. The strap muscles, such as
the geniohyoid and sternohyoid, also assist jaw opening.
The jaw closing muscles include the masseter, tempo-
ralis, and medial pterygoid muscles. While the larger
muscles play major roles in biting and chewing, com-
paratively small muscles are used for speech articulation.
The medial pterygoid is mainly used for jaw closing in
articulation, and the elastic recoil force of the connec-
tive tissues surrounding the mandible is another factor
for closing the jaw from its open position.

Tongue
The tongue is an organ of complex musculature [2.12].
It consists of a round body occupying its main mass
and a short blade with an apex. Its volume is approx-
imately 100 cm3, including the muscles in the tongue
floor. The tongue body moves in the oral cavity by vari-
ously deforming its voluminous mass, while the tongue
blade alters its shape and changes the angle of the tongue
apex. Deformation of the tongue tissue is caused by con-
tractions of the extrinsic and intrinsic tongue muscles,
which are illustrated schematically in Fig. 2.11.

The extrinsic tongue muscles are those that arise out-
side of the tongue and end within the tongue tissue. This
group includes four muscles, the genioglossus, hyoglos-
sus, styloglossus, and palatoglossus muscles, although
the former three muscles are thought to be involved in
the articulation of the tongue. The palatoglossus muscle
participates in the lowering of the velum as discussed
later.

The genioglossus is the largest and strongest mus-
cle in the tongue. It begins from the posterior aspect of
the mandibular symphysis and runs along the midline of
the tongue. Morphologically, it belongs to the triangular
muscle, and its contraction effects differ across portions
of the muscle. Therefore, the genioglossus is divided
functionally into the anterior, middle, and posterior bun-

dles. The anterior and middle bundles run midsagittally,
and their contraction makes the midline groove of the
tongue for the production of front vowels. The ante-
rior bundle often makes a shallow notch on the tongue
surface called the lingual fossa and assists elevation of
the tongue apex. The middle bundle runs obliquely, and
advances the tongue body for front vowels. The poste-
rior bundle of the genioglossus runs midsagittally and

Temporomandibular joint

External ear canal

Tympanic bone

Lateral pterygoid

Medial pterygoid

Digastric

a)

b)

rotation and translation of the jaw joint

muscles for jaw movements

Condyle

Fig. 2.10a,b Actions of the temporomandibular joint and
muscles for jaw opening and closing. (a) The lower jaw
opens by rotation and translation of the mandible at the
temporomandibular joint. Jaw translation is needed for wide
opening of the jaw because jaw rotation is limited by the nar-
row space between the condyle and tympanic bone. (b) Jaw
opening in speech depends on the actions of the digastric
and medial pterygoid muscles with support of the strap
muscles. Jaw closing is carried out by the contraction of
the lateral pterygoid muscle and elastic recoil forces of the
tissues surrounding the jaw
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16 Part A Production, Perception, and Modeling of Speech
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Fig. 2.11a,b Actions of the tongue and its musculature. (a) Major components of tongue deformation are high-front
vs.low-back (top) and high back versus low front (bottom) motions, (after [2.14]). (b) Lateral view (top) shows the
extrinsic and intrinsic muscles of the tongue with two tongue floor muscles. Coronal section (bottom) shows additional
intrinsic muscles

also spreads laterally, reaching a wide area of the tongue
root. This bundle draws the tongue root forward and el-
evates the upper surface of the tongue for high vowels
and anterior types of oral consonants. The hyoglossus
is a bilateral thin-sheet muscle, which arises from the
hyoid bone, runs upward along the sides of the tongue,
and ends in the tongue tissue, intermingling with the
styloglossus. Its contraction lowers the tongue dorsum
and pushes the tongue root backward for the produc-
tion of low vowels. The styloglossus is a bilateral long
muscle originating from the styloid process on the skull
base, running obliquely to enter the back sides of the
tongue. Within the tongue, it runs forward to reach
the apex of the tongue, while branching downward to
the hyoid bone and medially toward the midline. Al-
though the extra-lingual bundle of the styloglossus runs
obliquely, it pulls the tongue body straight back at the
insertion point because the bundle is surrounded by fatty
and muscular tissues. The shortening of the intra-lingual
bundle draws the tongue apex backward and causes an

upward bunching of the tongue body [2.13]. Each of
the extrinsic tongue muscles has two functions: draw-
ing of the relevant attachment point toward the origin,
and deforming the tongue tissue in the orthogonal ori-
entation. The resulting deformation of the tongue can be
explained by two antagonistic pairs of extrinsic muscles:
posterior genioglossus versus styloglossus, and anterior
genioglossus versus hyoglossus. The muscle arrange-
ment appears to be suitable for tongue body movements
in the vertical and horizontal dimensions.

The intrinsic tongue muscle is a group of muscles
that have both their origin and termination within the
tongue tissue. They include four bilateral muscles: the
superior longitudinal, inferior longitudinal, transverse,
and vertical muscles. The superior and inferior longitu-
dinal muscles operate on the tongue blade to produce
vertical and horizontal movements of the tongue tip.
The transverse and vertical muscles together compress
the tongue tissue medially to change the cross-sectional
shape of the tongue.
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Levator
labii sup.

selected muscles for lip and velum movementsactions of  the lips and velum
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Fig. 2.12a,b Actions of the lips and velum, and their muscles. (a) Trace of MRI data in the production of /i/ and /u/ with
lip protrusion show that two parts of the orbicularis oris, marginal (front) and peripheral (back) bundles demonstrate their
geometrical changes within the vermillion tissue. The shapes of the velum also vary greatly between the rest position
(thick gray line) and vowel articulation. (b) Five labial muscles are shown selectively from among many facial muscles.
The velum shape is determined by the elevator, constrictor, and depressor (palatopharyngeus)

There are two muscles that support the tongue floor:
the geniohyoid and mylohyoid muscles. The geniohyoid
runs from the genial process of the mandibular symph-
ysis to the body of the hyoid bone. This muscle has
two functions: opening the jaw for open vowels and
advancing the hyoid bone to help raise F0. The mylohy-
oid is a sheet-like muscle beneath the tongue body that
stretches between the mandible and the hyoid bone to
support the entire tongue floor. This muscle supports the
tongue floor to assist articulation of high front vowels
and oral consonants.

Lips and Velum
The lips are a pair of soft-tissue organs consisting of
many muscles. Their functions resemble those of the
tongue because they partly adhere to the mandible and
partly run within the soft tissue of the lips. The vermil-
lion, or the part of red skin, is the unique feature of the
human lips, which transmits phonetic signals visually.
The deformation of the lips in speech can be divided
into three components. The first is opening/closing of
the lip aperture, which is augmented by jaw movement.
The second is rounding/spreading of the lip tissue, pro-
duced by the changes in their left–right dimension. The
third is protrusion/retraction of the lip gesture, gener-
ated by three-dimensional deformation of the entire lip
tissue.

The muscles that cause deformation of the lips are
numerous. Figure 2.12 shows only a few representative

muscles of the lips. The orbicularis oris is the mus-
cle that surrounds the lips, consisting of two portions;
the marginal and peripheral bundles. Contraction of the
marginal bundles near the vermillion borders is thought
to produce lip rounding without protrusion. Contraction
of the peripheral bundles that run in the region around the
marginal bundles compresses the lip tissue circumferen-
tially to advance the vermillion in lip protrusion [2.15].
The mentalis arises from the mental part of the mandible
to the lip surface, and its contraction elevates the lower
lip by pulling the skin at the mental region. The levator
labii superior elevates the upper lip, and the depressor
labii inferior depresses the lower lip relative to the jaw.
The superior and inferior angli oris muscles move the lip
corners up and down, respectively, which makes facial
expressions rather than speech articulation.

The exact mechanism of lip protrusion is still in
question. Tissue bunching by muscle shortening as
a general rule for the organs of muscle does not fully
apply to the phenomenon of lip protrusion. This is be-
cause, as the vermilion thickens in lip protrusion, it
does not compress on the teeth; its dental surface of-
ten detaches from the teeth (Figure 2.12a). A certain
three-dimensional stress distribution within the entire
labial tissue must be considered to account for the causal
factors of lip protrusion.

The velum, or the soft palate, works as a valve be-
hind the hard palate to control the velopharyngeal port,
as shown in Fig. 2.12a. Elevation of the velum is carried
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18 Part A Production, Perception, and Modeling of Speech

out during the production of oral sounds, while lower-
ing takes place during the production of nasal sounds.
The action of the velum to close the velopharyngeal
port is not a pure hinge motion but is accompanied
by the deformation of the velum tissue with narrowing
of the nasopharyngeal wall. In velopharyngeal clo-
sure, the levator veli palatine contracts to elevate the
velum, and the superior pharyngeal constrictor muscle
produces concentric narrowing of the port. In velopha-
ryngeal opening, the palatoglossus muscle assists active
lowering of the velum.

2.3.2 Vocal Tract and Nasal Cavity

The vocal tract is an acoustic space where source sounds
for speech propagate. Vowels and consonants rely on
strengthening or weakening of the spectral components
of the source sound by resonance of the air column in
the vocal tract. In the broad definition, the vocal tract
includes all the air spaces where acoustic pressure vari-
ation takes place in speech production. In this sense,
the vocal tract divides into three regions: the subglottal
tract, the tract from the glottis to the lips, and the nasal
cavities.

The subglottal tract is the lower respiratory tract be-
low the glottis down to the lungs via the trachea and
bronchial tubes. The length of the trachea from the glot-
tis to the carina is 10–15 cm in adults, including the

Interdental space

Oral cavity

Oral vestibule Hypopharynx

Oropharynx

Ventricle

Nasal cavity

Paranasal sinuses

Piriform fossa
Glottis

Veropharyngeal port

Tongue

Subglottal
tract

Fig. 2.13 Acoustic design of the vocal tract. Passages from the sub-
glottal tract to two output ends at the lips and nares are shown
with the effects of tongue and velar movements. The resonance of
the vocal tract above the supraglottic laryngeal cavity determines
major the vowel formants (F1, F2, and F3). The resonance of the
subglottal tract and interdental space interacts with the vowel for-
mants, while the hypopharyngeal cavities and other small cavities
cause local resonances and antiresonances in the higher-frequency
region

length of the subglottic laryngeal cavity (about 2 cm).
Vocal source sounds propagate from the glottis to the
trachea, causing the subglottal resonance in speech spec-
tra. The resonance frequencies of the subglottal airway
are estimated to be 640, 1400, and 2100 Hz [2.16]. The
second subglottal resonance is often observed below the
second formant of high vowels.

The vocal tract, according to the conventional def-
inition, is the passage of vocal sounds from the glottis
to the lips, where source sounds propagate and give
rise to the major resonances. The representative values
for the length of the main vocal tract from the glottis
to the lips are 15 cm in adult females and 17.5 cm in
adult males. According to the measurement data based
on the younger population, vocal tract lengths are 14 cm
in females and 16.5 cm in males [2.17, 18], which are
shorter than the above values. Considering the elon-
gation of the vocal tract during a course of life, the
above representative values appear reasonable. While
the oral cavity length is maintained by the rigid struc-
tures of the skull and jaw, the pharyngeal cavity length
increases due to larynx lowering before and after pu-
berty. Thus, elongation of the pharyngeal cavity is the
major factor in the developmental variation in vocal tract
length.

The vocal tract anatomically divides into four seg-
ments: the hypopharyngeal cavities, the mesopharynx,
the oral cavity, and the oral vestibule (lip tube). The
hypopharyngeal part of the vocal tract consists of the
supraglottic laryngeal cavity (2 cm long) and the bilat-
eral conical cavities of the piriform fossa (2 cm long).
The mesopharynx extends from the aryepiglottic fold
to the anterior palatal arch. The oral cavity is the seg-
ment from the anterior palatal arch to the incisors. The
oral vestibule extends from the incisors to the lip open-
ing. The latter shows an anterior convexity, which often
makes it difficult to measure the exact location of lip
opening.

The vocal tract is not a simple uniaxial tube but has
a complex three-dimensional construction. The immo-
bile wall of the vocal tract includes the dental arch and
the palatal dome. The posterior pharyngeal wall is al-
most rigid, but it allows subtle changes in convexity
and orientation. The soft walls include the entire tongue
surface, the velum with the uvula, the lateral pharyn-
geal wall, and the lip tube. The shape of the vocal tract
varies individually due to a few factors. First, the lat-
eral width of the upper and lower jaws relative to the
pharyngeal cavity width affects tongue articulation and
results in a large individual variation of vocal tract shape
observed midsagittally. Second, the mobility of the jaw
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depending on the location of the mandibular symphysis
relative to the skull can vary the openness of vowels.
Third, the size of the tongue relative to the oral and pha-
ryngeal cavities varies individually; the larger the tongue
size, the smaller the articulatory space for vowels.

Figure 2.13 shows a schematic drawing of the vocal
tract and nasal cavity. The vocal tract has nearly con-
stant branches such as the piriform fossa (entrance to
the esophagus) and the vallecula (between the tongue
root and epiglottis). The vocal tract also has controlled
branches to the nasal cavity at the velopharyngeal port
and to the interdental space (the space bounded by the
upper and lower teeth and the lateral cheek wall). The
latter forms a pair of side-branches when the tongue is
in a higher position as in /i/ or /e/, while it is unified with
the oral cavity when the tongue is in a lower position as
in /a/.

The nasal cavity is an accessory channel to the main
vocal tract. Its horizontal dimension from the anterior
nares to the posterior wall of the epipharynx is approxi-
mately 10–11 cm. The nasal cavity can be divided into
the single-tube segment (the velopharyngeal region and
epipharynx) and the dual-tube segment (the nasal cavity
proper and nasal vestibule). Each of the bilateral chan-
nels of the nasal cavity proper has a complex shape of
walls with the three turbinates with thick mucous mem-
brane, which makes a narrower cross section compared
with the epipharyngeal area [2.19]. The nasal cavity
has its own side-branches of the paranasal sinuses; the
maxillary, sphenoid, ethomoid, and frontal sinuses.

The nasal cavity builds nasal resonance to accom-
plish phonetic features of nasal sounds and nasalized
vowels. The paranasal sinuses also contribute to acoustic
characteristics of the nasal sounds. The nasal murmur re-
sults from these characteristics: a Helmholtz resonance
of the entire nasopharyngeal tract from the glottis to
the anterior nares and regional Helmholtz resonances
caused by the paranasal sinuses, together characterized
by a resonance peak at 200–300 Hz and spectral flatten-
ing up to 2 kHz [2.20, 21]. The nasal resonance could
takes place even in oral vowels with a complete closure
of the velopharyngeal port: the soft tissue of the velum
transmits the pressure variation in the oral cavity to the
nasal cavity, which would enhances sound radiation for
close vowels and voiced stops.

2.3.3 Aspects of Articulation
in Relation to Voicing

Here we consider a few phonetic evidences that can be
considered as joint products of articulation and phona-

tion. Vowel production is the typical example for this
topic, in view of its interaction with the larynx. Reg-
ulation of voice quality, which has been thought to be
a laryngeal phenomenon, is largely affected by the lower
part of the vocal tract. The voiced versus voiceless dis-
tinction is a pertinent issue of phonetics that involves
both phonatory and articulatory mechanisms.

Production of Vowels
The production of vowels is the result of the joint action
of phonatory and articulatory mechanisms. In this pro-
cess, the larynx functions as a source generator, and the
vocal tract plays the role of an acoustic filter to modu-
late the source sounds and radiate from the lip opening,
as described by the source-filter theory [2.22, 23]. The
quality of oral vowels is determined by a few peak fre-
quencies of vocal tract resonance (formants). In vowel
production, the vocal tract forms a closed tube with the
closed end at the glottis and the open end at the lip
opening. Multiple reflections of sound wave between
the two ends of the vocal tract give rise to vowel for-
mants (F1, F2, F3). The source-filter theory has been
supported by many studies as the fundamental concept
explaining the acoustic process of speech production,
which is further discussed in the next section.

Vowel articulation is the setup for the articulatory
organs to determine vocal tract shape for each vowel.
When the jaw is in a high position and the tongue is in
a high front position, the vocal tract assumes the shape
for /i/. Contrarily, when the jaw is in a low position and
the tongue is in a low back position, the vocal tract takes
the shape for /a/. The articulatory organ that greatly in-
fluences vocal tract shape for vowels is the tongue. When
the vocal tract is modeled as a tube with two segments
(front and back cavities), the movements of the tongue
body between its low back and high front positions cre-
ates contrasting diverging and converging shapes of the
main vocal tract. Jaw movement enhances these changes
in the front cavity volume, while pharyngeal constric-
tion assists in the back cavity volume. When the vocal
tract is modeled as a tube with three segments, the move-
ments of the tongue body between its high back and low
front positions determine the constriction or widening of
the vocal tract in its middle portion. The velum also con-
tributes to the articulation of open vowels by decreasing
the area of the vocal tract at the velum or making a nar-
row branch to the nasal cavity. The lip tube is another
factor for vowel articulation that determines the vocal
tract area near the open end.

Although muscular control for vowel articulation
is complex, a simplified view can be drawn based
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Fig. 2.14a,b Tongue EMG data during
VCV utterances and muscle selection
pattern in vowel articulation. (a) Aver-
aged EMG data for four English cor-
ner vowels are shown for the major
muscles of the tongue: the anterior
genioglossus (GGA), posterior ge-
nioglossus (GGP), hyoglossus (HG),
and styloglossus (SG). (b) The sys-
tematic variation observed in the
muscle–vowel matrix suggests a mus-
cle selection pattern

on electromyographic (EMG) data obtained from the
tongue muscles [2.24]. Figure 2.14a shows a systematic
pattern of muscle activities for CVC (consonant-vowel-
consonant) utterances with /p/ and four English corner
vowels. The anterior and posterior genioglossus are
active for front vowels, while the styloglossus and hyo-
glossus are active for back vowels. These muscles also
show a variation depending on vowel height. These ob-
servations are shown schematically in Fig. 2.14b: the
basic control pattern for vowel articulation is the selec-
tion of two muscles among the four extrinsic muscles of
the tongue [2.25].

As the tongue or jaw moves for vowel articulation,
they apply forces to the surrounding organs and cause
secondary effects on vowel sounds. For example, ar-
ticulation of high vowels such as /i/ and /u/ is mainly
produced by contraction of the posterior genioglossus,
which is accompanied by forward movement of the hy-
oid bone. This action applies a force to rotate the thyroid
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Supra-laryngeal
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Laryngeal cavity
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Fig. 2.15a,b Vocal-tract resonance
with hypopharyngeal cavity coupling
in vowel production. (a) The supra-
glottal laryngeal cavity contributes
a resonance peak at 3–3.5 kHz, and
the bilateral cavities of the piri-
form fossa cause antiresonances at
4–5 kHz. (b) The main vocal tract
above the laryngeal cavity determines
the major vowel formants

cartilage in a direction that stretches the vocal folds. In
evidence, higher vowels tend to have a higher F0, known
as the intrinsic vowel F0 [2.26,27]. When the jaw opens
to produce open vowels, jaw rotation compresses the
tissue behind the mandibular symphysis, which applies
a force to rotate the thyroid cartilage in the opposite di-
rection, thereby shortening the vocal folds. Thus, the
jaw opening has the secondary effect of lowering the
intrinsic F0 for lower vowels.

Supra-Laryngeal Control of Voice Quality
The laryngeal mechanisms controlling voice quality
were described in an earlier section. In this section,
the supra-laryngeal factors are discussed. Recent stud-
ies have shown evidence that the resonances of the
hypopharyngeal cavities determine the spectral enve-
lope in the higher frequencies above 2.5 kHz by causing
an extra resonance and antiresonances [2.28–31]. The
hypopharyngeal cavities include a pair of vocal-tract
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side-branches formed by the piriform fossa. Each fossa
maintains a relatively constant cavity during speech,
which is collapsed only in deep inhalation by the wide
abduction of the arytenoid cartilage. The piriform fossa
causes one or two obvious antiresonances in the higher
frequencies above 4 kHz [2.29] and affects the surround-
ing formants. The laryngeal cavity above the vocal
folds also contributes to shaping the higher frequen-
cies [2.28, 32]. The supraglottic laryngeal cavity, from
the ventricles to the aryepiglottic folds via the ventricu-
lar folds, forms a type of Helmholtz resonator and gives
rise to a resonance at higher frequencies of 3–3.5 kHz.
This resonance can be counted as the fourth formant (F4)
but it is actually an extra formant to the resonance of the
vocal tract above the laryngeal cavity [2.30]. When the
glottis opens in the open phase of vocal fold vibration,
the supraglottic laryngeal cavity no longer constitutes
a typical Helmholtz resonator, and demonstrates a strong
damping of the resonance, which is observed as the dis-
appearance of the affiliated extra formant. Therefore, the
laryngeal cavity resonance shows a cyclic nature during
vocal fold vibration, and it is possibly absent in breathy
phonation or pathological conditions with insufficient
glottal closure [2.31]. Figure 2.15 shows an acoustic
model of the vocal tract to illustrate this coupling of the
hypopharyngeal cavities.

The hypopharyngeal cavities are not an entirely
fixed structure but vary due to physiological efforts
to control F0 and voice quality. A typical case of the

–0.2 s 0 0.2 s

Open

Close

–0.2 s 0 0.2 s

a s a a z a

Airflow

Vocal tract

Audio

/asa/ in low-high accent /aza/ in low-high accenta) b)

Glottal area

Fig. 2.16a,b Laryngeal articulatory patterns in producing VCV utterances with voiceless and voiced fricatives as in /asa/
and /aza/. From the top to bottom, speech signals, oral airflow, schematic patterns of vocal tract constriction, and glottal
area variations are shown schematically. This figure is based on the author’s recent experiment with anemometry with an
open-type airflow transducer and photoglotto-graphy with an external lighting technique, conducted by Dr. Shinji Maeda
(ENST) and the author

hypopharyngeal adjustment of voice quality is found
in the singing formant [2.28]. When high notes are
produced by opera singers, the entire larynx is pulled
forward due to the advanced position of the tongue,
which widens the piriform fossa to deepens the fossa’s
antiresonances, resulting in a decrease of the frequency
of the adjacent lower formant (F5). When the supra-
glottic laryngeal cavity is constricted, its resonance (F4)
comes down towards the lower formant (F3). Conse-
quently, the third to fifth formants come closer to each
other and generate a high resonance peak observed
near 3 kHz.

Regulation of Voiced and Voiceless Sounds
Voiced and voiceless sounds are often attributed to
the glottal state with and without vocal fold vibra-
tion, while their phonetic characteristics result from
phonatory and articulatory controls over the speech
production system. In voiced vowels, the vocal tract
forms a closed tube with no significant constrictions
except for the narrow laryngeal cavity. On the other
hand, in whispered vowels, the membranous glottis is
closed, and the supraglottic laryngeal cavity forms an
extremely narrow channel continued from the open car-
tilaginous glottis, with a moderate constriction of the
lower pharynx. Devoiced vowels exhibit a wide open
glottis and a reduction of tongue articulation. Pho-
netic distinctions of voiced and voiceless consonants
further involve fine temporal control over the larynx
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and supra-laryngeal articulators in language-specific
ways.

In the production of voiced consonants, vocal fold vi-
bration typically continues during the voiced segments.
In voiced stops and fricatives, the closure or narrow-
ing of the vocal tract results in decrease in glottal
airflow and transglottal pressure difference. The glot-
tal airflow during the stop closure is maintained during
the closure due to the increases in vocal tract vol-
ume: the expansion of the oral cavity (jaw lowering
and cheek wall expansion) and the expansion of the
pharyngeal cavity (lateral wall expansion and larynx
lowering). During the closure period, air pressure vari-
ations are radiated not only from the vocal tract wall
but also from the anterior nares due to transvelar prop-
agation of the intra-oral sound pressure into the nasal
cavities.

In the production of voiceless consonants, vocal fold
vibration is suppressed due to a rapid reduction of the
transglottal pressure difference and abduction of the vo-
cal folds. During stop closures, the intra-oral pressure
builds up to reach the subglottal pressure, which en-
hances the rapid airflow after the release of the closure.
Then, vocal fold vibration restarts with a delay to the
release, which is observed as a long voice onset time
(VOT) for voiceless stops. The process of suppressing
vocal fold vibration is not merely a passive aerodynamic
process on the vocal folds, but is assisted by a physio-
logical process to control vocal fold stiffness. The
cricothyroid muscle has been observed to increase its
activity in producing voiceless consonants. This ac-
tivity results in a high–falling F0 pattern during the
following vowel, contributing a phonetic attribute to
voiceless consonants [2.33]. In glottal stops, vocal fold
vibration stops due to forced adduction of the vocal
folds with an effort closure of the supraglottic laryngeal
cavity.

Figure 2.16 illustrates the time course of the pro-
cesses during vowel-consonant-vowel (VCV) utterances
with a voiceless fricative in comparison to the case with
a voiced fricative. The voiceless segment initiates with
glottal abduction and alveolar constriction, and vocal
fold vibration gradually fades out during the phase of
glottal opening. After reaching the maximum glottal ab-
duction, the glottis enters the adduction phase, followed
by the release of the alveolar constriction. Then, the glot-
tis becomes narrower and vocal fold vibration restarts.
There is the time lag between the release of the constric-
tion and full adduction of the glottis, which results in the
peak flow seen in Fig. 2.16a, presumably accompanied
by aspiration sound at the glottis.

2.3.4 Articulators’ Mobility
and Coarticulation

The mobility of speech articulators varies across organs
and contributes certain phonetic characteristics to speech
sounds. Rapid movements are essential to a sequence
from one distinctive feature to another, as observed in
the syllable /sa/ from a narrow constriction to the vocalic
opening, while gradual movements are found to produce
nasals and certain labial sounds. These variations are
principally due to the nature of articulators with respect
to their mobility. The articulatory mechanism involves
a complex system that is built up by organs with different
motor characteristics. Their variation in temporal mobil-
ity may be explained by a few biological factors. The
first is the phylogenetic origin of the organs: the tongue
muscles share their origin with the fast motor systems
such as the eyeball or finger, while other muscles such as
in the lips or velum originate from the slow motor sys-
tem similar to the musculature of the alimentary tract.
The second is the innervation density to each muscle:
the faster organs are innervated by thicker nerve bundles,
and vise versa, which derives from an adaptation of the
biological system to required functions. In fact, the hu-
man hypoglossal nerve that supplies the tongue muscles
is much thicker than that of other members of the pri-
mate family. The third is the composition of muscle fiber
types in the musculature, which varies from organ to or-
gan. The muscles in the larynx have a high concentration
of the ultrafast fibers (type 2B), while the muscle to el-
evate the velum predominantly contains the slow fibers
(type 1). In accordance with these biological views, the
rate of the articulators movement indexed by the maxi-
mum number of syllables per second follows the order
of the tongue apex, body, and lips: the tongue moves at
a maximum rate of 8.2 syllables per second at the apex,
and 7.1 syllables per second with the back of the tongue,
while the lips and facial structures move at a maxi-
mum rate of 2.5–3 syllables per second [2.34]. More
recent measurements indicate that the lips are slower
than the tongue apex but faster than the tongue dorsum.
The velocities during speech tasks reach 166 mm/sec
for the lower lip, 196 mm/sec for the tongue tip, and
129 mm/sec for the tongue dorsum [2.35]. The discrep-
ancy between these two reports regarding the mobility
of the lips may be explained by the types of movements
measured: opening–closure movement by the jaw–lower
lip complex is faster than the movement of the lips
themselves, such as protrusion and spreading.

It is often noted that speech is characterized by asyn-
chrony among articulatory movements, and the degree

Part
A

2
.3



Physiological Processes of Speech Production 2.3 Articulatory Mechanisms 23

of asynchrony varies with the feature to be realized.
Each articulator does not necessarily strictly keep pace
with other articulators in a syllable sequence. The phys-
iological basis of this asynchrony may be explained by
the mobility of the articulatory organs and motor preci-
sion required for the target of articulation. The slower
articulators such as the lips and velum tend to exhibit
marked coarticulation in production of labial and nasal
sounds. In stop–vowel–nasal sequences (such as /tan/),
the velopharyngeal port is tightly closed at the stop onset
and the velum begins to lower before the nasal con-
sonant. Thus, the vowel before the nasal consonant is
partly nasalized. When the vowel /u/ is preceded by /s/,
the lips start to protrude during the consonant prior to
the rounded vowel.

The articulators’ mobility also contributes some
variability to speech movements. The faster articula-
tors such as parts of the tongue show various patterns
from target undershooting to overshooting. In articula-
tion of close–open–close vowel sequences such as /iai/,
tongue movements naturally show undershooting for the
open vowel. In contrast, when the alveolar voiceless
stop /t/ is placed in the open vowel context as in /ata/,
the tongue blade sometimes shows an extreme overshoot
with a wide contact on the hard palate because such artic-
ulatory variations do not significantly affect the output
sounds. On the contrary, in alveolar and postalveolar
fricatives such as /s/ and /sh/, tongue movements also
show a dependence on articulatory precision because the
position of the tongue blade must be controlled precisely
to realize the narrow passage for generating frication
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Fig. 2.17a,b Electropalatography and magnetic sensing system. (a) Electropalatography displays tongue–palate contact
patterns by detecting weak electrical current caused by the contact between the electrodes on the artificial palate and the
tongue tissue. (b) Magnetic sensing system is based on detection of alternate magnetic fields with different frequencies
using miniature sensor coils

sounds. The lateral /l/ is similar to the stops with respect
to the palatal contact, while the rhotic /r/ with no contact
to the palate can show a greater extent of articulatory
variations from retroflex to bunched types depending on
the preceding sounds.

2.3.5 Instruments
for Observing Articulatory Dynamics

X-ray and palatography have been used as common
tools for articulatory observation. Custom instruments
are also developed to monitor articulatory movements,
such as the X-ray microbeam system and magnetic sen-
sor system. The various types of newer medical imaging
techniques are being used to visualize the movements
of articulatory system using sonography and nuclear
magnetic resonance. These instruments are generally
large scale, although relatively compact instruments are
becoming available (e.g., magnetic probing system or
portable ultrasound scanner).

Palatography
The palatograph is a compact device to record tempo-
ral changes in the contact pattern of the tongue on the
palate. There are traditional static and modern dynamic
types. The dynamic type is called electropalatography, or
dynamic palatography, which employs an individually
customized palatal plate to be placed on the upper jaw.
As shown in Fig. 2.17a, this system employs a palatal
plate with many surface electrodes to monitor electrical
contacts on the tongue’s surface.
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Fig. 2.18a,b Medical imaging techniques. (a) Ultrasound scanner uses an array of transmitters and receivers to detect
echo signals from regions where the ultrasound signals reflect strongly such as at the tissue-air boundaries on the tongue
surface. (b) Magnetic resonance imaging (MRI) generates strong static magnetic field, controlled gradient fields in the
three directions, and radio-frequency (RF) pulses. Hydrogen atoms respond to the RF pulses to generate echo signals,
which are detected with a receiver coil for spectral analysis

Marker Tracking System
A few custom devices have been developed to record
movements of markers attached on the articulatory
organs. X-ray microbeam and magnetic sensing sys-
tems belong to this category. Both can measure 10
markers simultaneously. The X-ray microbeam system
uses a computer-controlled narrow beam of high-energy
X-rays to track small metal pellets attached on the artic-
ulatory organs. This system allows automatic accurate
measurements of pellets with a minimum X-ray dosage.

The magnetic sensing system (magnetometer, or
magnetic articulograph) is designed to perform the same
function as the microbeam system without X-rays. The
system uses a set of transmitter coils that generate alter-
nate magnetic fields and miniature sensor coils attached
to the articulatory organs, as shown in Fig. 2.17b. The
positions of the receiver coils are computed from the
filtered signals from the coils.

Medical Imaging Techniques
X-ray cinematography and X-ray video fluorography
have been used for re-cording articulatory movements in
two-dimensional projection images. The X-ray images
show clear outlines of rigid structures, while they pro-

vide less-obvious boundaries for soft tissue. The outline
of the tongue is enhanced by the application of liquid
contrast media on the surface. Metal markers are of-
ten used to track the movements of flesh points on the
soft-tissue articulators.

Ultrasonography is a diagnostic technique to obtain
cross-sectional images of soft-tissues in real time. Ultra-
sound scanners consist of a sound probe (phased-array
piezo transducer and receiver) and image processor, as
illustrated in Fig. 2.18a. The probe is attached to the
skin below the tongue to image the tongue surface in the
sagittal or coronal plane.

Magnetic resonance imaging (MRI), shown in
Fig. 2.18b, is a developing medical technique that ex-
cels at soft-tissue imaging of the living body. Its principle
relies on excitation and relaxation of the hydrogen nu-
clei in water in a strong homogeneous magnetic field
in response to radio-frequency (RF) pulses applied with
variable gradient magnetic fields that determine the slice
position. MRI is essentially a method for recording
static images, while motion imaging setups with strobo-
scopic or real-time techniques have been applied to the
visualization of articulatory movements or vocal tract
deformation three-dimensionally [2.36].

2.4 Summary

This chapter described the structures of the human
speech organs and physiological mechanisms for pro-
ducing speech sounds. Physiological processes during

speech are multidimensional in nature as described in
this chapter. Discoveries of their component mecha-
nisms have been dependent on technical developments

Part
A

2
.4



Physiological Processes of Speech Production References 25

for visualizing the human body and analyses of biolog-
ical signals, and this is still true today. For example, the
hypopharyngeal cavities have long been known to exist,
but their acoustic role was underestimated until recent
MRI observations. The topics in this chapter were cho-
sen with the author’s hope to provide a guideline for the
sophistication of speech technologies by reflecting the

real and detailed processes of human speech production.
Expectations from these lines of studies include speech
analysis by recovering control parameters of articulatory
models from speech sounds, speech synthesis with full
handling of voice quality and individual vocal charac-
teristics, and true speech recognition through biologic,
acoustic, and phonetic characterizations of input sounds.
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Nonlinear Co3. Nonlinear Cochlear Signal Processing
and Masking in Speech Perception

J. B. Allen

There are many classes of masking, but two major
classes are easily defined: neural masking and
dynamic masking. Neural masking characterizes
the internal noise associated with the neural
representation of the auditory signal, a form
of loudness noise. Dynamic masking is strictly
cochlear, and is associated with cochlear outer-
hair-cell processing. This form is responsible
for dynamic nonlinear cochlear gain changes
associated with sensorineural hearing loss, the
upward spread of masking, two-tone suppression
and forward masking. The impact of these various
forms of masking are critical to our understanding
of speech and music processing. In this review,
the details of what we know about nonlinear
cochlear and basilar membrane signal processing is
reviewed, and the implications of neural masking
is modeled, with a comprehensive historical review
of the masking literature. This review is appropriate
for a series of graduate lectures on nonlinear
cochlear speech and music processing, from an
auditory point of view.
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3.1 Basics

Auditory masking is critical to our understanding of
speech and music processing. There are many classes
of masking, but two major classes are easily defined.
These two types of masking and their relation to nonlin-
ear (NL) speech processing and coding are the focus of
this chapter.

The first class of masking, denoted neural mask-
ing, is due to internal neural noise, characterized in
terms of the intensity just noticeable difference, denoted
ΔI(I, f, T ) (abbreviated JNDI) and defined as the just
discriminable change in intensity. The JNDI is a func-
tion of intensity I , frequency f and stimulus type T (e.g.,
noise, tones, speech, music, etc.). As an internal noise,
the JNDI may be modeled in terms of a loudness (i. e.,
perceptual intensity) noise density along the length of
the cochlea (0≤ X ≤ L), described in terms of a partial
loudness JND (ΔL(X, T ), a.k.a. JNDL). The cochlea or

inner ear is the organ that converts signals from acous-
tical to neural signals. The loudness JND is a function
of the partial loudness L(X), defined as the loudness
contribution coming from each cochlear critical band,
or more generally, along some tonotopic central audi-
tory representation. The critical band is a measure of
cochlear bandwidth at a given cochlear place X. The
loudness JND plays a major role in speech and music
coding since coding quantization noise may be masked
by this internal quantization (i. e., loudness noise).

The second masking class, denoted here as dy-
namic masking, comes from the NL mechanical action
of cochlear outer-hair-cell (OHC) signal processing. It
can have two forms, simultaneous and nonsimultane-
ous, also known as forward masking, or post-masking.
Dynamic-masking (i. e., nonlinear OHC signal process-
ing) is well known (i. e., there is a historical literature
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on this topic) to be intimately related to questions
of cochlear frequency selectivity, sensitivity, dynamic
range compression and loudness recruitment (the loss
of loudness dynamic range). Dynamic masking includes
the upward spread of masking (USM) effect, or in neu-
ral processing parlance, two-tone suppression (2TS). It
may be underappreciated that NL OHC processing (i. e.,
dynamic masking) is largely responsible for forward
masking (FM, or post-stimulus masking), which shows
large effects over long time scales. For example OHC
effects (FM/USM/2TS) can be as large as 50 dB, with an
FM latency (return to base line) of up to 200 ms. Forward
masking (FM) and NL OHC signal onset enhancement
are important to the detection and identification of per-
ceptual features of a speech signal. Some research has
concluded that forward masking is not related to OHC
processing [3.1, 2], so the topic remains controversial.
Understanding and modeling NL OHC processing is key
to many speech processing applications. As a result, a vi-
brant research effort driven by the National Institute of
Health on OHC biophysics has ensued.

This OHC research effort is paying off at the high-
est level. Three key examples are notable. First is the
development of wide dynamic-range multiband com-
pression (WDRC) hearing aids. In the last 10–15 years
WDRC signal processing (first proposed in 1937 by
researchers at Bell Labs [3.3]), revolutionized the
hearing-aid industry. With the introduction of compres-
sion signal processing, hearing aids now address the
recruitment problem, thereby providing speech audibil-
ity over a much larger dynamic range, at least in quiet.
The problems of the impaired ear given speech in noise
is poorly understood today, but this problem is likely
related to the effects of NL OHC processing. This pow-
erful circuit (WDRC) is not the only reason hearing aids
of today are better. Improved electronics and transducers
have made significant strides as well. In the last few years
the digital barrier has finally been broken, with digital
signal processing hearing aids now becoming common.

A second example is the development of otoacoustic
emissions (OAE) as a hearing diagnostic tool. Pioneered
by David Kemp and Duck Kim, and then developed by
many others, this tool allows for cochlear evaluation of
neonates. The identification of cochlear hearing loss in
the first month has dramatically improves the lives of
these children (and their parents). While it is tragic to
be born deaf, it is much more tragic for the deafness to
go unrecognized until the child is three years old, when
they fail to learn to talk. If you cannot hear you do not
learn to talk. With proper and early cochlear implant
intervention, these kids can lead nearly normal-hearing

lives and even talk on the phone. However they cannot
understand speech in noise. It is at least possible that
this loss is due to the lack of NL OHC processing.

A third example of the application of NL OHC pro-
cessing to speech processing is still an underdeveloped
application area. The key open problem here is: How
does the auditory system, including the NL cochlea, fol-
lowed by the auditory cortex, processes human speech?
There are many aspects of this problem including speech
coding, speech recognition in noise, hearing aids and
language learning and reading disorders in children. If
we can solve the robust phone decoding problem, we
will fundamentally change the effectiveness of human-
machine interactions. For example, the ultimate hearing
aid is the hearing aid with built in robust speech feature
detection and phone recognition. While we have no idea
when this will come to be, and it is undoubtedly many
years off, when it happens there will be a technology
revolution that will change human communications.

In this chapter several topics will be reviewed. First
is the history of cochlear models including extensions
that have taken place in recent years. These models in-
clude both macromechanics and micromechanics of the
tectorial membrane and hair cells. This leads to com-
parisons of the basilar membrane, hair cell, and neural
frequency tuning. Hearing loss, loudness recruitment, as
well as other key topics of modern hearing health care,
are discussed. The role of NL mechanics and dynamic
range are reviewed to help the reader understand the
importance of modern wideband dynamic range com-
pression hearing aids as well as the overall impact of
NL OHC processing.

Any reader desiring further knowledge about
cochlear anatomy and function or a basic description
of hearing, they may consult Pickles [3.4], Dallos [3.5],
Yost [3.6].

3.1.1 Function of the Inner Ear

The goal of cochlear modeling is to refine our under-
standing of how auditory signals are processed. The
two main roles of the cochlea are to separate the input
acoustic signal into overlapping frequency bands, and
to compress the large acoustic intensity range into the
much smaller mechanical and electrical dynamic range
of the inner hair cell. This is a basic question of infor-
mation processing by the ear. The eye plays a similar
role as a peripheral organ. It breaks the light image into
rod- and cone-sized pixels, as it compresses the dynamic
range of the visual signal. Based on the intensity JND,
the corresponding visual dynamic range is about nine to
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Fig. 3.1a,b On the left we see all the major structures of the cochlea (a). The three chambers are filled with fluid. Reissner’s
membrane is an electrical barrier and is not believed to play a mechanical role. The right panel (b) shows the inner and
outer hair cells, pillar cells and other supporting structures, the basilar membrane (BM), and the tectorial membrane (TM)
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ten orders of magnitude of intensity [3.7, 8], while the
ear has about 11 to 12. The stimulus has a relatively high
information rate. Neurons are low-bandwidth channels.
The eye and the ear must cope with this problem by re-
ducing the stimulus to a large number of low bandwidth
signals. It is then the job of the cortex to piece these
pixel signals back together, to reconstruct the world as
we see and hear it.

The acoustic information coding starts in the cochlea
(Fig. 3.1a) which is composed of three major chambers
formed by Reissner’s membrane and the basilar mem-
brane (BM). Mechanically speaking, there are only two
chambers, as Reissner’s membrane is only for electrical
isolation of the scala media (SM) [3.4, 5]. Figure 3.1b
shows a blown-up view of the organ of Corti where the
inner hair cells (IHC) and outer hair cells (OHC) sit be-
tween the BM and the tectorial membrane (TM). As the
BM moves up and down, the TM shears against the retic-
ular lamina (RL), causing the cilia of the inner and outer
hair cells to bend. The afferent auditory nerve fibers that
are connected to the inner hair cells carry the signal
information into the auditory system. Many fewer effer-
ent fibers bring signals from the auditory system to the
base of the outer hair cells. The exact purpose of these
efferent fibers remains unknown.

Inner Hair Cells
In very general terms, the role of the cochlea is to con-
vert sound at the eardrum into neural pulse patterns
along approximately 30 000 neurons of the human audi-
tory (VIIIth) nerve. After being filtered by the cochlea,
a low-level pure tone has a narrow spread of excita-
tion which excites the cilia of about 40 contiguous
inner hair cells [3.5, 9, 10]. The IHC excitation sig-
nal has a narrow bandwidth and a center frequency
that depends on the inner hair cell’s location along the
basilar membrane. Each hair cell is about 10 μm in
diameter while the human basilar membrane is about
35 mm in length (35 000 μm). Thus the neurons of the
auditory nerve encode the responses of about 3500 in-
ner hair cells which form a single row of cells along
the length of the BM. Each inner-hair-cell voltage is
a low-pass-filtered representation of the detected inner-
hair-cell cilia displacement [3.11]. Each hair cell is
connected to many neurons, having a wide range of
spontaneous firing rates and thresholds [3.12]. In the
cat, for example, approximately 15–20 neurons en-
code each of these narrow band inner hair cells with
a neural timing code. It is commonly accepted that all
mammalian cochleae are similar in function except the
frequency range of operation differs between species

(e.g., human ≈ 0.1–20 kHz and cat ≈ 0.3–50 kHz). It
is widely believed that the neuron information chan-
nel between the hair cell and the cochlear nucleus is
a combination of the mean firing rate and the rela-
tive timing between neural pulses (spikes). The mean
firing rate is reflected in the loudness coding, while
the relative timing carries more subtle cues, including
for example pitch information such as speech voicing
distinctions.

Outer Hair Cells
As shown in Fig. 3.1b there are typically three (occa-
sionally four) outer hair cells (OHCs) for each inner
hair cell (IHCs), leading to approximately 12 000 OHCs
in the human cochlea. Outer hair cells are used for inten-
sity dynamic-range control. This is a form of NL signal
processing, not dissimilar to Dolby sound processing.
This form of processing was inspired by cochlear func-
tion, and was in use long before it was patented by
Dolby, in movie sound systems developed by Bell Labs
in the 1930s and 1940s. Telephone speech is similarly
compressed [3.13] via μ-law coding. It is well known
(as was first proposed by Lorente de Nó [3.14] and
Steinberg [3.3]) that noise damage of nerve cells (i. e.,
OHCs) leads to a reduction of dynamic range, a dis-
order clinically named loudness recruitment. The word
recruitment, which describes the abnormal growth of
loudness in the impaired ear, is a seriously misleading
term, since nothing is being recruited [3.15].

We may describe cochlear processing two ways: first
in terms of the signal representation at various points in
the system; and second, in terms of models which are
our most succinct means of conveying the conclusions
of years of detailed and difficult experimental work on
cochlear function. The body of experimental knowledge
has been very efficiently represented (to the extent that it
is understood) in the form of these mathematical models.
When no model exists (e.g., because we do not under-
stand the function), a more basic description via the
experimental data is necessary. Several good books and
review papers that make excellent supplemental reading
are available [3.4, 8, 16, 17].

For pedagogical purposes this chapter has been di-
vided into four parts. Besides this introduction, we
include sections on the NL cochlea, neural masking, and
finally a brief discussion. Section 3.2 discusses dynamic
masking due to NL aspects of the cochlear outer hair
cells. This includes the practical aspects, and theory, of
the upward spread of masking (USM) and two-tone sup-
pression. Section 3.3 discusses neural masking, the JND,
loudness recruitment, the loudness signal-to-noise ratio
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(SNR), and the Weber fraction. Section 3.4 provides
a brief summary.

3.1.2 History of Cochlear Modeling

Typically the cochlea is treated as an uncoiled long thin
box, as shown in Fig. 3.2a. This represents the starting
point for the macromechanical models.

Macromechanics
In his book On the Sensations of Tone Helmholtz [3.18]
likened the cochlea to a bank of highly tuned resonators
selective to different frequencies, much like a piano or
a harp [3.19, p. 22–58], with each string representing
a different place X on the basilar membrane. This model
as proposed was quite limited since it leaves out key fea-
tures, the most important of which is the cochlear fluid
coupling between the mechanical resonators. But given
the early publication date, the great master of physics
and psychophysics Helmholtz shows deep insight and
his studies provided many very important contributions.

The next major contribution by Wegel and
Lane [3.20] stands in a class of its own even today, as
a double-barreled paper having both deep psychophys-
ical and modeling insight. Fletcher published much of
the Wegel and Lane data one year earlier [3.21]. It is
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Fig. 3.2a,b On the left (a) see the basic 2-D box model of
the cochlea. The Base (x = 0) is the high-frequency end of
the cochlea while the Apex (x = L) carries the low frequen-
cies. On the right (b) the 1924 Wegel and Lane electrical
equivalent circuit. The model is built from a cascade of
electrical sections

not clear to me why Wegel and Lane are always quoted
for these results rather than Fletcher. In Fletcher’s 1930
modeling paper, he mentioned that he was the subject in
the Wegel and Lane study. It seems to me that Fletcher
deserves some of the credit. The paper was the first to
quantitatively describe the details of how a high level
low frequency tone affects the audibility of a second
low-level higher-frequency tone (i. e., the upward spread
of masking). It was also the first publication to propose
a modern model of the cochlea, as shown in Fig. 3.2b.
If Wegel and Lane had been able to solve the model
equations implied by their circuit (of course they had no
computer to do this), they would have predicted cochlear
traveling waves. It was their mistake, in my opinion, to
make this a single paper. The modeling portion of their
paper has been totally overshadowed by their experi-
mental results. Transmission line theory had been widely
exploited by Campbell, the first mathematical research
at AT&T research (ca. 1898) with the invention of the
wave filter [3.22, 23], which had been used for speech
articulation studies [3.24–26], and Fletcher and Wegel
were fully utilizing Campbell’s important discoveries.

It was the experimental observations of G. von
Békésy starting in 1928 on human cadaver cochleae
which unveiled the physical nature of the basilar
membrane traveling wave. What von Békésy found (con-
sistent with the 1924 Wegel and Lane model) was that
the cochlea is analogous to a dispersive transmission
line where the different frequency components which
make up the input signal travel at different speeds along
the basilar membrane, thereby isolating each frequency
component at a different place X along the basilar
membrane. He properly identified this dispersive wave
a traveling wave, just as Wegel and Lane had predicted
in their 1924 model of the cochlea.

Over the intervening years these experiments have
been greatly improved, but von Békésy’s fundamental
observation of the traveling wave still stands. His origi-
nal experimental results, however, are not characteristic
of the responses seen in more-recent experiments, in
many important ways. These differences are believed
to be due to the fact that Békésy’s cochleae were dead,
and because of the high sound levels his experiments
required. He observed the traveling wave using strobo-
scopic light, in dead human cochleae, at sound levels
well above 140 dB−SPL.

Today we find that for a pure tone input the traveling
wave has a more sharply defined location on the basilar
membrane than that observed by von Békésy. In fact,
according to measurements made over the last 20 years,
the response of the basilar membrane to a pure tone

Part
A

3
.1



32 Part A Production, Perception, and Modeling of Speech

can change in amplitude by more than five orders of
magnitude per millimeter of distance along the basilar
membrane (e.g., 300 dB/oct is equivalent to 100 dB/mm
in the cat cochlea).

The One-Dimensional Model of the Cochlea
To describe this response it is helpful to call upon
the macromechanical transmission line models of
Wegel [3.20] (Fig. 3.2b) and Fletcher [3.27], first quanti-
tatively analyzed by Zwislocki [3.28, 29], Ranke [3.30],
Peterson and Bogert [3.31], Fletcher [3.32, 33]. This
popular transmission line model is now denoted the
one-dimensional (1-D), or long-wave model.

Zwislocki [3.28] was first to quantitatively analyze
Wegel and Lane’s macromechanical cochlear model,
explaining Békésy’s traveling wave observations. The
stapes input pressure P1 is at the left, with the input
velocity V1, as shown by the arrow, corresponding to
the stapes velocity. This model represents the mass of
the fluids of the cochlea as electrical inductors and the
BM stiffness as capacitors. Electrical circuit networks
are useful when describing mechanical systems. This
is possible because of an electrical to mechanical ana-
log that relates the two systems of equations. Electrical
circuit elements comprise a de facto standard for de-
scribing such equations. It is possible to write down the
equations that describe the system from the circuit of
Fig. 3.2b, by those trained in the art. Engineers and sci-
entists frequently find it easier to read and think in terms
of these pictorial circuit diagrams, than to interpret the
corresponding equations.

BM Impedance. During the following discussion it is
necessary to introduce the concept of a one-port (two-
wire) impedance. Ohm’s law defines the impedance as

Impedance= effort

flow
. (3.1)

In an electrical system the impedance is the ratio of
a voltage (effort) over a current (flow). In a mechanical
system it is the force (effort) over the velocity (flow).

For linear time-invariant causal (LTIC) systems
(i. e., an impedance), phasor notation is very useful,
where the tone is represented as the real part (Re) of the
complex exponential

ei2π ft+iφ ≡ cos (2π ft+φ)+ i sin (2π ft+φ) .
(3.2)

The symbol ≡ denotes equivalence. It means that the
quantity to the left of ≡ is defined by the quantity on
the right. More specifically, impedance is typically de-

fined in the frequency domain using Laplace transform
notation, in terms of a damped tone

A eσ t cos (2π ft+φ)≡ A Re est+iφ (3.3)

excitation, characterized by the tone’s amplitude A,
phase φ and complex Laplace frequency s ≡ σ + i2π f .
When a function such as Z(s) is shown as a function
of the complex frequency s, this means that its inverse
Laplace transform z(t)↔ Z(s) must be causal. In the
time domain, the voltage may be found from the current
via a convolution with z(t). Three classic examples of
such impedances are presented next.

Example 3.1: The impedance of the tympanic mem-
brane (TM, or eardrum) is defined in terms of a pure
tone pressure in the ear canal divided by the result-
ing TM volume velocity (the velocity times the area of
TM motion) [3.34, 35]. The pressure (effort) and vol-
ume velocity (flow) referred to here are conventionally
described using complex numbers, to account for the
phase relationship between the two.

Example 3.2: The impedance of a spring is given by the
ratio of the force F( f ) to velocity V ( f )= sX( f ) with
displacement X

Z(s)≡ F

V
= K

s
= 1

sC
, (3.4)

where the spring constant K is the stiffness, C the com-
pliance, and s is the complex radian frequency. The
stiffness is represented electrically as a capacitor (as
parallel lines in Fig. 3.2b). Having s = σ + i2π f in the
denominator indicates that the impedance of a spring has
a phase of −π/2 (e.g., −90◦). Such a phase means that
when the velocity is cos (2π ft), the force is sin (2π ft).
This follows from Hooke’s law

F = K X = K

s
sX = K

s
V . (3.5)

Example 3.3: From Newton’s law F = Ma where F is
the force, M is the mass, and acceleration a(s)= sV (s)
(i. e., the acceleration in the time domain is dv(t)/dt).
The electrical element corresponding to a mass is an
inductor, indicated in Fig. 3.2b by a coil. Thus for a mass
Z(s)= sM.

From these relations the magnitude of the impedance
of a spring decreases as 1/ f , while the impedance mag-
nitude of a mass is proportional to f . The stiffness with
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its−90◦ phase is called a lagging phase, while the mass
with its +90◦ phase is called a leading phase.

Different points along the basilar membrane are
represented by the cascaded sections of the lumped
transmission line model of Fig. 3.2b. The position X
along the model is called the place variable and corre-
sponds to the longitudinal position along the cochlea.
The series (horizontal) inductors (coils) denoted by Lk
represent the fluid mass (inertia) along the length of
the cochlea, while the shunt elements represent the
mechanical (acoustical) impedance of the correspond-
ing partition (organ of Corti) impedance, defined as the
pressure drop across the partition divided by its volume
velocity per unit length

Zp(s, X)= Kp(X)

s
+ Rp(X)+ sMp , (3.6)

where K (X) is the partition stiffness, and Rp is the par-
tition resistance. Each inductor going to ground (li in
Fig. 3.2b) represents the partition plus fluid mass per
unit length Mp of the section. Note that sM, Rp and
K/s are impedances, but the mass M and stiffness K are
not. The partition stiffness decreases exponentially along
the length of the cochlea, while the mass is frequently
approximated as being independent of place.

As shown in Fig. 3.3a, for a given input frequency
the BM impedance magnitude has a local minimum at
the shunt resonant frequency, where the membrane that
can move in a relatively unrestricted manner. The shunt
resonance has special significance because at this reso-
nance frequency Fcf(X) the inductor and the capacitor
reactance cancel each other, creating an acoustic hole,
where the only impedance element that contributes to
the flow resistance is Rp. Solving for Fcf (X)

Kp(X)

2πiFcf
+2πiFcf Mp = 0 (3.7)

defines the cochlear map function, which is a key con-
cept in cochlear modeling:

Fcf(X)≡ 1

2π

√
Kp(X)

Mp
. (3.8)

The inverse of this function specifies the location of
the hole Xcf( f ) as shown in Fig. 3.3a. In the example
of Fig. 3.3a two frequencies are show, at 1 and 8 kHz,
with corresponding resonant points shown by Xcf(1) and
Xcf(8).

Basal to Xcf( f ) in Fig. 3.3a, the basilar membrane
is increasingly stiff, and apically (to the right of the
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Fig. 3.3 (a) Plot of the log-magnitude of the impedance as
a function of place for two different frequencies of 1 and
8 kHz showing the impedance; the region labeled K (X) is
the region dominated by the stiffness and has impedance
K (X)/s. The region labeled M is dominated by the mass
and has impedance sM. The characteristic places for 1 and
8 kHz are shown as Xcf . (b) Cochlear map of the cat follow-
ing Liberman and Dodds. The resonance frequency depends
on place according to the cochlear map function (b). A crit-
ical bandwidth Δ f ( f ) and a critical spread Δx(X) area
related through the cochlear map

resonant point), the impedance is mass dominated. The
above description is dependent on the input frequency
f since the location of the hole is frequency dependent.
In this apical region the impedance has little influence
since almost no fluid flows past the low-impedance hole.
This description is key to our understanding of why the
various frequency components of a signal are splayed
out along the basilar membrane.

If one puts a pulse of current in at the stapes, the high-
est frequencies that make up the pulse would be shunted
close to the stapes since at high frequencies the hole is
near the stapes, while the lower frequencies would con-
tinue down the line. As the low-pass pulse travels down
the basilar membrane, the higher frequencies are pro-
gressively removed, until almost nothing is left when
the pulse reaches the end of the model (the helicotrema
end, the apex of the cochlea).

Part
A

3
.1



34 Part A Production, Perception, and Modeling of Speech

When a single tone is played, the response in the base
increases in proportion to the BM compliance (inversely
with the stiffness) until there is is a local maximum just
before the traveling wave reaches the resonant hole, at
which point the response plummets, since the fluid flow
is shorted by the hole. For a fixed stimulus frequency
f there is a maximum along the place axis called the
characteristic place, denoted by X(p)

cf ( f ). Likewise at
a given place X as a function of frequency there is a local
maximum called the characteristic frequency, denoted
by F(p)

cf (X). The relation between the peak in place as
a function of frequency or of the peak in frequency as
a function of place is also called the cochlear map. There
is serious confusion with conventional terminology here.
The resonant frequency of the BM impedance mathe-
matically defines Fcf and specifies the frequency on the
base of the high-frequency steep portion of the tuning
slope, not the peak. However the peak is used as the
visual cue, not the base of the high-frequency slope.
These two definitions differ by a small factor (that is ig-
nored) that depends directly on the high-frequency slope
of the response. Over most of the frequency range this
slope is huge, resulting in a very small factor, justifying
its being ignored. However at very low frequencies the
slope is shallow and the factor can then be large. The
droop in the cochlear map seen in Fig. 3.3b at the apex
(x = L) may be a result of these conflicting definitions.
The cochlear map function Fcf (X) plays a key role in
cochlear mechanics, has a long history, and is known by
many names [3.27,36–40], the most common today be-
ing Greenwood’s function. In the speech literature it is
called the Mel scale.

The spread of the response around the peak for
a fixed frequency is denoted the critical spread Δx( f ),
while the frequency spread at a given place is called
the critical band denoted Δ f (X). As early as 1933 it
was clear that the critical band must exist, as extensively
discussed by Fletcher and Munson [3.41]. At any point
along the BM the critical band is proportional to the
critical ratio κ(X), defined as the ratio of pure tone de-
tection intensity at threshold in a background of white
noise, to the spectral level of the noise [3.42], namely

Δ f (X)∝ κ(X) . (3.9)

In the next section we shall show how the the rela-
tions between these various quantities are related via the
cochlear map.

Derivation of the Cochlear Map Function. The deriva-
tion of the cochlear map is based on counting critical
bands as shown by Fletcher [3.10] and popularized
by Greenwood [3.43]. The number of critical bands
Ncb may be found by integrating the critical band
density over both frequency and place, and equat-
ing these two integrals, resulting in the cochlear map
Fcf(X):

Ncb ≡
Xcf∫
0

dX

Δx(X)
=

Fcf∫
0

d f

Δ f ( f )
. (3.10)

There are approximately 20 pure-tone frequency
JNDs per critical band [3.37], [3.42, p. 171], and
Fletcher showed that the critical ratio expressed in dB
κdB(X) is of the form aX+b, where a and b are con-
stants [3.10]. As verified by Greenwood [3.43, p. 1350,
(1)] the critical bandwidth in Hz is therefore

Δ f (X)∝ 10κdB(X)/10 . (3.11)

The critical spread Δx(X) is the effective width of
the energy spread on the basilar membrane for a pure
tone. Based on a suggestion by Fletcher, Allen showed
that for the cat, Δx(X) corresponds to about 2.75 times
the basilar membrane width with Wbm(X)∝ eX [3.10].
It is reasonable to assume that the same relation would
hold in the human case.

The direct observation of the cochlear map in the
cat was made by Liberman [3.44] and Liberman and
Dodds [3.45], and they showed the following empirical
formula fit the data

Fcf(X)= 456(102.1(1−X/L)−0.8) , (3.12)

where the length of the cat cochlea is L = 21 mm,
and X is measured from the stapes [3.44]. The
same formula may be used for the human cochlea
if L = 35 mm is used, the 456 is replaced by 165.4,
and 0.8 by 0.88. Based on (3.12), and as de-
fined in Fig. 3.3b, the slope of the cochlear map is
3 mm/oct for the cat and 5 mm/oct for the human, as
may be determined from the formula L log10(2)/2.1
with L = 21 or 35 for cat and human, respec-
tively.

For a discussion of work after 1960 on the critical
band see Allen [3.10] and Hartmann [3.17].
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3.2 The Nonlinear Cochlea

3.2.1 Cochlear Modeling

In cochlear modeling there are two fundamental
intertwined complex problems, cochlear frequency se-
lectivity and cochlear/OHC nonlinearity. Wegel and
Lane’s 1924 transmission line wave theory was a most
important development, since it was published 26 years
prior to the experimental results of von Békésy, and
it was based on a simple set of physical principles,
conservation of fluid mass, and a spatially variable
basilar membrane stiffness. It gives insight into both
the NL cochlea, as well has two-dimensional (2-D)
model frequency-selective wave-transmission effects
(mass loading of the BM).

Over a 15 year period starting in 1971, there was
a paradigm shift. Three discoveries rocked the field:

1. nonlinear compressive basilar membrane and inner-
hair-cell measures of neural-like cochlear frequency
selectivity [3.47, 48],
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Fig. 3.4a,b There are six numbers that characterize every curve, three slopes (S1, S2, S3), in dB/oct, two frequencies
(Fz, Fcf), and the excess gain characterizes the amount of gain at Fcf relative to the gain defined by S1. The excess gain
depends on the input level for the case of a nonlinear response like the cochlea. Rhode found up to ≈ 35 dB of excess
gain at 7.4 kHz and 55 dB−SPL, relative to the gain at 105 dB−SPL. From of the 55 dB−SPL curve of (a) (the most
sensitive case), and his Table I, S1 = 9, S2 = 86, and S3 =−288 (dB/oct), Fz = 5 kHz, Fcf = 7.4 kHz, and an excess
gain of 27 dB. Rhode reported S1 = 6 dB/oct, but 9 seems to be a better fit to the data, so 9 dB/oct is the value we have
used for our comparisons. (a) Response of the basilar membrane for his most sensitive animal. The graduations along
the abscissa are at 0.1, 1.0 and 10.0 kHz (after [3.46, Fig. 9a]) (b) Basic definition of the 6 parameters for characterizing
a tuning curve: slopes S1, S2, S3, frequencies Fz and Fcf , and the excess gain

2. otoacoustic (ear canal) nonlinear emissions [3.49],
and

3. motile outer hair cells [3.50].

Today we know that these observations are related,
and all involve outer hair cells. A theory (e.g., a com-
putational model) is needed to tie these results together.
Many groups are presently working out such theories.

On the modeling side during the same period (the
1970’s) all the variants of Wegel and Lane 1-D linear
theory were becoming dated because:

1. numerical model results became available, which
showed that 2- and three-dimensional (3-D) models
were more frequency selective than the 1-D model,

2. experimental basilar membrane observations showed
that the basilar membrane motion had a nonlinear
compressive response growth, and

3. improved experimental basilar membrane obser-
vations became available which showed increased
nonlinear cochlear frequency selectivity.
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Because these models and measures are still under
development today [the problem has not yet (ca. 2007)
been solved], it is necessary to describe the data
rather than the models. Data that drives these nonlinear
cochlear measures include:

• The upward spread of masking (USM), first de-
scribed quantitatively by Wegel and Lane in 1924,• Distortion components generated by the cochlea and
described by Wegel and Lane [3.20], Goldstein and
Kiang [3.52], Smoorenburg [3.53], Kemp [3.54], Kim
et al. [3.55], Fahey and Allen [3.56] and many others,• Normal loudness growth and recruitment in the im-
paired ear [3.3, 41],• The frequency dependent neural two-tone suppres-
sion observed by Sachs and Kiang [3.57], Arthur
et al. [3.58], Kiang and Moxon [3.59], Abbas and
Sachs [3.60], Fahey and Allen [3.56], Pang and
Guinan [3.61], and others,• The frequency-dependent basilar membrane response-
level compression first described by Rhode [3.46,
47],• The frequency-dependent inner-hair-cell receptor
potential level compression, first described by Sellick
and Russell [3.48], Russell and Sellick [3.62].• Forward masking data that shows a linear return to
baseline after up to 0.2 s [3.63]. There may be com-
pelling evidence that OHCs are the source of forward
masking.

We shall discuss each of these, but two related meas-
ures are the most important for understanding these NL
masking effects, the upward spread of masking (USM)
and two-tone suppression (2TS).

Basilar Membrane Nonlinearity. The most basic early
and informative of these nonlinear effects was the NL
basilar membrane measurements made by Rhode [3.46,
47], as shown in Fig. 3.4a, showing that the basilar mem-
brane displacement to be a highly NL function of level.
For every four dB of pressure level increase on the in-
put, the output displacement (or velocity) only changed
one dB. This compressive nonlinearity depends on fre-
quency, and only occurs near the most sensitive region
(e.g., the tip of the tuning curve). For other frequencies
the system was either linear, namely, one dB of input
change gave one dB of output change for frequencies
away from the best frequency, or very close to linear.
This NL effect was highly dependent on the health of
the animal, and would decrease or would not be present
at all, when the animal was not in its physiologically
pristine state.

An important and useful measure of cochlear linear
and nonlinear response first proposed by Rhode [3.46,
Fig. 8], is shown in Fig. 3.4b which describes cochlear
tuning curves by straight lines on log–log coordinates.
Such straight line approximations are called Bode plots
in the engineering literature. The slopes and break
points, defined as the locations where the straight lines
cross, characterize the response.

Otoacoustic Emissions. A few years after Rhode’s
demonstration of cochlear nonlinearity, David Kemp
observed otoacoustic emissions (tonal sound emanat-
ing from the cochlea and NL echos to clicks and tone
bursts) [3.49,54,64–66]. Kemp’s findings were like a jolt
to the field, which led to a cottage industry of objective
testing of the auditory system, including both cochlear
and middle ear tests.

Motile OHCs. Subsequently, Brownell et al. [3.50] dis-
covered that isolated OHCs change their length when
placed in an electric field, thus that the outer hair cell
is motile. This then led to the intuitive and widespread
proposal that outer hair cells act as voltage-controlled
motors that directly drive the basilar membrane on a cy-
cle by cycle basis. It seems quite clear, from a great deal
of data, that the OHC onset response time is on the order
of one cycle or so of the BM impulse response, because
the first peak is linear [3.67]. The release time must be
determined by the OHC membrane properties, which is
slow relative to the attack. Thus OHC NL processing is
the basis for both the frequency asymmetry of simulta-
neous (upward versus downward spread) and temporal
(forward versus backward) masking.

As summarized in Fig. 3.5, OHCs provide feedback
to the BM via the OHC receptor potential, which in
turn is modulated by both the position of the basilar
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Fig. 3.5 Block flow diagram of the inner ear (after
Allen [3.51])
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membrane (forming a fast feedback loop), and alterna-
tively by the efferent neurons that are connected to the
outer hair cells (forming a slow feedback loop). The de-
tails of all this are the topic of a great deal of present
research.

OHCs are the one common element that link all the
NL data previously observed, and a missing piece of
the puzzle that most needs to be understood before any
model can hope to succeed in predicting basilar mem-
brane, hair cell, and neural tuning, or NL compression.
Understanding the outer hair cell’s two-way mechanical
transduction is viewed as the key to solving the problem
of the cochlea’s dynamic range.

Historically the implication that hair cells might play
an important role in cochlear mechanics go back at least
to 1936 when loudness recruitment was first reported by
Fowler [3.68] in a comment by R. Lorente de Nó [3.14]
stating that cochlear hair cells are likely to be involved
in loudness recruitment.

The same year Steinberg and Gardner [3.3] were
explicit about the action of recruitment when they con-
cluded:

When someone shouts, such a deafened person suf-
fers practically as much discomfort as a normal
hearing person would under the same circum-
stances. Furthermore for such a case, the effective
gain in loudness afforded by amplification depends
on the amount of variable type loss present. Owing
to the expanding action of this type of loss it would
be necessary to introduce a corresponding compres-
sion in the amplifier in order to produce the same
amplification at all levels.

Therefore as early as 1937 there was a clear sense
that cochlear hair cells were related to dynamic range
compression.

More recently, theoretical attempts to explain the dif-
ference in tuning between normal and damaged cochleae
led to the suggestion that OHCs could influence BM
mechanics. In 1983 Neely and Kim [3.69] concluded:

We suggest that the negative damping components
in the model may represent the physical action of
outer hair cells, functioning in the electrochemical
environment of the normal cochlea and serving to
boost the sensitivity of the cochlea at low levels of
excitation.

In 1999 yet another (a fourth) important discovery
was made, that the outer-hair-cell mechanical stiffness
depends on the voltage across its membrane [3.70, 71].
This change in stiffness, coupled with the naturally oc-

curring internal static pressure, may well account for
the voltage dependent accompanying length changes
(the cell’s voltage dependent motility). This view fol-
lows from the block diagram feedback model of the
organ of Corti shown in Fig. 3.5 where the excita-
tion to the OHC changes the cell voltage Vohc, which
in turn changes the basilar stiffness [3.51]. This is
one of several possible theories that have been put
forth.

This experimental period set the stage for explain-
ing the two most dramatic NL measures of cochlear
response, the upward spread of masking and its re-
lated neural correlate, two-tone suppression, and may
well turn out to be the explanation of the nonlinear
forward-masking effect as well [3.63].

Simultaneous Dynamic-Masking
The psychophysically measured upward spread of
masking (USM) and the neurally measured two-tone
suppression (2TS) are closely related dynamic-masking
phenomena. Historically these two measures have been
treated independently in the literature. As will be
shown, it is now clear that they are alternative objective
measures of the same OHC compressive nonlinear-
ity. Both involve the dynamic suppression of a basal
(high-frequency) probe due to the simultaneous presen-
tation of an apical (low-frequency) suppressor. These
two views (USM versus 2TS) nicely complement
each other, providing a symbiotic view of cochlear
nonlinearity.

Upward Spread of Masking (USM). In a classic paper,
Mayer [3.72] was the first to describe the asymmetric
nature of masking [3.63,73]. Mayer made his qualitative
observations with the use of clocks, organ pipes and
tuning forks, and found that that the spread of masking
is a strong function of the probe-to-masker frequency
ratio ( fp/ fm) [3.63].

In 1923, Fletcher published the first quantitative
results of tonal masking. In 1924, Wegel and Lane
extended Fletcher’s experiments (Fletcher was the sub-
ject [3.27, p. 325]) using a wider range of tones. Wegel
and Lane then discuss the results in terms of their 1-D
model described above. As shown in Fig. 3.6a, Wegel
and Lane’s experiments involved presenting listeners
with a masker tone at frequency fm = 400 Hz and in-
tensity Im (the abscissa), along with a probe tone at
frequency fp (the parameter used in the figure). At
each masker intensity and probe frequency, the thresh-
old probe intensity I∗p (Im) is determined, and displayed
relative to its threshold sensation level (SL) (the ordinate
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Fig. 3.6a,b On the left (a) we see the psychoacoustic measure of 2TS, called the upward spread of masking. On the
right (b) are related measures taken in the auditory nerve by a procedure called two-tone suppression (2TS). Low- and
high-side masking or suppression have very different thresholds and slopes. These suppression slopes and thresholds are
very similar between 2TS and the USM. (a) Upward spread of masking as characterized by Wegel and Lane in 1924. The
solid lines correspond to the probe being higher than the 400 Hz masker, while the dashed lines correspond to the 400 Hz
probe lower than the masker. On the left we see upward spread of masking functions from Wegel and Lane for a 400 Hz
low-frequency masker. The abscissa is the masker intensity Im in dB−SL while the ordinate is the threshold probe
intensity I∗p (Im) in dB−SL. The frequency of the probe fp, expressed in kHz, is the parameter indicated on each curve.
The dashed box shows that the masking due to a 1 kHz tone becomes more than that at 450 Hz, for a 400 Hz probe. This
is the first observation of excitation pattern migration with input intensity. (b) Two-tone suppression (2TS) input–output
(IO) functions from Abbas and Sachs [3.60, Fig. 8]. On the left (1) is low-side suppression and on the right (2) we see
high-side suppression. In 2TS the suppressor plays the role of the masker and the probe the role of the maskee. Note
that the threshold of suppression for low-side suppressor (masker) is close to 70 dB−SPL, which is similar to human
low-side suppressors, the case of the Wegel and Lane USM (1) (60–70 dB−SPL). The onset of suppression for high-side
suppressors is close to the neuron’s CF threshold of 50 dB, as elaborated further in Fig. 3.7a

is the probe level at threshold [dB−SL]). The asterisk
indicates a threshold measure.

In Fig. 3.6a fm = 400 Hz, Im is the abscissa, fp is
the parameter on each curve, in kHz, and the threshold
probe intensity I∗p (Im) is the ordinate. The dotted line
superimposed on the 3 kHz curve (Im/1060/10)2.4 repre-
sents the suppression threshold at 60 dB−SL which has
a slope of 2.4 dB/dB. The dotted line superimposed on
the 0.45 kHz curve has a slope of 1 and a threshold of
16 dB−SL.

Three regions are clearly evident: the downward
spread of masking ( fp < fm, dashed curves), critical
band masking ( fp ≈ fm, dashed curve marked 0.45),
and the upward spread of masking ( fp > fm, solid
curves) [3.74].

Critical band masking has a slope close to 1 dB/dB
(the superimposed dotted line has a slope of 1). Four
years later Riesz [3.75] shows critical band masking

obeys the near miss to Weber’s law, as described
in Sect. 3.3.2. The downward spread of masking (the
dashed lines in Fig. 3.6a) has a low threshold intensity
and a variable slope that is less than one dB/dB, and
approaches 1 at high masker intensities. The upward
spread of masking (USM), shown by the solid curves,
has a threshold near 50 dB re sensation level (e.g.,
65 dB−SPL), and a growth just less than 2.5 dB/dB.
The dotted line superimposed on the fp = 3 kHz curve
has a slope of 2.4 dB/dB and a threshold of 60 dB−SL.

The dashed box shows that the upward spread
of masking of a probe at 1 kHz can be greater
than the masking within a critical band (i. e.,
fp = 450 Hz> fm = 400 Hz). As the masker frequency
is increased, this crossover effect occurs in a small
frequency region (i. e., 1/2 octave) above the masker fre-
quency. The crossover is a result of a well-documented
NL response migration, of the excitation pattern with

Part
A

3
.2



Nonlinear Cochlear Signal Processing and Masking in Speech Perception 3.2 The Nonlinear Cochlea 39

�������		
��������

���
�

�����	����������

������	����	�	���

�������������
��

������
�
����		��������	���

����

��

���� ���

��
������ �����!������

������"#�����
�
����		�����$��	$�%�

���$�����	���
� ���&����

�
����		����%����� � ��&���

 �����!��������%���
�� � ��&����

�����
��

�	
�� '��
�	
��

#(���#

��

�������)
��*��� ��+,�

 -./�0 �1��$�	
����		��

2#

#

���

-.��

Fig. 3.7 (a) Definitions of 2TS low-side masking procedure (see (3.13) and (3.14)). (b) Example of 2TS (low-side
masking) in the cat auditory nerve (AN). A cat neural tuning curve taken with various low-side suppressors present
(suppressor below the best frequency), as indicated by the symbols. The tuning curve with the lowest threshold is for no
suppressor. When the suppressor changes by 20 dB, the Fcf threshold changes by 36 dB. Thus for a 2 kHz neuron, the
slope is 36/20, or 1.8. These numbers are similar to those measure by Delgutte [3.80]. One Pa= 94 dB−SPL

stimulus intensity, described in a wonderful paper by
McFadden [3.76]. Response migration was also ob-
served by Munson and Gardner in a classic paper on
forward masking [3.77]. This important migration ef-
fect is beyond the scope of the present discussion, but
is reviewed in [3.74, 78, 79] discussed in the caption of
Fig. 3.10.

The upward spread of masking is important be-
cause it is easily measured psychophysically in normal
hearing people, is robust, well documented, and nicely
characterizes normal outer-hair-cell nonlinearities. The
psychophysically measured USM has correlates in basi-
lar membrane and hair cell signals, and is known as
two-tone suppression (2TS) in the auditory nerve litera-
ture, as discussed in the caption of Fig. 3.6b.

Two-Tone Suppression. The neural correlate of the
psychophysically measured USM is called two-tone sup-
pression (2TS). As shown in the insert of Fig. 3.7a, first
a neural tuning curve is measured. A pure tone probe
at intensity Ip( fp), and frequency fp, is placed a few
dB (e.g., 6 to 10) above threshold at the characteris-
tic (best) frequency of the neuron Fcf (i. e., fp = Fcf).
In 2TS a suppressor tone plays the role of the masker.
There are two possible thresholds. The intensity of the
suppressor tone Is( fs) at frequency fs is increased until
either

1. the rate response to either the probe alone R(Ip, Is =
0) decreases by a small increment ΔR, or

2. drops to the small increment ΔR, just above the
undriven spontaneous rate R(0, 0).

These two criteria are defined in Fig. 3.6b and may be
written

Rp
(
Ip, I∗s

)≡ R(Ip, 0)−ΔR (3.13)

and

Rspont
(
Ip, I∗s

)≡ R(0, 0)+ΔR ; (3.14)

ΔR indicates a fixed small but statistically significant
constant change in the rate (e.g., ΔR = 20 spikes/s is
a typical value). The threshold suppressor intensity is
defined as I∗s ( fs), and as before the∗ indicates the thresh-
old suppressor intensity. The two threshold definitions
(3.13) and (3.14) are very different, and both are useful.
The difference in intensity between the two thresholds
is quite large, and the more common measure used by
Abbas and Sachs [3.60] is (3.13). The second measure
(3.14) is consistent with neural tuning curve suppres-
sion, and is therefore the more interesting of the two. It
corresponds to suppression of the probe to threshold.

Neural data of Abbas and Sachs [3.60, Fig. 8] are
reproduced in Fig. 3.6b. For this example (see entry in
lower-right just below 105), Fcf is 17.8 kHz, and the

Part
A

3
.2



40 Part A Production, Perception, and Modeling of Speech

fp = Fcf probe intensity 20 log 10(|P1|) is 60 dB. The
label on the curves is the frequency f1. The thresh-
old intensity of the associated neural tuning curve is
has a low spontaneous rate and a 50–55 dB threshold.
The left panel of Fig. 3.6b is for apical suppressors that
are lower in frequency than the characteristic frequency
(CF) probe ( fs < fp). In this case the threshold is just
above 65 dB−SPL. The suppression effect is relatively
strong and almost independent of frequency. In this ex-
ample the threshold of the effect is less than 4 dB apart
(the maximum shift of the two curves) at suppressor
frequencies fs of 10 and 5 kHz (a one octave separation).

The right panel shows the case fs > fp. The suppres-
sion threshold is close to the neuron’s threshold (e.g.,
50 dB−SPL) for probes at 19 kHz, but increases rapidly
with frequency. The strength of the suppression is weak
in comparison to the case of the left panel ( fs < fp), as
indicated by the slopes of the family of curves.

The Importance of the Criterion. The data of Fig. 3.6b
uses the first suppression threshold definition (3.13) Rp
(a small drop from the probe driven rate). In this case the
Fcf probe is well above its detection threshold at the sup-
pression threshold, since according to definition (3.13),
the probe is just detectably reduced, and thus audible.
With the second suppression threshold definition (3.14),
the suppression threshold corresponds to the detection
threshold of the probe. Thus (3.14), suppression to the
spontaneous rate, is appropriate for Wegel and Lane’s
masking data where the probe is at its detection thresh-
old I∗p (Im). Suppression threshold definition (3.14) was
used when taking the 2TS data of Fig. 3.7b, where the
suppression threshold was estimated as a function of
suppressor frequency.

To be consistent with a detection threshold criterion,
such as the detection criterion used by Wegel and Lane in
psychophysical masking, (3.14) must be used. To have
a tuning curve pass through the Fcf probe intensity of a
2TS experiment (i. e., be at threshold levels), it is nec-
essary to use the suppression to rate criterion given by
(3.14). This is shown in Fig. 3.7b where a family of tun-
ing curves is taken with different suppressors present.
As described by Fahey and Allen [3.56, Fig. 13], when
a probe is placed on a specific tuning curve of Fig. 3.7b,
corresponding to one of the suppressor level symbols
of Fig. 3.7b, and a suppression threshold is measured,
that suppression curve will fall on the corresponding
suppression symbol of Fig. 3.7b. There is a symmetry
between the tuning curve measured in the presents of
a suppressor, and a suppression threshold obtained with
a given probe. This symmetry only holds for criterion

(3.14), the detection threshold criterion, which is appro-
priate for Wegel and Lane’s data. If one uses (3.13) as
in [3.60] they will not see this symmetry as cleary.

Suppression Threshold. Using the criterion (3.14),
Fahey and Allen [3.56, Fig. 13] showed that the suppres-
sion threshold I∗s (Ip) in the tails is near 65 dB−SPL
(0.04 Pa). This is true for suppressors between 0.6 and
4 kHz. A small amount of data are consistent with the
threshold being constant to much higher frequencies, but
the Fahey and Allen data are insufficient on that point.

Suppression Slope. Delgutte has written several insight-
ful papers on masking and suppression [3.80–82]. He
estimated how the intensity growth slope (in dB/dB)
of 2TS varies with suppressor frequency for several
probe frequencies [3.80]. As may be seen in his fig-
ure, the suppression growth slope for the case of a low
frequency apical suppressor on a high frequency basal
neuron (the case of the left panel of Fig. 3.6b), is
≈ 2.4 dB/dB. This is the same slope as for Wegel and
Lane’s 400 Hz masker, 3 kHz probe USM data shown
in Fig. 3.6a. For suppressor frequencies greater than the
probe’s ( fs > fp), Delgutte reports a slope that is signif-
icantly less than 1 dB/dB. Likewise Wegel and Lane’s
data has slopes much less than 1 for the downward spread
of masking.

One may conclude that USM and 2TS data show
systematic and quantitative correlations between the
threshold levels and slopes. The significance of these
correlations has special importance because

1. they come from very different measurement
methods, and

2. Wegel and Lane’s USM are from human, while
the 2TS data are from cat, yet they show simi-
lar responses. This implies that the cat and human
cochleae may be quite similar in their NL responses.

The USM and 2TS threshold and growth slope
(e.g., 50 dB−SL and 2.4 dB/dB) are important fea-
tures that must be fully understood and modeled before
we can claim to understand cochlear function. While
there have been several models of 2TS [3.83–85] as
discussed in some detail by Delgutte [3.80], none are
in quantitative agreement with the data. The two-tone
suppression model of Hall [3.84] is an interesting contri-
bution to this problem because it qualitatively explores
many of the key issues. Finally forward-masking data
also show related nonlinear properties that we specu-
late may turn out to be related to NL OHC function as
well [3.78, 86, 87].
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3.2.2 Outer-Hair-Cell Transduction

The purpose of this section is to address two intimately
intertwined problems cochlear frequency selectivity and
cochlear nonlinearity. The fundamental question in
cochlear research today is: What is the role of the outer
hair cell (OHC) in cochlear mechanics? The OHC is the
source of the NL effect, and the end product is dynamic
masking, including the USM, 2TS and forward masking,
all of which include dramatic amounts of gain and tuning
variation. The issues are the nature of the NL transfor-
mations of the BM, OHC cilia motion, and OHC soma
motility, at a given location along the basilar membrane.

The prevailing and popular cochlear-amplifier view
is that the OHC provides cochlear sensitivity and fre-
quency selectivity [3.5, 88–94]. The alternative view,
argued here, is that the OHC compresses the excita-
tion to the inner hair cell, thereby providing dynamic
range expansion.

There is an important difference between these two
views. The first view deemphasizes the role of the OHC
in providing dynamic range control (the OHC’s role is
to improve sensitivity and selectivity), and assumes that
the NL effects result from OHC saturation.

The second view places the dynamic range problem
as the top priority. It assumes that the sole purpose of the
OHC nonlinearity is to provide dynamic range compres-
sion, and that the OHC plays no role in either sensitivity
or selectivity, which are treated as important but inde-
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Fig. 3.8a–c On the far left (a) is the electrical equivalent circuit model of an IHC with thermal noise sources due to the
cell leakage resistance Johnson and shot noise vJ and the Brownian motion of the cilia, represented by the voltage noise
source vB. The cilia force fc and velocity ξ̇c are the stimulus (input) variables to the forward transduction (b), and are
loaded by the mechanical impedance of the cilia viscous drag r and compliance c. (c) For OHCs, when the cilia move,
current flows into the cell charging the membrane capacitance, thus changing the membrane voltage Vm. This membrane
capacitance Cm(Vm) is voltage dependent (i. e., it is NL). The membrane voltage has also been shown to control the cell’s
soma axial stiffness. It follows that the axial force Fz(Vm) the cell can deliver, and the axial velocity Vz(Vm) of the cell,
must also depend on the membrane voltage. The precise details of how all this works is unknown

pendent issues. Of course other views besides these two
are possible.

The Dynamic-Range Problem
The question of how the large (up to 120 dB) dy-
namic range of the auditory system is attained has been
a long standing problem which remains fundamentally
incomplete. For example, recruitment, the most common
symptom of neurosensory hearing loss, is best charac-
terized as the loss of dynamic range [3.3, 10, 15, 95].
Recruitment results from outer-hair-cell damage [3.96].
To successfully design hearing aids that deal with the
problem of recruitment, we need models that improve
our understanding of how the cochlea achieves its dy-
namic range.

Based on a simple analysis of the IHC voltage, one
may prove that the dynamic range of the IHC must be
less than 65 dB [3.97]. In fact it is widely accepted that
IHC dynamic range is less than 50 dB.

The IHC’s transmembrane voltage is limited at the
high end by the cell’s open circuit (unloaded) mem-
brane voltage, and at the low end by thermal noise.
There are two obvious sources of thermal noise, cilia
Brownian motion, and Johnson (shot) noise across the
cell membrane (Fig. 3.8).

The obvious question arises: How can the basic
cochlear detectors (the IHCs) have a dynamic range
of less than 50 dB (a factor of 0.3 × 102), and yet the
auditory system has a dynamic range of up to 120 dB
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(a factor of 106)? The huge amount of indirect evidence
has shown that this increased dynamic range results from
mechanical NL signal compression provided by outer
hair cells. This dynamic-range compression shows up in
auditory psychophysics and in cochlear physiology in
many ways.

This thus forms the basic dynamic-range dilemma.

Outer-Hair-Cell Motility Model
A most significant finding in 1985 was of OHC motility,
namely that the OHC changes its length by up to 5% in
response to the cell’s membrane voltage [3.50, 99, 100].
This less than 5% change in length must account for
a 40 dB (100 times) change in cochlear sensitivity. This
observation led to a significant increases in research on
the OHC cell’s motor properties.

In 1999 it was shown that the cell’s longitudinal
soma stiffness changes by at least a factor of 2 (> 100%),
again as a function of cell membrane voltage [3.70,71].
A displacement of the cilia in the direction of the tallest
cilia, which is called a depolarizing stimulus, decreases
the magnitude of the membrane voltage |Vm|, decreases
the longitudinal soma stiffness, and decreases the cell
soma length. A hyperpolarizing stimulus increases the
stiffness and extends the longitudinal soma length.

Given this much larger relative change in stiffness
(a factor of 2) compared to the relative change in length
(a factor of 1.05), for a maximum voltage change, it
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Fig. 3.9a,b The tuning curves shown by the dashed lines are the average of single nerve fiber responses from six cats
obtained by M. C. Liberman and B. Delgutte. (a) Comparison between neural data and the computed model excitation
patterns from Allen’s passive RTM model (transfer function format). This CA model assumes an IHC cilia bundle
displacement of about 50 pm at the neural rate threshold. (b) Comparison between neural data computed tuning curves
from Neely’s active model [3.98]. This CA model assumes an IHC cilia bundle displacement of 300 pm (0.3 nm) at the
neural rate threshold

seems possible, or even likely, that the observed length
changes (the motility) are simply a result of the volt-
age dependent stiffness. For example, imagine a spring
stretched by applying a constant force (say a weight),
and then suppose that the spring’s stiffness decreases. It
follows from Hooke’s law (3.5) that the spring’s length
will increase when the stiffness decreases.

Each cell is stretched by its internal static pressure
P [3.101], and its stiffness is voltage controlled [3.70,
71]. The voltage dependent relative stiffness change is
much greater than the relative motility change. Thus
we have the necessary conditions for stiffness-induced
motility.

3.2.3 Micromechanics

Unlike the case of macromechanical models, the physics
of every micromechanical model differs significantly.
This is in part due to the lack of direct experimental ev-
idence of physical parameters of the cochlea. This is an
important and very active area of research (e.g., [3.102]).

To organize our discussion of cochlear micromech-
anics, we represent each radial cross-section through the
cochlear partition (Fig. 3.1b) as a linear two-port net-
work. A general formalization in transmission matrix
form of the relation between the basilar membrane input
pressure P(x, s) and velocity V (x, s) and the OHC out-
put cilia bundle shear force f (x, s) and shear velocity
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v(x, s)(
P

V

)
=
(

A B

C D

)(
f

v

)
, (3.15)

where A, B, C, and D are complex functions of place X
and radian frequency s.

Passive BM Models
The most successful passive model of cochlear tuning
is the resonant tectorial membrane (RTM) model [3.9,
104]. The RTM model starts from the assumption that
the slope S2 of BM tuning is insufficient to account for
the slope S2 of neural tuning, as seen in Fig. 3.4b. This
sharpening is accounted for by a reflection in the tecto-
rial membrane, introducing an antiresonance (spectral
zero) at frequency Fz (Fig. 3.4b), which is about half
an octave below the resonant frequency Fcf of the basi-
lar membrane. As described by Allen and Neely [3.9],
the detailed A, B, C, D elements of (3.15) are given by
Allen [3.104], Allen and Neely [3.9].

As described in Allen [3.105], the response ratio
of IHC cilia bundle displacement to basilar membrane
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displacement is defined as Hihc(x, s). The parameters of
the RTM model may be chosen such that model results fit
the experimental neural threshold tuning curves closely,
as shown in Fig. 3.9a.

The Nonlinear RTM Model. The resonant tectorial mem-
brane (RTM) model is made NL by control of the BM
stiffness via OHC’s stiffness is based on Fig. 3.1b. The
OHC soma stiffness has been shown to be voltage depen-
dent by Dallos et al. [3.106] and dependent on prestin
in the membrane wall [3.107]. If an elastic connection
is assumed where the TM attaches to the Limbus, and
if this elasticity is similar to that of the cilia of the
OHC, then the resulting transfer function between the
BM and IHC cilia is strongly filtered at low frequen-
cies [3.51,103,108,109]. Such models are actively under
consideration [3.102].

It is postulated that the decrease in OHC stiffness ac-
companying cilia stimulation results in a decrease of the
net BM partition stiffness Kp(x) (i. e., increasing compli-
ance) of (3.6). As shown in Fig. 3.3, this decrease in the
local BM stiffness would result in the partition excitation
pattern shifting basally towards the stapes. Such shifts in
the BM response patterns are commonly seen. Another
way to view this is shown in Fig. 3.10. This migration
of the excitation pattern, combined with the assumption
that the TM has a high-pass characteristic, means that
the cilia excitation gain at CF is nonlinearly compressed

Fig. 3.10a,b In (a) results of model calculations by Sen
and Allen [3.103] are shown of a NL BM stiffness model.
On the right shows a cartoon of what might happen to the
excitation pattern of a low-level probe when a suppressor
is turned on given such a nonlinearity. The presence of the
suppressor causes the probe to be suppressed and shifted
slightly toward the base when the stiffness is decreased with
increased level. It may be inferred from Fig. 3.3a that, if the
BM stiffness is reduced, the location of the maximum will
shift to the base, as is seen in real data. (a) Compression in
the NL RTM model. Note how the response at the peak is
reduced as the BM stiffness changes, causing the peak to
shift to the base. As this happens the response in the tail
region between 0≤ X ≤ 0.3 cm becomes more sensitive,
and thus shows an expansive NL response. All of these
effects have been seen in real BM data. (b) Cartoon showing
the effect of a low-side masker on a high-frequency tone as
a function of position along the basilar membrane. When the
suppressor is turned on, the CF of the high-frequency probe
becomes less sensitive and shifts to higher frequencies. We
model this effect in the panel on the left as BM stiffness
that depends on level (i. e., Kp(Is))
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as the intensity increases. This compression effect is
shown in a cartoon format in Fig. 3.10b, while Fig. 3.10a
shows the actual calculated model results. Note how the
bandwidth Δ f (X)) remains approximately constant as
a function of input intensity.

Sewell [3.110] has nicely demonstrated that as the
voltage driving the hair cells changes, the neural gain in
dB at CF changes proportionally. It is not yet known why
the dB gain is proportional to the voltage (1 dB/mv),
however this would explain why forward masking de-
cays linearly in dB value with time, after a strong
excitation, since the membrane voltage Vm(t) is propor-
tional to e−t/τm , due to the OHC membrane’s τm = RC
time constant. In my view, explaining the proportion-
ality between the neural threshold in dB and the linear
membrane voltage, is key.

Discussion. Two important advantages of the NL RTM
model include its physically based assumptions (de-
scribed above), and its simplicity. Given these physical
assumptions, we show next that the NL RTM model can
explain:

1. the basal-ward half-octave traveling-wave migration
as a function of increasing intensity [3.76],

2. the upward spread of masking (USM) [3.20, 21],
two-tone suppression (2TS) (see Sect. 3.2.1),

3. distortion product generation [3.49,55,56,111–113],
4. normal and recruiting loudness growth, and
5. hypersensitive tails [3.45].

From the steep 2.5 dB/dB slope of the USM and 2TS
(Fig. 3.6a) it seems necessary that the low-frequency
suppressor is turning down the high-frequency probe
even though the growth of the masker at the high fre-
quency’s place is linear with masker level, as shown in
Fig. 3.10b.

Active BM Models
One obvious question about active cochlear models is
Are they really necessary? At least three attempts to an-
swer this question based on detailed comparisons of
basilar membrane responses have concluded that the
measured responses cannot be accounted for by a pas-
sive cochlear model [3.93, 114–117].

The CA Hypothesis. The most popular active microme-
chanical theory is called the cochlear amplifier (CA)
hypothesis. The concept of the cochlear amplifier, ori-
ginated by Gold, Kemp, Kim and Neely, and named by
H. Davis, refers to a hypothetical mechanism within the
cochlear partition which increases the sensitivity of basi-

lar membrane vibrations to low-level sounds and, at the
same time, increases the frequency selectivity of these
vibrations [3.94]. The CA adds mechanical energy to
the cochlear partition at acoustic frequencies by draw-
ing upon the electrical and mechanical energy available
from the outer hair cells. In response to a tone, the CA
adds mechanical energy to the cochlear traveling wave
in the region defined by S2 as it approaches the place of
maximum response. This energy is reabsorbed at other
places along the cochlear partition. The resulting im-
provement in sensitivity of the ear due to the CA is
thought to be 40 dB, or more under certain conditions;
however, the details of how this amplification might be
accomplished are still unknown [3.118, 119]. A general
discussion of this model is presented in Geisler [3.90],
and in Allen and Fahey [3.91].

It is presumed that this OHC action amplifies the
BM signal energy on a cycle-by-cycle basis, increasing
the sensitivity [3.69, 92]. In some of the models it is as-
sumed that this cycle-by-cycle pressure (force) due to the
OHCs causes the sharp BM tuning tip. In most of these
models, the CA is equivalent to introducing a frequency-
dependent negative damping (resistance) into the BM
impedance [3.120]. Nonlinear compression is intro-
duced by assuming that the resistance is signal level de-
pendent. This NL resistance model was first described by
Hall [3.84] for the case of R > 0. Thus the CA model is
an extension of Hall’s model to the case of R< 0. In sev-
eral models NL negative damping is obtained with a non-
linear stiffness and a small delay. The addition of a small
delay introduces a negative real part into the impedance.
In mathematical physics, NL damping resonators are
described by van der Pol equations, while NL stiffness
resonators are described by Duffing equations [3.121].

Allen and Fahey [3.91] developed a method for di-
rectly measuring the cochlear amplifier (CA) gain. All
of the studies to date using this method have found
no gain. However many researchers continue to be-
lieve that the CA has gain. Given that the gain is order
40–50 dB this is difficult to understand. A nice summary
of this situation has been recently published in Shera and
Guinan [3.120]. The reasons for the failure to directly
measure any CA gain are complex and multifaceted, and
many important questions remain open. One possibility
that remains open is that the many observed large NL
OHC BM effects we see are not due to cycle-by-cycle
power amplification of the BM traveling wave.

Discussion and Summary
Discussion. Both active and passive BM models are
reasonably successful at simulating the neural thresh-
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old response tuning curves. Thus we may need to
look elsewhere to contrast the difference between these
two approaches, such as 2TS/USM. While the passive
RTM model is easily made NL with the introduction of
Kohc(Vm), differences between nonlinear RTM and CA
models have not yet been investigated. The CA and RTM
models differ in their interpretation of damaged cochlear
responses. In CA models, the loss of sensitivity of the
cochlea with damage is interpreted as a loss of CA gain
while in passive models, the loss of sensitivity has been
interpreted as a 2:1 change in the BM stiffness [3.122].

The discovery of OHC motility demonstrates the
existence of a potential source of mechanical energy
within the cochlear partition which is suitably positioned
to influence vibrations of the basilar membrane. It is
still an open question whether this source of energy is
sufficient to power a CA at high frequencies.

One possible advantage of the CA is that of improv-
ing the signal-to-noise ratio in front of the IHC detector.
A weakness of the CA models has been their lack of
specificity about the physical realization of the active el-
ements. Until we have a detailed physical representation
for the CA, RTM models have the advantage of being
simpler and more explicit.

The discovery by He and Dallos that the OHC soma
stiffness is voltage dependent is an exciting development
for the NL passive RTM model, as it greatly simplifies
the implementation of the physical model. The RTM
model has been in disfavor because many feel it does
not account for basilar membrane tuning. This criticism
is largely due to the experimental results of physiologists
who have measured the BM–ear canal transfer function,
and found the tuning of BM velocity to be similar to
neural threshold response data. Much of the experimen-
tal BM data, however, are not convincing on this point,
with the BM slope S2 (Fig. 3.4b) generally being much
smaller than that of neural responses [3.97]. The ques-
tion of whether an active model is required to simulate
measured BM responses is still being debated.

Better estimates of the amplitude of cilia bundle
displacement at a given sound pressure level directly ad-
dress the sensitivity questions. If the estimate of Russell
of 30 mV/degree is correct [3.123], then the cochlear
sensitivity question may be resolved by having very
sensitive detectors. Also, better estimates are needed

of the ratio of the BM frequency response to the IHC
frequency response, both at high and low frequencies.
Rhode’s approach of using the slopes of Fig. 3.4b rather
than traditional ad hoc bandwidth measures, is a useful
tool in this regard. The bandwidth 10 dB down rela-
tive to the peak has been popular, but arbitrary and thus
poor, criterion in cochlear research. A second, some-
what better, bandwidth measure is Fletcher’s equivalent
rectangular bandwidth discussed in Allen [3.10].

Summary. This section has reviewed what we know
about the cochlea. The Basics section reviews the na-
ture of modeling and briefly describes the anatomy of
the inner ear, and the function of inner and outer hair
cells. In Sect. 3.1.2 we reviewed the history of cochlear
modeling. The Wegel and Lane paper was a key paper
that introduced the first detailed view of masking, and
in the same paper introduced the first modern cochlear
model Fig. 3.2b. We presented the basic tools of cochlear
modeling, impedance, and introduced the transmission
matrix method (two-port analysis). We describe how
these models work in intuitive terms, including how the
basilar membrane may be treated as having a frequency
dependent acoustic hole. The location of the hole, as
a function of frequency, is called the cochlear map. This
hole keeps fluid from flowing beyond a certain point,
producing the cochlear traveling wave.

We reviewed and summarized the NL measures of
cochlear response. Since these data are not fully under-
stood, and have not been adequately modeled, this is
the most difficult section. However it is worth the effort
to understand these extensive data and to appreciate the
various relations between them, such as the close paral-
lel between two-tone suppression and the upward spread
of masking, and between loudness recruitment and outer
hair cell damage.

We review several models of the hair cell, including
forward and reverse transduction. Some of this mater-
ial is recently published, and the view of these models
could easily change over the next few years as we better
understand reverse transduction.

Finally in Sect. 3.2.3 we reviewed the basics of
micromechanics. We have presented the two basic types
of models, passive and active models, with a critical
review of each.

3.3 Neural Masking

When modeling human psychophysics one must care-
fully distinguish the external physical variables, which

we call Φ variables, from the internal psychophysical
variables, or Ψ variables. It may be helpful to note that
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Φ andΨ sound similar to the initial syllable of the words
physical and psychological, respectively [3.124]. Psy-
chophysical modeling seeks a transformation from the
Φ domain to theΨ domain. TheΦ intensity of a sound is
easily quantified by direct measurement. TheΨ intensity
is the loudness. The idea that loudness could be quan-
tified was first suggested by Fechner [3.125] in 1860,
who raised the question of the quantitative transforma-
tion between the physical and psychophysical intensity.
For a recent review of this problem, and a brief sum-
mary of its long history, see Schlauch et al. [3.126]. This
section is based on an earlier report by Allen [3.79], and
Allen and Neely [3.127].

An increment in the intensity of a sound that results
in a just noticeable difference is called an intensity JND.
Fechner suggested quantifying the intensity-loudness
growth transformation by counting the number of the
loudness JNDs between two intensity values. However,
after many years of work, the details of the relation-
ship between loudness and the intensity JNDs remain
unclear [3.128–130].

The contribution of Allen and Neely [3.127] and
Allen [3.79] is that it takes a new view of the prob-
lem of the intensity JND and loudness by merging
the 1953 Fletcher neural excitation pattern model of
loudness [3.10, 131] with auditory signal detection the-
ory [3.132].

It is generally accepted that the intensity JND is
the physical correlate of the psychological-domain un-
certainty corresponding to the psychological intensity
representation of a signal. Along these lines, for long
duration pure tones and wide-band noise, we assume
that the Ψ -domain intensity is the loudness, and that
the loudness JND results from loudness noise due to its
stochastic representation.

To model the intensity JND we must define a deci-
sion variable associated with loudness and its random
fluctuations. We call this loudness random decision vari-
able the single-trial loudness. Accordingly we define
the loudness and the loudness JND in terms of the
first and second moments of the single-trial loudness,
that is the mean and variance of the distribution of the
single-trial loudness decision variable. We also define
the ratio of the mean loudness to the loudness stan-
dard deviation as the loudness signal-to-noise ratio,
SNRL.

Our ultimate goal in this work is to use signal detec-
tion theory to unify masking and the JND, following
the 1947 outline of this problem by Miller [3.133].
Tonal data follows the near miss to Weber’s law
(thus does not obey Weber’s law), while the wide-

band noise data does obey Weber’s law. We will
show that the transformation of the Φ-domain (in-
tensity) JND data (both tone and noise) into the Ψ

domain (loudness) unifies these two types of JND
data, since SNRL(L) is the same for both the tone
and noise cases. To help understand these results,
we introduce the concept of a near miss to Stevens’
law, which we show cancels the near–miss to We-
ber’s law, giving the invariance in SNRL for the tone
case [3.127]. This work has applications in speech and
audio coding.

For the case of tones, we have chosen to illus-
trate our theoretical work using the classical intensity
modulation measurements of Riesz [3.75] who meas-
ured the intensity JND using small, low-frequency
(3 Hz), sinusoidal modulation of tones. Modern methods
generally use pulsed tones which are turned on and
off somewhat abruptly, to make them suitable for
a two-alternative, forced-choice (2AFC) paradigm.
This transient could trigger cochlear forward masking.
Riesz’s modulation method has a distinct advan-
tage for characterizing the internal signal detection
process, because it maintains a nearly steady-state
small-signal condition within the auditory system,
minimizing any cochlear forward masking compo-
nent. The interpretation of intensity JNDs is therefore
simplified since underlying stochastic processes are
stationary.

An outline of this neural masking section is as fol-
lows. After some basic definitions in Sect. 3.3.1 and
a review of historical models (e.g., Weber and Fech-
ner), in Sect. 3.3.2, we explore issues surrounding the
relation between the intensity JND and loudness, for
the special cases of tones in quiet and for wide-band
noise. First, we look at formulae for counting the num-
ber of intensity and loudness JNDs and we use these
formulae, together with decision-theoretic principles,
to relate loudness to the intensity JND. We then re-
view the loudness-JND theory developed by Hellman
and Hellman [3.134], which provided the inspiration
for the present work. Next, we empirically estimate the
loudness SNR, defined as the mean loudness over the
loudness variance, and proportional to L/ΔL , as a func-
tion of both intensity and loudness, using the tonal JND
data of Riesz [3.75] and the loudness growth function of
Fletcher and Munson [3.41]. We then repeat this calcu-
lation for Miller’s wide-band noise JND and loudness
data. Finally we propose a model of loudness that may be
used to compute the JND. This model merges Fletcher’s
neural excitation pattern model of loudness with signal
detection theory.
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3.3.1 Basic Definitions

We need a flexible yet clear notation that accounts for
important time fluctuations and modulations that are
present in the signals, such as beats and gated signals.
We include a definition of masked threshold because we
view the intensity JND as a special case of the masked
threshold [3.133]. We include a definition of beats so
that we can discuss their influence on Riesz’s method
for the measurement of intensity JNDs.

Intensity. In the time domain, it is common to define
the Φ intensity in terms of the time-integrated squared
signal pressure s(t), namely,

Is(t)≡ 1

�cT

t∫
t−T

s2(t)dt , (3.16)

where T is the integration time and �c is the specific
acoustic impedance of air. The intensity level is defined
as Is/Iref , and the sound pressure level as |s|/sref , where
the reference intensity is Iref or 10−10 μW/cm2 and the
reference pressure sref = 20 μPa. These two reference
levels are equivalent at only one temperature, but both
seem to be in use. Equivalence of the pressure and in-
tensity references requires that �c= 40 cgs Rayls. At
standard atmospheric pressure, this is only true when
the temperature is about 39 ◦C. Such levels are typically
expressed in dB units.

Intensity of Masker plus Probe. The JND is sometimes
called self-masking, to reflect the view that it is deter-
mined by the internal noise of the auditory system. To
model the JND it is useful to define a more-general meas-
ure called the masked threshold, which is defined in the
Φ domain in terms of a nonnegative pressure scale fac-
tor α applied to the probe signal p(t) that is then added to
the masking pressure signal m(t). The relative intensity
of the probe and masker is varied by changing α. Setting
s(t)= m(t)+αp(t), we denote the combined intensity
as

Im+p(t, α)≡ 1

�cT

t∫
t−T

[m(t)+αp(t)]2 dt . (3.17)

The unscaled probe signal p(t) is chosen to have the
same long-term average intensity as the masker m(t),
defined as I . Let Im(t) be the intensity of the masker with
no probe (α= 0), and Ip(t, α)= α2 I be the intensity of
the scaled probe signal with no masker. Thus

I ≡ Im+p(t, 0)= Im(t)= Ip(t, 1) .

Because of small fluctuations in Im and Ip due to the
finite integration time T , this equality cannot be ex-
actly true. We are specifically ignoring these small
rapid fluctuations – when these rapid fluctuations are
important, our conclusions and model results must be
reformulated.

Beats. Rapid fluctuations having frequency compo-
nents outside the bandwidth of the period Tsecond
rectangular integration window are very small and
will be ignored (T is assumed to be large). Accord-
ingly we drop the time dependence in terms Im and
Ip. The beats between m(t) and p(t) of these signals
are within a common critical band. Slowly varying
correlations, between the probe and masker having
frequency components within the bandwidth of the in-
tegration window, may not be ignored, as with beats
between two tones separated in frequency by a few
Hz. Accordingly we keep the time dependence in the
term Im+p(t, α) and other slow–beating time dependent
terms. In the Φ domain these beats are accounted for
as a probe–masker correlation function ρmt(t) [3.132,
p. 213].

Intensity Increment δI(t‚α). Expanding (3.17) and solv-
ing for the intensity increment δI we find

δI(t, α)≡ Im+p(t, α)− I = [
2αρmp(t)+α2]I ,

(3.18)

where

ρmp(t)= 1

�cTI

t∫
t−T

m(t)p(t)dt (3.19)

defines a normalized cross-correlation function between
the masker and the probe. The correlation function must
lie between −1 and 1.

Detection Threshold. As the probe-to-masker ratio α is
increased from zero, the probe can eventually be de-
tected. We specify the probe detection threshold as α∗,
where the asterisk indicates the threshold value of α
where a subject can discriminate intensity Im+p(t, α∗)
from intensity Im+p(t, 0) 50% of the time, corrected for
chance (i. e., obtain a 75% correct score in a direct com-
parison of the two signals [3.132, p. 129]). The quantity
α∗(t, I) is the probe to masker root-mean-square (RMS)
pressure ratio at the detection threshold. It is a function
of the masker intensity I and, depending on the exper-
imental setup, time. α∗ summarizes the experimental
measurements.
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Masked Threshold Intensity. When ρmp = 0, the
masked threshold intensity is defined in terms of α∗ as

I∗p (I)≡ Ip(α∗)= α2∗ I ,

which is the threshold intensity of the probe in the
presence of the masker.

The masked threshold intensity is a function of
the stimulus modulation parameters. For example, tone
maskers and narrow-band noise maskers of equal inten-
sity, and therefore approximately equal loudness, give
masked thresholds that are about 20 dB different [3.135].
As a second example, when using the method of
beats [3.75], the just–detectable modulation depends on
the beat frequency. With modern 2AFC methods, the
signals are usually gated on and off (100% modula-
tion) [3.136]. According to Stevens and Davis [3.137,
p. 142]

A gradual transition, such as the sinusoidal variation
used by Riesz, is less easy to detect than an abrupt
transition; but, as already suggested, an abrupt
transition may involve the production of unwanted
transients.

One must conclude that the relative masked threshold
[i. e., α∗(t, I)] is a function of the modulation conditions,
and depends on ρmp, and therefore T .

Ψ-Domain Temporal Resolution. When modeling
time-varying psychological decision variables, the rel-
evant integration time T is not the duration defined by
the Φ intensity (3.16), rather the integration time is de-
termined in the Ψ domain. This important Ψ -domain
model parameter is called loudness temporal integra-
tion [3.138]. It was first explicitly modeled by Munson
in 1947 [3.139].

The Φ-domain temporal resolution (T ) is critical to
the definition of the JND in Riesz’s experiment because
it determines the measured intensity of the beats. TheΨ -
domain temporal resolution plays a different role. Beats
cannot be heard if they are faster than, and therefore fil-
tered out by, the Ψ domain response. The Ψ -domain
temporal resolution also impacts results for gated stim-
uli, such as in the 2AFC experiment, though its role is
poorly understood in this case. To model the JND as
measured by Riesz’s method of just-detectable beats,
one must know the Ψ -domain resolution duration to
calculate the probe–masker effective correlation ρmp(t)
in the Ψ domain. It may be more practical to estimate
the Ψ domain resolution from experiments that esti-
mate the degree of correlation, as determined by the

beat modulation detection threshold as a function of the
beat frequency fb.

In summary, even though Riesz’s modulation detec-
tion experiment is technically a masking task, we treat it,
following Riesz [3.75], Miller [3.133], and Littler [3.16],
as characterizing the intensity JND. It follows that theΨ -
domain temporal resolution plays a key role in intensity
JND and masking models.

The Intensity JND ΔI. The intensity just-noticeable dif-
ference (JND) is

ΔI(I)≡ δ(t, α∗) , (3.20)

the intensity increment at the masked threshold, for
the special case where the probe signal is equal to the
masking signal (p(t)= m(t)). From (3.18) with α set to
threshold α∗ and ρmp(t)= 1

ΔI(I)= (2α∗ +α2∗)I . (3.21)

It is traditional to define the intensity JND to be a func-
tion of I , rather than a function of α(I), as we have done
here. We shall treat both notations as equivalent [i. e.,
ΔI(I) or ΔI(α)].

An important alternative definition for the special
case of the pure-tone JND is to let the masker be a pure
tone, and let the probe be a pure tone of a slightly dif-
ferent frequency (e.g., a beat frequency difference of
fb = 3 Hz). This was the definition used by Riesz [3.75].
Beats are heard at fb = 3 Hz, and assuming the period of
3 Hz is within the passband of theΨ temporal resolution
window, ρmp(t)= sin (2π fbt). Thus

ΔI(t, I)= [
2α∗ sin (2π fbt)+α2∗

]
I . (3.22)

If the beat period is less than the Ψ temporal resolu-
tion window, the beats are filtered out by the auditory
brain (the effective ρmn is small) and we do not hear the
beats. In this case ΔI(I)= α2∗ I . This model needs to be
tested [3.139].

Internal Noise. It is widely accepted that the pure-tone
intensity JND is determined by the internal noise of
the auditory system [3.140, 141], and that ΔI is pro-
portional to the standard deviation of the Ψ -domain
decision variable that is being discriminated in the in-
tensity detection task, reflected back into the Φ domain.
The usual assumption, from signal detection theory, is
that ΔI = d′σI, where d′ is defined as the proportion-
ality between the change in intensity and the variance
d′ ≡ΔI/σI. Threshold is typically when d′ = 1 but can
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depend on the the experimental design; σI is the inten-
sity standard deviation of theΦ-domain intensity due to
Ψ -domain auditory noise [3.15, 17, 127].

Hearing Threshold. The hearing threshold (or un-
masked threshold) intensity may be defined as the
intensity corresponding to the first (lowest intensity)
JND. The hearing threshold is represented as I∗p (0) to
indicate the probe intensity when the masker intensity
is small (i. e., I → 0). It is believed that internal noise is
responsible for the hearing threshold.

Loudness L. The loudness L of a sound is the Ψ in-
tensity. The loudness growth function L(I) depends on
the stimulus conditions. For example L(I) for a tone
and for wide-band noise are not the same functions.
Likewise the loudness growth function for a 100 ms
tone and a 1 s tone differ. When defining a loudness
scale it is traditional to specify the intensity, frequency,
and duration of a tone such that the loudness growth
function is one [L(Iref, fref, Tref )= 1 defines a loud-
ness scale]. For the sone scale, the reference signal is
a Iref = 40 dB−SPL tone at fref = 1 kHz with dura-
tion Tref = 1 s. For Fletcher’s LU scale the reference
intensity is the hearing threshold, which means that
1 sone= 975 LU [3.42] for a normal hearing person.
Fletcher’s LU loudness scale seems a more-natural scale
than the sone scale used in the American National Stan-
dards Institute (ANSI) and International Organization
for Standardization (ISO) standards.

The Single–Trial Loudness. A fundamental postulate
of psychophysics is that all decision variables (i. e., Ψ
variables) are random variables, drawn from some prob-
ability space [3.132, Chap. 5]. For early discussions of
this point see Montgomery [3.142] and p. 144 of Stevens
and Davis [3.137]. To clearly indicate the distinction be-
tween random and nonrandom variables, a tilde (∼) is
used to indicate a random variable. As a mnemonic,
we can think of the ∼ as a wiggle associated with
randomness.

We define the loudness decision variable as the
single-trial loudness L̃ , which is the sample loudness
heard on each stimulus presentation. The loudness L is
then the expected value of the single-trial loudness L̃

L(I)≡ E L̃(I) . (3.23)

The second moment of the single-trial loudness

σ2
L ≡ E(L̃− L)2 (3.24)

defines the loudness variance σ2
L and standard deviation

σL.

Derived Definitions
The definitions given above cover the basic variables.
However many alternative forms (various normaliza-
tions) of these variables are used in the literature. These
derived variables were frequently formed with the hope
of finding an invariance in the data. This could be viewed
as a form of modeling exercise that has largely failed
(e.g., the near miss to Weber’s law), and the shear num-
ber of combinations has led to serious confusions [3.138,
p. 152]. Each normalized variable is usually expressed
in dB, adding an additional unnecessary layer of con-
fusion to the picture. For example, masking is defined
as the masked threshold normalized by the unmasked
(quiet) threshold, namely

M ≡ I∗p (Im)

I∗p (0)
.

It is typically quoted in dB re sensation level (dB−SL).
The intensity JND is frequently expressed as a relative
JND called the Weber fraction defined by

J(I)≡ ΔI(I)

I
. (3.25)

From the signal detection theory premise that
ΔI = d′σI [3.17], J is just the reciprocal of an effective
signal-to-noise ratio defined as

SNRI(I)≡ I

σI(I)
(3.26)

since

J = d′ σI

I
= d′

SNRI
. (3.27)

One conceptual difficulty with the Weber fraction J
is that it is an effective signal-to-noise ratio, expressed
in the Φ (physical) domain, but determined by a Ψ

(psychophysical) domain mechanism (internal noise),
as may be seen from Fig. 3.11.

Loudness JND ΔL. Any suprathresholdΨ -domain incre-
ments may be quantified by corresponding Φ domain
increments. The loudness JND ΔL(I) is defined as the
change in loudness L(I) corresponding to the intensity
JND ΔI(I). While it is not possible to measure ΔL
directly, we assume that we may expand the loudness
function in a Taylor series (Fig. 3.11), giving

L(I +ΔI)= L(I)+ ΔI
dL

dI

∣∣∣∣
I
+HOT ,

where HOT represents higher-order terms, which we
shall ignore. If we solve for

ΔL ≡ L(I +ΔI)− L(I) (3.28)
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Fig. 3.11 Summary of all historical ideas about psy-
chophysics and the relations between theΦ andΨ variables.
Along the abscissa we have the physical variable, intensity,
and along the ordinate, the psychological variable loud-
ness. The curve represents the loudness, on a log-intensity
log-loudness set of scales. A JND in loudness is shown as
ΔL and it depends on loudness, as described by the Poisson
internal noise (PIN) model shown in the box on the left.
Fechner assumed that ΔL was constant, which we now
know to be incorrect. The loudness JND is reflected back
into the physical domain as an intensity JND ΔI , which
also depends on level. Weber’s law, is therefore not true
in general (but is approximately true for wide-band noise).
Our analysis shows that the loudness SNR and the intensity
SNR must be related by the slope of the loudness growth
function, as given by (3.32). These relations are verified in
Fig. 3.12, as discussed in detail in Allen and Neely [3.127]

we find

ΔL = ΔI
dL

dI

∣∣∣∣
I
. (3.29)

We call this expression the small-JND approximation.
The above shows that the loudness JND ΔL(I) is related
to the intensity JND ΔI(I) by the slope of the loudness
function, evaluated at intensity I . According to the signal
detection model, the standard deviation of the single-trial
loudness is proportional to the loudness JND, namely

ΔL = d′σL . (3.30)

A more explicit way of expressing this assumption is

ΔL

ΔI
= σL

σI
, (3.31)

where d′ in both the Φ and Ψ domains is the same and
thus cancels.

Loudness SNR. In a manner analogous to the Φ-do-
main SNRI, we define the Ψ -domain loudness SNR as
SNRL(L)≡ L/σL(L). Given (3.30), it follows that

SNRI = νSNRL , (3.32)

where ν is the slope of the log-loudness function with
respect to log-intensity. If we express the loudness as
a power law

L(I)= Iν

and let x = log(I) and y = log(L), then y = νx. If the
change of ν with respect to dB−SPL is small, then
dy/dx ≈Δy/Δx ≈ ν. Since d log(y)= dy/y we get

ΔL

L
= ν

ΔI

I
. (3.33)

Equation (3.32) is important because

1. it tells us how to relate the SNRs between the Φ and
Ψ domains,

2. every term is dimensionless,
3. the equation is simple, since ν ≈ 1/3 is approxi-

mately constant above 40 dB−SL (i. e., Stevens’
law), and because

4. we are used to seeing and thinking of loudness, in-
tensity, and the SNR, on log scales, and ν as the slope
on log–log scales.

Counting JNDs. While the concept of counting JNDs
has been frequently discussed in the literature, starting
with Fechner, unfortunately the actual counting formula
(i. e., the equation) is rarely provided. As a result of a lit-
erature search, we found the formula in Nutting [3.143],
Fletcher [3.21], Wegel and Lane [3.20], Riesz [3.75],
Fletcher [3.144], and Miller [3.133].

To derive the JND counting formula, (3.29) is rewrit-
ten as

dI

ΔI
= dL

ΔL
. (3.34)

Integrating over an interval gives the total number of
intensity JNDs

N12 ≡
I2∫

I1

dI

ΔI
=

L2∫
L1

dL

ΔL
, (3.35)

where L1 = L(I1) and L2 = L(I2). Each integral counts
the total number of JNDs in a different way between I1
and I2 [3.75,144]. The number of JNDs must be the same
regardless of the domain (i. e., the abscissa variable), Φ
or Ψ .
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3.3.2 Empirical Models

This section reviews some earlier empirical models of
the JND and its relation to loudness relevant to our
development.

Weber’s Law
In 1846 it was suggested by Weber that J(I) is indepen-
dent of I . According to (3.21) and (3.25)

J(I)= 2α∗ +α2∗ .
If J is constant, then α∗ must be constant, which
we denote by α∗( I) (we strike out I to indicate that
α∗ is not a function of intensity). This expectation,
which is called Weber’s law [3.145], has been success-
fully applied to many human perceptions. We refer the
reader to the helpful and detailed review of these ques-
tions by Viemeister [3.129], Johnson et al. [3.146], and
Moore [3.147].

Somewhat frustrating is the empirical observation
that J(I) is not constant for the most elementary case of
a pure tone [3.75, 136]. This observation is referred to
as the near miss to Weber’s law [3.148].

Weber’s law does make one simple prediction that is
potentially important. From (3.35) along with Weber’s
law J0 ≡ J( I) we see that the formula for the number
of JNDs is

N12 =
I2∫

I1

dI

J0 I
= 1

J0
ln

(
I2

I1

)
. (3.36)

It remains unexplained why Weber’s law holds as
well as it does [3.149, 150, p. 721] (it holds approxi-
mately for the case of wide band noise), or even why
it holds at all. Given the complex and NL nature of the
transformation between the Φ and Ψ domains, coupled
with the belief that the noise source is in the Ψ domain,
it seems unreasonable that a law as simple as Weber’s
law could hold in any general way. A transformation of
the JND from the Φ domain to the Ψ domain greatly
clarifies the situation.

Fechner’s Postulate
In 1860 Fechner postulated that the loudness JND ΔL(I)
is a constant [3.125,130,151,152]. We are only consid-
ering the auditory case of Fechner’s more general theory.
We shall indicate such a constancy with respect to I as
ΔL( I) (as before, we strike out the I to indicate that
ΔL is not a function of intensity). As first reported by
Stevens [3.153], we shall show that Fechner’s postulate
is not generally true.

The Weber–Fechner Law
It is frequently stated [3.152] that Fechner’s postulate
(ΔL( I)) and Weber’s law (J0 ≡ J( I)) lead to the con-
clusion that the difference in loudness between any two
intensities I1 and I2 is proportional to the logarithm of
the ratio of the two intensities, namely

L(I2)− L(I1)

ΔL
= 1

J0
log

(
I2

I1

)
. (3.37)

This is easily seen by eliminating N12 from (3.36)
and by assuming Weber’s law and Fechner’s hypoth-
esis. This result is called Fechner’s law (also called
the Weber–Fechner law). It is not true because of the
faulty assumptions, Weber’s law and Fechner’s postu-
late.

3.3.3 Models of the JND

Starting in 1923, Fletcher and Steinberg studied loud-
ness coding of pure tones, noise, and speech [3.21,
154–156], and proposed that loudness was related to
neural spike count [3.41], and even provided detailed
estimates of the relation between the number of spikes
and the loudness in sones [3.42, p. 271]. In 1943 De
Vries first introduced a photon-counting Poisson pro-
cess model as a theoretical basis for the threshold
of vision [3.157]. Siebert [3.140] proposed that Pois-
son point-process noise, resulting from the neural rate
code, acts as the internal noise that limits the fre-
quency JND [3.136, 150]. A few years later [3.158],
and independently [3.159] McGill and Goldberg [3.160]
proposed that the Poisson internal noise (PIN) model
might account for the intensity JND, but they did not
find this to produce a reasonable loudness growth func-
tion. Hellman and Hellman [3.134] further refined the
argument that Poisson noise may be used to relate the
loudness growth to the intensity JND, and they found
good agreement between the JND and realistic loudness
functions.

Given Poisson noise, the variance is equal to the
mean, thus

ΔL(L)∝√L . (3.38)

This may also be rewritten as σ2
L ∝ L . We would expect

this to hold if the assumptions of McGill [3.148] (i. e.,
the PIN model) are valid.
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Fig. 3.12a–d In 1947 Miller measured the JNDI and the loudness level for two subjects using wide-band modulated
noise (0.15–7 kHz) for levels between 3 and 100 dB−SL. The noise (dashed line) and pure tone (solid line) loudness
are shown in (a). The similarity between ΔL/L derived from the loudness curves for pure tones and for noise provide an
almost perfect fit to the SPIN model which results from assuming the noise is neural point-process noise. See the text for
a summary of these results. The direct derivation of ΔL based on pure tone JND and loudness data from Miller [3.133],
Riesz [3.75], Fletcher and Munson [3.41].

In the following we directly compare the loudness–
growth function of Fletcher and Munson to the number
of JNDs N12 from Riesz [3.75, 127] to estimate ΔL/L .

3.3.4 A Direct Estimate of the Loudness JND

Given its importance, it is important to estimate ΔL
directly from its definition (3.28), using Riesz’s ΔI(I)
and Fletcher and Munson’s 1933 estimate of L(I).

Miller’s 1947 famous JND paper includes wide-
band-noise loudness-level results. We transformed these
JND data to loudness using Fletcher and Munson [3.41]
reference curve (i. e., Fig. 3.12a).

Loudness Growth, Recruitment, and the OHC
In 1924 Fletcher and Steinberg published an important
paper on the measurement of the loudness of speech sig-
nals [3.155]. In this paper, when describing the growth
of loudness, the authors state

the use of the above formula involved a summation
of the cube root of the energy rather than the energy.

This cube–root dependence had first been described by
Fletcher the year before [3.21].

In 1930 Fletcher [3.27] postulated that there was
a monotonic relationship between central nerve firings
rates and loudness. Given a tonal stimulus at the ear
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Fig. 3.13a–d Test of the SPIN model against the classic results of Riesz [3.75], Jesteadt et al. [3.136]. Test of the model
derived on the left based on a comparison between loudness data and intensity JND data at 1 kHz, using the SPIN model

drum, Stevens’ law says that the loudness is given by

L ≡ L( f, x, I)∝ Iν , (3.39)

where ( f, x, I) are the frequency, place, and intensity of
the tone, respectively. The exponent ν has been experi-
mentally established to be in the range between 1/4 and
1/3 for long duration pure tones at 1 kHz. Fletcher and
Munson [3.41] found ν ≈ 1/4 at high intensities and ap-
proximately 1 near threshold. Although apparently it has
not been adequately documented, ν seems to be close to
1 for the recruiting ear [3.15].

Recruitment. What is the source of Fletcher’s cube-
root loudness growth (i. e., Stevens’ law)? Today
we know that cochlear outer hair cells are the
source of the cube-root loudness growth observed by
Fletcher.

From noise trauma experiments on animals and hu-
mans, we may conclude that recruitment (abnormal
loudness growth) occurs in the cochlea [3.3, 96]. Stein-
berg and Gardner described such a loss as a variable
loss (i. e., sensory neural loss) and partial recruitment as
a mixed loss (i. e., having a conductive component) [3.3,
161]. They and Fowler verified the conductive compo-
nent by estimating the air–bone gap. In a comment to
Fowler’s original presentation on loudness recruitment
in 1937, the famous anatomist Lorente de Nó theorized
that recruitment is due to hair cell damage [3.14]. Stein-
berg and Gardner clearly understood recruitment, as is
indicated in the following quote [3.3, p. 20]

Owing to the expanding action of this type of loss
it would be necessary to introduce a corresponding
compression in the amplifier in order to produce the
same amplification at all levels.
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This compression/loss model of hearing and hear-
ing loss, along with the loudness models of Fletcher
and Munson [3.41], are basic to an eventual quantita-
tive understanding of NL cochlear signal processing and
the cochlea’s role in detection, masking and loudness in
normal and impaired ears. The work by Fletcher [3.162]
and Steinberg and Gardner [3.3], and work on modeling
hearing loss and recruitment [3.122] support this view.

In summary, many studies conclude that the cube-
root loudness growth starts with the NL compression
of basilar membrane motion due to stimulus-dependent
voltage changes within the OHC.

3.3.5 Determination of the Loudness SNR

In Fig. 3.12 we show a summary of L(I), ν(I), J(I) and
ΔL/L = d′/SNRL for the tone and noise data.

The pure-tone and wide-band noise JND results may
be summarized in terms of the loudness SNRL(L) data
shown in Fig. 3.12d where we show ΔL/L = d′/SNRL,
as a function of loudness.

For noise below 55 dB−SL (L < 5000 LU) the
loudness signal-to-noise ratio SNRL ≡ L/σL decreases
as the square root of the loudness. For a loudness greater
than 5000 LU (N ≈ 5 sones), ΔL/L ≈ 0.025 fn both
tones and noise (Fig. 3.12d)

In the lower-right panel (Fig. 3.12d) we provide
a functional summary of ΔL/L for both tones and noise
with the light solid line described by

ΔL(L)

L
= h [min(L, L0)]−1/2 , (3.40)

where h =√2 and L0 = 5000 LU (≈ 5 sone). We call
this relation the saturated Poisson internal noise (SPIN)
model. With these parameter values, (3.40) appears to
be a lower bound on the relative loudness JNDL for both
tones and noise. From (3.33) ΔL/L = ν(I)J(I). Note
how the product of ν(I) and J(I) is close to a constant
for tones above 5000 LU.

In Fig. 3.12b the second top panel shows the ex-
ponent ν(I) for both Fletcher and Munson’s and
Miller’s loudness growth function. In the lower-left
panel (Fig. 3.12c) we see ΔI/I versus I for Miller’s
subjects, Miller’s equation, and Riesz’s JND equation.

Near miss to Stevens’ Law
For tones the intensity exponent ν(I) varies systemati-
cally between 0.3 and 0.4 above 50 dB−SL, as shown
by the solid line in the upper-right panel of Fig. 3.12b.
We have highlighted this change in the power law with
intensity for a 1 kHz tone in the upper-right panel with

a light solid straight line. It is logical to call this effect
the near miss to Stevens’ law, since it cancels the near
miss to Weber’s law, giving a constant relative loudness
JND ΔL/L for tones.

Figure 3.13a shows the Fletcher–Munson loudness
data from Table III in [3.41]. The upper-right panel
(Fig. 3.13b) is the slope of the loudness with respect
to intensity (LU cm2/W).In the lower–right (Fig. 3.13d)
we compare the SPIN model relative JND (3.43) (with
h = 3.0), and the relative JND computed from the
Jesteadt et al. [3.136] formula (dashed line) and data
from their Table B-I (circles). They measured the JND
using pulsed tones for levels between 5 and 80 dB.
The Jesteadt et al. data were taken with gated stimuli
(100% modulation) and 2AFC methods. It is expected
that the experimental method would lead to a differ-
ent value of h than the valued required for Riesz’s
data set. The discrepancy between 0 and 20 dB may
be due to the 100% modulation for these stimuli. The
fit from 20 to 80 dB−SL is less than a 5% maxi-
mum error, and much less in terms of RMS error.
Note the similarity in slope between the model and the
data.

3.3.6 Weber–Fraction Formula

In this section we derive the relation between the Weber
fraction J(I) given the loudness L(I) starting from the
small-JND approximation

ΔL =ΔIL ′(I) , (3.41)

where L ′(I)≡ dL/dI . If we solve this equation for ΔI
and divide by I we find

J(I)≡ ΔI

I
= ΔL

IL ′(I)
. (3.42)

Finally we substitute the SPIN model (3.40)

J(I)= hL(I)

IL ′(I)
[min(L(I), L0)]−1/2 . (3.43)

This formula is the same as that derived by Hellman
and Hellman [3.134], when L ≤ L0. In Fig. 3.13c we
plot (3.43) labeled SPIN-model with h = 2.4 and L0 =
10 000 LU. For levels between 0 and 100 dB−SL, the
SPIN model (solid curve) fit to Riesz’s data and Riesz’s
formula is excellent. Over this 100 dB range the curve
defined by the loudness function fits as well as the curve
defined by Riesz’s formula [3.127]. The excellent fit
gives us further confidence in the basic assumptions of
the model.
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3.4 Discussion and Summary

Inspired by the Poisson internal noise (PIN)-based
theory of Hellman and Hellman [3.134], we have de-
veloped a theoretical framework that can be used to
explore the relationship between the pure-tone loud-
ness and the intensity JND. The basic idea is to
combine Fletcher’s neural excitation response pattern
model of loudness with signal detection theory. We
defined a random decision variable called the single-
trial loudness. The mean of this random variable is
the loudness, while its standard deviation is propor-
tional to the loudness JND. We define the loudness
signal-to-noise ratio SNRL as the ratio of loudness
(the signal) to standard deviation (a measure of the
noise).

3.4.1 Model Validation

To evaluate the model we have compared the loudness
data of Fletcher and Munson [3.41] with the intensity
JND data of Riesz [3.75], for tones. A similar comparison
was made for noise using loudness and intensity JND
data from Miller [3.133]. We were able to unify the tone
and noise data by two equivalent methods in Fig. 3.12d.
Since the loudness SNR is proportional to the ratio of the
loudness to the JND L/ΔL , the SNR is also a piecewise
power-law function which we call the SPIN model. All
the data are in excellent agreement with the SPIN model,
providing support for the validity of this theory.

The above discussion has

• drawn out the fundamental nature of the JND,• shown that the PIN loudness model holds below
5 sone (5000 LU) (the solid line in the lower right
panel of Fig. 3.11 below 5000 LU obeys the PIN
model, and the data for both tones and wide band
noise fall close to this line below 5000 LU) (one sone
is 975 LU [3.127, p. 3631], thus 5000 LU= 5.13 LU.
From the loudness scale this corresponds to a 1 kHz
pure tone at 60 dB−SL),• shown that above 5 sone the PIN model fails and the
loudness SNR remains constant.

3.4.2 The Noise Model

The SPIN Model
Equation (3.40) summarizes our results on the relative
loudness JND for both tones and noise. Using this for-
mula along with (3.32), the JND may be estimated for
tones and noise once the loudness has been determined,

by measurement, or by model. Fechner’s postulate, that
the loudness JND is constant, is not supported by our
analysis, in agreement with Stevens [3.153].

The PIN Model
The success of the PIN model is consistent with the
idea that the pure-tone loudness code is based on neural
discharge rate. This theory should apply between thresh-
old and moderate intensities (e.g., < 60 dB) for frozen
stimuli where the JND is limited by internal noise.

CNS Noise
Above 60 dB−SL we find that the loudness signal-
to-noise ratio saturated (Fig. 3.12d) with a constant
loudness SNR between 30 and 50 for both the tone
and noise conditions, as summarized by Ekman’s
law [3.163]. We conclude that the Hellman and Hellman
theory must be modified to work above 5 sones.

Weber’s Law
It is significant that, while both J(I) and ν(I) vary
with intensity, the product is constant above 60 dB−SL.
Given that J = d′/νSNRL, the saturation in SNRL ex-
plains Weber’s law for wideband signals (since ν and
SNRL for that case are constant) as well as the near miss
to Weber’s law for tones, where ν is not constant (the
near miss to Stevens’ law, Fig. 3.12a).

Generalization to Other Data
If σL(L,  I) depends on L , and is independent of I ,
then the SNRL(L) should not depend on the nature
of the function L(I) (i. e., it should be true for any
L(I)). This prediction is supported by our analysis
summarized by (3.40). It will be interesting to see
how SNRL depends on L and I for subjects hav-
ing a hearing-loss-induced recruitment, and how well
this theory explains other data in the literature, such
as loudness and JNDs with masking-induced recruit-
ment [3.126].

Conditions for Model Validity
To further test the SPIN model, several conditions must
be met. First the loudness and the JND must have been
measured under the same stimulus conditions. Second,
the internal noise must be the dominant factor in de-
termining the JND. This means that the stimuli must be
frozen (or have significant duration and bandwidth), and
the subjects well trained in the task. As the signal uncer-
tainty begins to dominate the internal noise, as it does in
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the cases of roving the stimulus, the intensity JND will
become independent of the loudness.

As discussed by Stevens and Davis [3.164, pp. 141-
143], JND data are quite sensitive to the modulation
conditions. The Riesz [3.75] and Munson [3.165] data
make an interesting comparison because they are taken
under steady–state conditions and are long duration tonal
signals. Both sets of experimental data (i. e., Riesz and
Munson) were taken in the same laboratory within a few
years of each other. In 1928 Wegel, Riesz, and Munson
were all members of Fletcher’s department. Riesz [3.75]
states that he used the same methods as Wegel and
Lane [3.20], and it is likely that Munson [3.165] did
as well.

Differences in the signal conditions are the most
likely explanation for the differences observed in the
intensity JND measurements of Riesz and Jesteadt
shown in Fig. 3.13d. One difference between the data
of Riesz [3.75] and Jesteadt et al. [3.136] is that Riesz

varied the amplitude of the tones in a sinusoidal man-
ner with a small (i. e., just detectable) modulation index,
while Jesteadt et al. alternated between two intervals of
different amplitude, requiring that the tones be gated on
and off (i. e., a 100% modulation index).

The neural response to transient portions of a stim-
ulus is typically larger than the steady-state response
(e.g., neural overshoot) and, therefore, may dominate
the perception of stimuli with large, abrupt changes in
amplitude. The fact that the intensity JND is sensitive to
the time interval between two tones of different ampli-
tude [3.164] is another indication that neural overshoot
may play a role.

It would be interesting to check the SPIN model
on loudness and JND data taken using gated signals,
given the observed sensitivity to the modulation. While
these JND data are available [3.136], one would need
loudness data taken with identical (or at least similar)
modulations. We are not aware of such data.
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Perception of4. Perception of Speech and Sound

B. Kollmeier, T. Brand, B. Meyer

The transformation of acoustical signals into
auditory sensations can be characterized by psy-
chophysical quantities such as loudness, tonality,
or perceived pitch. The resolution limits of the
auditory system produce spectral and tempo-
ral masking phenomena and impose constraints
on the perception of amplitude modulations.
Binaural hearing (i. e., utilizing the acoustical dif-
ference across both ears) employs interaural time
and intensity differences to produce localization
and binaural unmasking phenomena such as the
binaural intelligibility level difference, i. e., the
speech reception threshold difference between
listening to speech in noise monaurally versus
listening with both ears.

The acoustical information available to the
listener for perceiving speech even under adverse
conditions can be characterized using the arti-
culation index, the speech transmission index, and
the speech intelligibility index. They can objectively
predict speech reception thresholds as a function
of spectral content, signal-to-noise ratio, and
preservation of amplitude modulations in the
speech waveform that enter the listener’s ear. The
articulatory or phonetic information available to
and received by the listener can be characterized
by speech feature sets. Transinformation analysis
allows one to detect the relative transmission error
connected with each of these speech features. The
comparison across man and machine in speech
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recognition allows one to test hypotheses and
models of human speech perception. Conversely,
automatic speech recognition may be improved by
introducing human signal-processing principles
into machine processing algorithms.

Acoustically produced speech is a very special sound
to our ears and brain. Humans are able to extract the
information contained in a spoken message extremely
efficiently even if the speech energy is lower than any
competing background sound. Hence, humans are able
to communicate acoustically even under adverse lis-
tening conditions, e.g., in a cafeteria. The process of
understanding speech can be subdivided into two stages.
First, an auditory pre-processing stage where the speech
sound is transformed into its internal representation in
the brain and special speech features are extracted (such

as, e.g., acoustic energy in a certain frequency channel
as a function of time, or instantaneous pitch of a speech
sound). This process is assumed to be mainly bottom-up
with no special preference for speech sounds as com-
pared to other sounds. In other words, the information
contained in any of the speech features can be described
quite well by the acoustical contents of the input signal
to the ears. In a second step, speech pattern recognition
takes place under cognitive control where the internally
available speech cues are assembled by our brain to con-
vey the underlying message of the speech sound. This
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process is assumed to be top-down and cognitive con-
trolled, and is dependent on training, familiarity, and
attention. In the context of this handbook we primarily
consider the first step while assuming that the second
step operates in a nearly perfect way in normal hu-
man listeners, thus ignoring the vast field of cognitive
psychology, neuropsychology of speech, and psycholin-

guistics. Instead, we consider the psychoacoustics of
transforming speech and other sounds into its internal
representation. We will concentrate on the acoustical
prerequisites of speech perception by measuring and
modeling the speech information contained in a sound
entering the ear, and finally the speech features that are
presumably used by our brain to recognize speech.

4.1 Basic Psychoacoustic Quantities

The ear converts the temporally and spectrally fluctuat-
ing acoustic waveform of incoming speech and sound
into a stream of auditory percepts. The most important
dimensions of auditory perception are:

• the transformation of sound intensity into subjec-
tively perceived loudness,• the transformation of major frequency components
of the sound into subjectively perceived pitch,• the transformation of different temporal patterns and
rhythms into subjectively perceived fluctuations,• the transformation of the spectro-temporal contents
of acoustic signals into subjectively perceived timbre
(which is not independent of the dimensions listed
above),• the transformation of interaural disparities (i. e.,
differences across both ears) and spectro-temporal
contents of acoustical signals into the perceived
spatial location and spatial extent of an auditory
object.
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A basic prerequisite for being able to assign these dimen-
sions to a given sound is the ear’s ability to internally
separate acoustically superimposed sound sources into
different auditory streams or objects.

Psychoacoustics is the scientific discipline that
measures and models the relation between physical
acoustical quantities (e.g., the intensity of a sinusoidal
stimulus specified by sound pressure level, frequency,
and duration) and their respective subjective impression
(e.g., loudness, pitch, and perceived temporal extent).

4.1.1 Mapping of Intensity into Loudness

The absolute threshold in quiet conditions for a con-
tinuous sinusoid is highly dependent on the frequency
of the pure tone (Fig. 4.1). It shows highest sensitivity
in the frequency region around 1 kHz, which also car-
ries most speech information, and increases for low and
high frequencies. The normalized threshold in quiet at
1 kHz averaged over a large number of normal hearing
subjects is defined as 0 dB sound pressure level (SPL),
which corresponds to 20 μPa. As the level of the si-
nusoid increases, the perceived loudness increases with
approximately a doubling of perceived loudness with
a level increase by 10 dB. All combinations of sound
pressure levels and frequencies of sinusoid that pro-
duce the same loudness as a reference 1 kHz sinusoid
of a given level (in dB SPL) are denoted as isophones
(Fig. 4.1). Hence, the loudness level (in phon) can only
be assigned to a sinusoid and not to a multi-frequency
mixture of sounds such as speech. This difference is
due to the fact that a broadband sound is perceived as
being louder than a narrow-band sound at the same

Fig. 4.1 Auditory field described by the threshold in quiet,
the isophones, and the uncomfortable listening level of
a continuous sinusoid as a function of tone frequency. Also
given is an average speech spectrum for male and female
speech plotted as a power density
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Perception of Speech and Sound 4.1 Basic Psychoacoustic Quantities 63

sound pressure level, which puts all of its energy
into one critical band. In order to express the speech
sound pressure level in a way that approximates the
human loudness impression, there are several options
available:

• Unweighted root-mean-square (RMS) level: the to-
tal signal intensity over the audio frequency range
is averaged within a certain time window (denoted
as slow, fast, or impulse, respectively, for standard-
ized sound level meters, or as the RMS value for
a digitized speech signal) and is expressed as dB
SPL, i. e., as 10 log(I/I0) where I denotes the sig-
nal intensity and I0 denotes the reference signal
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Fig. 4.3 Example plot of a speech sample, 1 kHz sinusoidal tone and a continuous speech-shaped noise sample represented
as a waveform, spectrogram, partial loudness pattern and resulting value in dB SPL, dBA and loudness in sone
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Fig. 4.2 Block diagram of a loudness model

intensity at auditory threshold. The usage of the dB
scale already takes into account the Weber–Fechner
law of psychophysics: roughly, a sound intensity
difference of 1 dB can be detected as the just notice-
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64 Part A Production, Perception, and Modeling of Speech

able intensity difference irrespective of the reference
level.• A-weighted signal level: in order to account for the
higher sensitivity of the ear to mid-frequencies at
low levels, a spectral weighting function that ap-
proximates the isophones between 20 and 30 phon
(denoted as A-weighting) is applied to the spectral
components of the sound before they are summed up
to give the total sound level. The B- and C-weighting
curves are available for higher signal levels. Note
that the A-, B-, and C-weighted speech levels do not
differ too much from the unweighted speech level be-
cause the long-term average spectral shape of speech
includes most energy in the frequency range close
to 1 kHz where the weighting curves coincide. Since
none of these definitions include the psychophysi-
cal effect of loudness summation across frequency
and the temporal integration performed by our ear,
a speech sound at a given sound pressure level does
not necessarily produce the same perceived loudness
as a 1 kHz signal at this level.• Loudness in sone. A more exact measure of per-
ceived loudness for sounds that differ in frequency
contents is given by a loudness calculation scheme
based on the sone scale. For a narrow-band sound
(like a sinusoid), the loudness in sone is expressed
as

N[sone] = (I/I0)α , (4.1)

where I0 is the reference intensity which is set to
40 dB SPL for a sinusoid at 1 kHz. Since the ex-
ponent α amounts to ≈ 0.3 according to Stevens
and Zwicker [4.1], this yields a compression of
sound intensity similar to the nonlinear compression
in the human ear. For broadband sounds (such as
speech), the same compressive power law as given
above has to be applied to each critical frequency
band (see later) before the partial loudness contri-
butions are summed up across frequencies, which
results in the total loudness. The detailed loud-
ness calculation scheme (according to ISO 532b)
also accounts for the spread of spectral energy of
a narrow-band sound into adjacent frequency bands
known from cochlear physiology (Sect. 4.1.2). This
leakage of spectral energy can also be modeled
by a bank of appropriately shaped bandpass fil-
ters with a limited upper and lower spectral slope
(Fig. 4.2).

To account for the time dependency of loudness percep-
tion, a temporal integration process is assumed that sums

up all intensity belonging to the same auditory object
within a period of approximately 200 ms. This roughly
models the effect that sounds with a constant sound level
are perceived as being louder if their duration increases
up to 200 ms while remaining constant in loudness if
the duration increases further. For fluctuating sounds
with fluctuating instantaneous loudness estimates, the
overall loudness impression is dominated by the respec-
tive loudness maxima. This can be well represented by
considering the 95 percentile loudness (i. e., the loud-
ness value that is exceeded for only 5% of the time) as
the average loudness value of a sequence of fluctuat-
ing sounds [4.1]. For illustration, Fig. 4.3 displays the
relation between waveform, spectrogram, partial loud-
ness pattern and resulting value in dB SPL, dBA and
loudness in sone for three different sounds.

4.1.2 Pitch

If the frequency of a sinusoid at low frequencies up
to 500 Hz is increased, the perceived tone height (or
pitch, also denoted as tonality) increases linearly with
frequency. At higher frequencies above 1 kHz, however,
the perceived pitch increases approximately logarith-
mically with increasing frequency. The combination
of both domains yields the psychophysical mel-scale
(Fig. 4.4).

This relation between frequency and subjective
frequency perception also represents the mapping of
frequencies on the basilar membrane (Sect. 4.2.1 and
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Fig. 4.4 Tonality in bark and in mel over frequency (one
bark equals 100 mel). For comparison the (hypothetical)
place of maximum excitation on the basilar membrane and
the psychoacoustical frequency scale based on equivalent
rectangular bandwidth (ERB) is plotted
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Fig. 4.4), where frequencies up to approximately 2 kHz
occupy half of the basilar membrane and those between
2 kHz and 20 kHz the remaining half. The slope of this
function relates to the just noticeable difference (JND)
for frequency. The frequency JND is about 3 Hz for
frequencies below 500 Hz and about 0.6% for frequen-
cies above 1000 Hz, which is approximately 3 mel. This
value amounts to 1/30 of the frequency-dependent band-
width of the critical band which plays a role both in
loudness summation (see above) and in the psychophys-
ical effect of spectral masking. All spectral energy that
falls into one critical band is summed up and masks
(or disables) the detection of a sinusoidal tone centered
within that critical band as long as its level is below
this masked threshold. According to Zwicker et al. [4.2]
the auditory critical bandwidth is expressed in bark af-
ter the German physicist Barkhausen as a function of
frequency f0 (in Hz) as:

1 bark= 100 mel

≈ 100 Hz for frequencies below 500 Hz

≈ 1/5 f0 for frequencies above 500 Hz .
(4.2)

The psychophysical frequency scale resulting from inte-
grating the critical bandwidth over frequency is denoted
as bark scale Z and can be approximated [4.4] by the
inverse function of the hyperbolical sinus

Z[bark] = 7 · arcsinh( f0/650) (4.3)

More-refined measurements of spectral masking per-
formed by Moore and Patterson [4.5] resulted in the
equivalent rectangular bandwidth (ERB) as a measure
of the psychoacoustical critical bandwidth. It deviates
slightly from the bark scale, especially at low frequen-
cies (Fig. 4.4).

It should be noted, however, that the pitch strength of
a sinusoid decreases steadily as the frequency increases.
A much more distinct pitch perception, which is also re-
lated to the pitch of musical instruments and the pitch
of voiced speech elements, can be perceived for a peri-
odic, broad band sound. For such complex sounds, the
term pitch should primarily be used to characterize the
(perceived) fundamental frequency while tone height or
tonality refers to the psychophysical equivalence of fre-
quency and coincides with pitch only for sinusoids. The
perception of pitch results both from temporal cues (i. e.,
the periodicity information within each critical band)
primarily at low frequencies, and from spectral pitch
cues, i. e., the regular harmonic structure/line spectrum
of a periodic sound primarily dominating at high fre-
quencies. Several theories exist about the perception

and relative importance of temporal and spectral pitch
cues [4.6]. For the perception of the pitch frequency
range of normal speech with fundamental frequencies
between approximately 80 Hz and 500 Hz, however, pre-
dominantly temporal pitch cues are exploited by our ear.
In this range, the pitch JND amounts to approximately
1 Hz, i. e., better resolution occurs for the fundamental
frequency of a complex tone than for the audio frequency
of a single sinusoid at the fundamental frequency.

4.1.3 Temporal Analysis
and Modulation Perception

When perceiving complex sounds such as speech that
fluctuate in spectral contents across time, the ear can
roughly be modeled as a bank of critical-band wide
bandpass filters that transform the speech signal into
a number of narrow-band time signals at center fre-
quencies that are equally spaced across the bark scale.
Hence, the temporal analysis and resolution within each
of these frequency channels is of special importance
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Fig. 4.5 Model of the effective signal processing in the
auditory system (after [4.3])
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66 Part A Production, Perception, and Modeling of Speech

for the overall function of our auditory system. For the
within-channel analysis, the following phenomena are
relevant.

• For center frequencies below≈ 1000 Hz, the tempo-
ral fine structure of the bandpass channel is coded
in the auditory nerve and is therefore accessible
to the brain. Hence the signal’s phase can be ex-
ploited during the central processing stages, e.g. for
a comparison between different frequency bands to
produce a difference in perceived timbre and for
a comparison between ears to produce a difference
in perceived localization as the phase characteristic
is changed. The latter results from extracting the in-
teraural phase difference of a sound signal arriving
from a point in space with a certain travel time to
either ear (see later).• For center frequencies above 1 kHz, primarily the
envelope of the signal is extracted and analyzed.
This makes the ear comparatively phase-deaf above
1 kHz. This envelope extraction is due to the asym-
metry between depolarization and hyperpolarization
at the synapses between inner hair cells and the
auditory nerve as well as due to the temporal inte-
gration observed in auditory nerve fibers (Chap. 3).
In auditory models this can be modeled to a good
approximation by a half-wave rectifier followed by
a low-pass filter with a cut-off frequency of≈ 1 kHz.• The resulting envelope is subject to a compression
and adaptation stage that is required to map the
large dynamic range of auditory input signals to the
comparatively narrow dynamic range of the nervous
system. It is also necessary to set the operation point
of the respective further processing stages according
to some average value of the current input signal.
This compression and adaptation characteristic can
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Fig. 4.6a,b Schematic plot of a masked threshold (a) of a short
probe tone in the presence of (or following) a masking noise burst
that extends across a variable amount of time (b) (simultaneous and
forward masking)

either be modeled as a logarithmic compression in
combination with the temporal leaky integrator using
an effective auditory temporal integration window
or, alternatively, by a series of nonlinear adaptation
loops (Fig. 4.5).

Such an adaptation stage produces the temporal inte-
gration effect already outlined in Sect. 4.1.1, i. e., all
temporal energy belonging to the same acoustical object
is summed up within a time window with an effective
duration of up to 200 ms. In addition, temporal masking
is due to this integration or adaptation circuit. A short
probe signal (of an intensity higher than the threshold
intensity in quiet) will become inaudible in the presence
of a masking signal if the probe signal is presented either
before, during, or after the masker. Hence, the masker ex-
tends its masking property both back in time (backward
masking, extending to approximately 5 ms prior to the
onset of the masker), simultaneously with the probe sig-
nal (simultaneous masking, which becomes less efficient
if the masker duration is decreased below 200 ms) and
subsequent to the masker (forward masking, extending
up to 200 ms, Fig. 4.6).

Note that forward masking in speech sounds can
prevent detection of soft consonant speech components
that are preceded by high-energy vocalic parts of speech.

An important further property of temporal analysis
in the auditory system is the perception and analysis
of the incoming temporal envelope fluctuations. While
slow amplitude modulations (modulation frequencies
below approximately 4 Hz) are primarily perceived as
temporal fluctuations, amplitude modulations between
approximately 8 Hz and 16 Hz produce a rolling, R-
type roughness percept. Modulations between 16 Hz
and approximately 80 Hz are perceived as roughness
of a sound. Higher modulation frequencies may be
perceived as spectral coloration of the input signal with-
out being resolved in the time domain by the auditory
system.

The auditory processing of sounds that differ in their
composition of modulation frequencies is best described
by the modulation spectrum concept which can be
modeled by a modulation filter bank (Fig. 4.5). The sep-
aration of different modulation frequencies into separate
modulation frequency channels (similar to separating the
audio frequencies into different center frequency chan-
nels in the inner ear) allows the brain to group together
sound elements that are generated from the same sound
source even if they interfere with sound elements from
a different sound source at the same center frequency.
Natural objects are usually characterized by a common
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modulation of the emitted frequency components as
a function of time. By grouping those sound compo-
nents that exhibit the same modulation spectrum across
different center frequencies, the brain is able to recom-
bine all the sound components of a certain object that
are spread out across different audio frequencies. This
property of the auditory system is advantageous in per-
forming a figure-background analysis (such as required
for the famous cocktail-party phenomenon, i. e., a talker
can be understood even in the background of a lively
party with several interfering voices).

A way of quantitatively measuring the auditory
grouping effect is the so-called co-modulation masking
release (CMR) depicted in Fig. 4.7.

A probe tone has to be detected against a narrow-
band, fluctuating noise at the same frequency (on-
frequency masker). If the adjacent frequency bands are
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Fig. 4.7a–d Schematic plot of co-modulation masking
release (after [4.7]). (a) Denotes the temporal-spectral dif-
ference in the unmodulated condition (flanking bands are
modulated in an uncorrelated way) whereas (b) shows the
pattern for co-modulated sidebands. In the latter case, the
detection of a sinusoid at the on-frequency masking band
is facilitated. (c), (d) Shows typical psychophysical data
for a band-widening experiment with unmodulated (open
symbols) and co-modulated masker (filled symbols). A con-
siderable difference in masked threshold for the sinusoidal
signal is observed

stimulated with uncorrelated noise samples, the thresh-
old of the tone in the modulated noise is comparatively
high. However, if the masking noise in the adjacent
bands fluctuates with the same amplitude modulations
across time (this is usually done by duplicating the
on-frequency masker and shifting its center frequency
appropriately), the probe tone becomes better audible
and a distinct threshold shift occurs. This is called
co-modulation masking release. It is mainly due to
within-channel cues, i. e., the modulation minima be-
come more distinct with increasing noise bandwidth and
hence allow for a better detection of the continuous probe
tone at a certain instant of time. It is also due to some
across-channel cues and cognitive processing, i. e., the
co-modulated components at different frequencies are
grouped to form a single auditory object which is distinct
from the probe tone. Since speech is usually character-
ized by a high degree of co-modulation across different
frequencies for a single speaker, the co-modulation
masking release helps to detect any irregularity which
is not co-modulated with the remainder of the speech
signal. Such detectable irregularities may reflect, e.g.,
any speech pathology, a second, faint acoustical object
or even speech processing artefacts. The CMR effect is
most prominent for amplitude modulation frequencies
between approximately 4 Hz and 50 Hz [4.7], which is
a region where most of the modulation spectrum energy
of speech is located. Hence this effect is very relevant
for speech perception.

4.1.4 Binaural Hearing

Binaural processing, i. e., the central interaction between
signal information entering the right and the left ear
contributes significantly to

• suppression of subjectively perceived reverberation
in closed rooms,• localization of sound sources in space,• suppression of unwanted sound sources in real
acoustical environments.

To perform these tasks, our brain can utilize

• interaural time (or phase) cues, i. e., the central
auditory system extracts the travel time difference
between the left and right ear,• interaural intensity difference, i. e., our brain can
utilize the head-shadow effect: sound arriving at the
ear pointing towards the sound source in space is not
attenuated, while the sound arriving at the opposite
ear is attenuated,
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68 Part A Production, Perception, and Modeling of Speech

• spectral changes (coloration) of the sound reaching
the inner ear due to interference and scattering ef-
fects if the direction of the incoming sound varies
(Fig. 4.8).

Normal listeners can localize sound sources with a pre-
cision of approximately 1◦ if sound arrives at the head
from the front. This relates to a just noticeable difference
(JND) in interaural time difference as small as 10 μs and
an interaural level difference JND as low as 1 dB. This
remarkable high resolution is due to massive parallel
processing at the brain-stem level where the first neu-
ral comparison occurs between activation from the right
and left ear, respectively.

The binaural performance of our auditory system
is extremely challenged in complex acoustical every-
day situations characterized by several nonstationary
sound sources, reverberation, and a continuous change
of the interaural cues due to head movements in space.
For perceiving, localizing, and understanding speech
in such situations, the following phenomena are rele-
vant:

• Spectral integration of localization cues. Continu-
ous narrow-band signals are hard to localize because
their respective interaural time and level difference
achieved at the ear level are ambiguous: they can
result from any direction within a cone of confu-
sion, i. e., a surface that includes all spatial angles
centered around the interaural axis that yield the
same path difference between right and left ear. For
a broadband signal, the comparison across different
frequency channels helps to resolve this ambiguity.
Also, the onset cues in strongly fluctuating, broad-
band sounds contain more reliable localization cues

���

!���
�
��


������6�	��� 7�

����!
��
�!

��	
��	�
!���
�
��


��
�	���
!���
�
��


Fig. 4.8 Schematics of interaural cues due to interference
and scattering effects that can be utilized by the auditory
system

than the running cues in the steady-state situation for
continuous sounds.• Precedence effect or the law of the first wavefront.
The direct sound (first wavefront) of a sound source
hitting the receiver’s ears determines the subjec-
tive localization percept. Conversely, any subsequent
wavefront (that is due to reflections from surround-
ing structures in a real acoustical environment and
hence carries the wrong directional information) is
not used to create the subjective localization impres-
sion. Even though reflections arriving approximately
5–20 ms after the first wavefront are perceivable
and their energetic contribution to the total stimu-
lus percept is accessible to the brain, their respective
directional information seems to be suppressed. This
effect is utilized in some public address loudspeaker
systems that deliberately delay the amplified sound
in order for the small, unamplified direct sound to
reach the listener prior to the amplified sound with
the wrong directional information.

4.1.5 Binaural Noise Suppression

The localization mechanisms described above are not
only capable of separating the perceived localization of
several simultaneously active acoustical objects. They
are also a prerequisite for binaural noise suppression,
i. e., an enhancement of the desired signal and a suppres-
sion of undesired parts of the input signals that originate
from a different spatial direction. This enhancement is
also denoted as binaural release from masking. It can be
demonstrated by a tone-in-noise detection experiment
where in the reference condition tone and noise are the
same at both ears (i. e., exhibit the phase difference 0).
The detection threshold can be compared to the thresh-
old using the same noise, but inverting the signal on one
side (i. e., a phase difference of π for the signal), which
yields a higher detectability. This difference in thresh-
old is denoted as binaural masking level difference and
amounts up to 20 dB for short probe tones at frequencies
below 1000 Hz.

For speech signals, the binaural unmasking can be
measured by comparing the speech reception thresh-
old (i. e., the signal-to-noise ratio required to understand
50% of the presented speech material, see later) for dif-
ferent spatial arrangements of target speech sound and
interfering noise: in the reference condition, speech and
noise are presented directly in front of the subject, while
in the test condition speech comes from the front, but
the interfering sound source from the side. The gain
in speech reception threshold is called the intelligibil-
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Fig. 4.9 Intelligibility level difference (ILD, filled circles) and binaural intelligibility level difference (BILD, filled
squares) averaged across a group of normal and impaired listeners that differ in the shape of their respective audiogram
(high-frequency hearing loss abbreviated as HF-hearing loss). The difference in speech reception threshold across both
situations plotted on the left-hand side is plotted as average value and intersubject standard deviation

ity level difference. (The abbreviation ILD is used for
this difference, but is also used for interaural level differ-
ence.) Intelligibility level difference is due to a monaural
effect (i. e., improved signal-to-noise ratio at the ear op-
posite to the interfering sound source) and a binaural
effect. To separate this latter effect, another threshold in
the same spatial situation is used where the worse ear is
plugged and the speech reception threshold is obtained
using only the better ear, i. e., the ear with the better
signal-to-noise ratio. The difference in speech reception
threshold (SRT= between the latter two situations (i. e.,
the difference due to adding the worse ear) is a purely
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Fig. 4.10 Sketch of a multichannel
binaural noise canceling model de-
scribing the binaural release from
masking for speech in complex
environments (after [4.8])

binaural effect, called the binaural intelligibility level
difference (BILD). Figure 4.9 gives an example of the
ILD and BILD at an incidence angle for the interfer-
ing noise of 90◦ in an anechoic condition for different
groups of listeners that vary in their hearing loss.

A basic model which describes binaural unmasking
phenomena quite well for speech signals in complex
acoustical environments is a multichannel equalization
and cancelation (EC) model such as that depicted in
Fig. 4.10 [4.8].

Within each frequency band, an equalization and
cancelation mechanism [4.9] is used that first delays

Part
A

4
.1



70 Part A Production, Perception, and Modeling of Speech

8/3,
80=

'��
��6���	����

���,E�

�����! ��'��

8=, , =, /3,

80?

800

80,

8*<

8*1

8*/

8/3

8/;

8/*

8=

8? $�
�����

8/3,
8*/

'��
��6���	����

���,E�

�����! ��'��

8=, , =, /3,

8/3

8/;

8/*

8=

8?

8/3

8/;

8/*

8=

8? (����


8/3, 8=, , =, /3,

���
	
���

Fig. 4.11 SRT data (filled symbols) and predictions for three dif-
ferent acoustical conditions and normal listeners. The triangles
denote model predictions without introducing appropriate process-
ing errors, whereas the open symbols denote predictions employing
internal processing errors, that have been taken from average values
in other psychoacoustical tasks (after [4.8])

and amplifies one or both input channels to yield an
approximate match (equalization) of the composite in-
put signal within each frequency band. In a second,
the cancelation stage, the signals from both respec-
tive sides of the head are (imperfectly) subtracted from

each other. Hence, if the masker (after the equaliza-
tion step) is approximately the same in both ears, the
cancelation step will eliminate the masker with the ex-
ception of some remaining error signal. Conversely, the
desired signal, which differs in interaural phase and/or
intensity relation from the masker, should stay nearly
unchanged, yielding an improvement in signal-to-noise
ratio. Using an appropriate numerical optimization strat-
egy to fit the respective equalization parameters across
frequency, the model depicted in Fig. 4.11 can predict
human performance quite well even under acoustically
difficult situations, such as, e.g., several interfering
talkers within a reverberant environment. Note that
this model effectively corresponds to an adaptive spa-
tial beam former, i. e., a frequency-dependent optimum
linear combination of the two sensor inputs to both
ears that yields a directivity optimized to improve the
signal-to-noise ratio for a given target direction and
interfering background noise. If the model output is
used to predict speech intelligibility with an appropri-
ate (monaural) speech intelligibility prediction method
[such as, e.g., the speech intelligibility index (SII),
see later], the binaural advantage for speech intelligi-
bility in rooms can be predicted quite well (Fig. 4.11
from [4.8]).

Note that in each frequency band only one EC cir-
cuit is employed in the model. This reflects the empirical
evidence that the brain is only able to cancel out one
direction for each frequency band at each instant of
time. Hence, the processing strategy adopted will use
appropriate compromises for any given real situation.

4.2 Acoustical Information Required for Speech Perception

4.2.1 Speech Intelligibility
and Speech Reception Threshold (SRT)

Speech intelligibility (SI) is important for various fields
of research, engineering, and diagnostics for quantify-
ing very different phenomena such as the quality of
recordings, communication and playback devices, the
reverberation of auditoria, characteristics of hearing im-
pairment, benefit using hearing aids, or combinations of
these topics. The most useful way to define SI is: speech
intelligibility SI is the proportion of speech items (e.g.,
syllables, words, or sentences) correctly repeated by (a)
listener(s) for a given speech intelligibility test. This op-
erative definition makes SI directly and quantitatively
measurable.

The intelligibility function (Fig. 4.12) describes the
listener’s speech intelligibility SI as a function of speech
level L which may either refer to the sound pressure level
(measured in dB) of the speech signal or to the speech-
to-noise ratio (SNR) (measured in dB), if the test is
performed with interfering noise.

In most cases it is possible to fit the logistic function
SI (L) to the empirical data

SI(L)= 1

A

⎛
⎝1+SImax

A−1

1+ exp
(
− L−Lmid

s

)
⎞
⎠ , (4.4)

with Lmid: speech level of the midpoint of the intelligi-
bility function; s: slope parameter, the slope at Lmid is
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Fig. 4.12 Typical example of SI function (solid line) for
word intelligibility test (closed response format with five
response alternatives). The dashed line denotes Lmid. The
dotted lines denote the lower limit (1/A) and the asymptotic
maximum SIasymp of the SI function. Parameters: Lmid =
−3.5 dB SNR, SImax = 0.9(SIasymp = 0.92), A= 5, slope=
0.05/dB (s = 3.6 dB)

given by SImax(A−1)
4As ; SImax: parameter for maximum in-

telligibility which can be smaller than 1 in some cases
(e.g., distorted speech signals or listeners with hearing
impairment). The asymptotic maximum of SI is given by
SImax+ (1−SImax)/A. A is the number of response al-
ternatives (e.g., A= 10 when the listener should respond
in a closed response format for instance using digits be-
tween ‘0’ and ‘9’). In SI tests with open response format,
like word tests without limiting the number of response
alternatives, A is assumed to be infinite, that means

SI= SImax
1

1+ exp
(
− L−Lmid

s

) and

slope= SImax

4s
. (4.5)

The primary interest of many applications is the speech
reception threshold (SRT) which denotes the speech
level (measured in dB), which belongs to a given in-
telligibility (e.g., SI= 0.5 or 0.7).

The accuracy of SI measurements is given by the
binomial distribution. Consequently, the standard error
SE(SI) of an SI estimate based on n items (e.g., words)
is given by

SE(SI)=
√

SI(1−SI)

n
. (4.6)

A further increase of this standard error is caused by
the fact that SI tests consist of several items (e.g., 50
words) which unavoidably differ in SI. Therefore, SI
tests should be constructed in a way that the SI of all
items is as homogeneous as possible.

To a first approximation, the standard error of the
SRT is equal to SE(SISRT) (the standard error of the
SI estimate at the SRT) divided by the slope of the
intelligibility function at the SRT. Thus

SE(SRT)= SE(SISRT)

slopeSRT
. (4.7)

4.2.2 Measurement Methods

Speech Materials
A speech material (i. e., a set of speech items like words
or sentences) is suitable for SI tests when certain require-
ments are fulfilled: the different speech items have to be
homogeneous in SI to yield high measurement accuracy
and reproducibility in a limited measuring time, and the
distribution of phonemes should be representative of the
language being studied. Only speech materials that have
been optimized properly by a large number of evaluation
measurements can fulfill these requirements.

A large number of SI tests using different materials
are available for different languages. An overview of
American SI tests can be found in Penrod [4.10]. There
are different formats, i. e., nonsense syllables, single
words, and sentences. Sentences best represent a realistic
communication situation. Nonsense syllables and words
allow assessing of confusion matrices and analyzing
transmission of information. Furthermore, the intelli-
gibility functions of most sentence tests [4.11–16] show
slopes between 0.15 and 0.25 per dB, which are consid-
erably steeper than the values obtained with nonsense
syllables or single-word tests.

Since the standard deviation of SRT estimates is
inversely proportional to the slope of the intelligibility
function (see Sect. 4.2.1), these sentence tests are better
suited for efficient and reliable SRT measurements than
single-word tests.

Presentation Modes
Signals can be presented either via loudspeakers (free
field condition) or via headphones. The free field
condition is more natural. Drawbacks are a larger experi-
mental effort and difficulties in calibration. Especially
in spatial speech/noise situations (see Sect. 4.2.3), small
movements of the listener’s head may influence the
result of the SI measurement.
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The advantages of presentation via headphones are:
very good reproducibility for each individual listener,
smaller experimental effort, and spatial speech/noise
conditions can easily be realized using virtual acoustics.
Drawbacks are the individual calibration is complicated
because headphones may produce different sound pres-
sures in different ears. Measurements with hearing aids
are not possible.

Adaptive procedures can be used to concentrate pre-
sentation levels near the SRT, which yields highest
efficiency for SRT estimates. In sentence tests, each
word can be scored independently, which allows one
to design adaptive procedures which converge more
efficiently than adaptive procedures usually used in
psychoacoustics [4.17].

4.2.3 Factors Influencing Speech
Intelligibility

Measuring Method
The various speech materials mentioned above generate
different results. Therefore, only standardized speech
materials or speech materials with well known reference
intelligibility functions should be used.

Noise and Room Acoustics
Noise and reverberation reduce SI. Therefore, if SI in
silence is to be measured, environmental noise and re-
verberation have to be minimized (e.g., using sound
insulated cabins and damping headphones). On the other
hand, SI measurements can be used to investigate the
influence of different noises and room acoustics on
SI, which is important for the so called cocktail-party
phenomenon (see later).

Cocktail-Party Phenomenon
The human auditory system has very impressive abil-
ities in understanding a target talker even if maskers,
i. e., competitive sound sources like different talkers,
are present at the same time. An interesting review of
research on this so-called cocktail-party phenomenon
can be found in Bronkhorst [4.18]. The SI in these
multi-talker conditions is influenced by many masker
properties such as sound pressure level, frequency spec-
trum, amplitude modulations, spatial direction, and the
number of maskers. The spatial configuration of target
speaker and masker plays a very important role. Binaural
hearing (hearing with both ears) produces a very effec-
tive release from masking (improvement of the SRT) of
up to 12 dB compared to monaural hearing (hearing with
one ear) [4.18].

Hearing Impairment
An introduction to SI in clinical audiology can be found
in Penrod [4.10]. Hearing impairment can lead to an in-
crease of the SRT, a decrease of the maximum reachable
intelligibility SIasymp and a flatter slope of the intelligi-
bility function. The most difficult situations for hearing
impaired listeners are noisy environments with many
interfering sound sources (cocktail-party situation).
Therefore, SI tests in noise are important diagnostic
tools for assessing the daily-life consequences of a hear-
ing impairment and the benefit of a hearing aid. SI plays
a very important role for the research on and the fitting
of hearing aids.

4.2.4 Prediction Methods

Articulation Index (AI),
Speech Intelligibility Index (SII),
and Speech Transmission Index (STI)

The most common methods for the prediction of speech
intelligibility are the articulation index (AI) [4.19–
21] which was renamed the speech intelligibility in-
dex (SII) [4.22], and the speech transmission index
(STI) [4.23, 24] [Table 4.1]. The strength of these mo-
dels is the large amount of empirical knowledge they
are based on. All of these models assume that speech is
coded by several frequency channels that carry indepen-
dent information. This can be expressed by

AI=
∑

i

AIi , (4.8)

with AI denoting the cumulative articulation index of all
channels and AIi denoting the articulation index of the
single channels (including a weighting of the respective
channel).

AI and SII are derived from the speech signal by
calculating the signal to noise ratio SNR in the different
frequency channels:

AI=
∑

i

Wi (SNRi +15)

30
, (4.9)

with Wi denoting a frequency channel weighting factor
and SNRi denoting the signal-to-noise ratio in channel
i. Wi depends on the speech material used and takes into
account that high frequencies are more important for
the recognition of consonants than for the recognition of
meaningful sentences. The main differences between the
different versions of AI and SII are the way they include
nonlinearities like distortion, masking, and broadening
of frequency bands.
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The speech transmission index (STI) uses the mod-
ulation transfer function instead of the SNR and is
especially successful for predicting SI in auditoria and
rooms, because it explicitly takes into account the flat-
tening of the information-carrying speech envelopes due
to reverberation.

The transformation of AI, SII, or STI to speech
intelligibility requires a nonlinear transformation that
has to be fitted to empirical data. The transforma-
tion depends on the kind of speech material used
and is usually steeper at its steepest point for mater-
ials with context (e.g., sentences) compared to single
words.

Statistical Methods
The assumption of independent information in differ-
ent frequency channels does not hold in all situations
because synergetic as well as redundant interactions

Table 4.1 Examples of methods for the prediction of speech intelligibility (SI)

Method Signal parameters Comments

Articulation index, AI
[4.19]

Levels and frequency spectra of
speech and noise, kind of speech
material

Macroscopic model that describes
the influence of the frequency con-
tent of speech on intelligibility

Articulation index, AI
[4.20]

Levels and frequency spectra of
speech and noise, kind of speech
material

More complex than French and
Steinberg version, describes more
nonlinear effects, seldom used

Articulation index, AI [4.21] Levels and frequency spectra of
speech and noise

Simplified version based on
[4.19], not in use anymore

Speech intelligibility index, SII
[4.22]

Levels and frequency spectra of
speech and noise, kind of speech
material, hearing loss

Revision of ANSI S3.5-1969,
includes spread of masking, stan-
dard speech spectra, relative im-
portance of frequency bands

Speech transmission index, STI
[4.24]

Modulation transfer function Predicts the change of intelligibil-
ity caused by a speech transmis-
sion system (e.g., an auditorium)
based on the modulation transfer
function of the system

Speech recognition sensitivity
model, SRS [4.25, 26]

Levels and frequency spectra of
speech and noise, number of re-
sponse alternatives

Alternative to SII, handles fre-
quency band interactions and is
better suited for unsteady fre-
quency spectra

Holube and Kollmeier [4.27] Speech and noise signals, hearing
loss

Microscopic modeling of signal
processing of auditory system
combined with simple automatic
speech recognition

between different channels occur. The speech recogni-
tion sensitivity model [4.25,26] takes these interactions
into account using statistical decision theory in order to
model the linguistic entropy of speech.

Functional Method
These methods are based on relatively rough pa-
rameterizations of speech (i. e., long-term frequency
spectrum and sometimes modulation transfer func-
tion). The method (Table 4.1) proposed by Holube
and Kollmeier [4.27], however, is based on physio-
logical and psychoacoustical data and is a combination
of a functional model of the human auditory system
(Sect. 4.1) and a simple automatic speech recognition
system (Sect. 4.3). A drawback of this approach is that
there is still a large gap between recognition rates of
humans and automatic speech recognition systems (for
a review see [4.28], Sect. 4.3).
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4.3 Speech Feature Perception

The information-theoretic approach to describing
speech perception assumes that human speech recog-
nition is based on the combined, parallel recognition of
several acoustical cues that are characteristic for certain
speech elements. While a phoneme represents the small-
est unit of speech information, its acoustic realization
(denoted as phone) can be quite variable in its acoustical
properties. Such a phone is produced in order to de-
liver a number of acoustical speech cues to the listener
who should be able to deduce from it the underlying
phoneme. Each speech cue represents one feature value
of more- or less-complex speech features like voicing,
frication, or duration, that are linked to phonetics and
to perception. These speech feature values are decoded
by the listener independently of each other and are used
for recognizing the underlying speech element (such as,
e.g., the represented phoneme). Speech perception can
therefore be interpreted as reception of certain values of
several speech features in parallel and in discrete time
steps.

Each phoneme is characterized by a unique com-
bination of the underlying speech feature values. The
articulation of words and sentences produces (in the
sense of information theory) a discrete stream of infor-
mation via a number of simultaneously active channels
(Fig. 4.13).

The spoken realization of a given phoneme causes
a certain speech feature to assume one out of several dif-
ferent possible values. For example, the speech feature
voicing can assume the value one (i. e., voiced sound) or
the value zero (unvoiced speech sound). Each of these
features is transmitted via its own, specific transmission
channel to the speech recognition system of the listener.
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Fig. 4.13 Schematic representation
of speech recognition using speech
features. Each speech sound is char-
acterized by a combination of speech
features that are modeled to be trans-
mitted independently of each other
by specialized (noisy) transmission
channels

The channel consists of the acoustical transmission
channel to the listener’s ear and the subsequent decoding
of the signal in the central auditory system of the receiver
(which can be hampered by a hearing impairment or
a speech pathology). The listener recognizes the actually
assumed values of certain speech features and combines
these features to yield the recognized phoneme.

If p(i) gives the probability (or relative frequency)
that a specific speech feature assumes the value i and
p′( j) gives the probability (or relative frequency, re-
spectively) that the receiver receives the feature value
j, and p(i, j) gives the joint probability that the value
j is recognized if the value i is transmitted, then the
so-called transinformation T is defined as

T =−
N∑

i=1

N∑
j=1

p(i, j) log2

(
p(i)p′( j)

p(i, j)

)
. (4.10)

The transinformation T assumes its maximal value for
perfect transmission of the input values to the output
values, i. e., if p(i, j) takes the diagonal form or any
permutation thereof. T equals 0 if the distribution of
received feature values is independent of the distribu-
tion of input feature values, i. e., if p(i, j)= p(i)p′( j).
The maximum value of T for perfect transmission (i. e.,
p(i, j)= p(i)= p′( j)) equals the amount of informa-
tion (in bits) included in the distribution of input feature
values H , i. e.,

H =
N∑

i=1

p(i)H(i)=−
N∑

i=1

p(i) log2[p(i)] . (4.11)

In order to normalize T to give values between 0 and
1, the so-called transinformation index (TI) is often
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used, i. e.,

TI= T/H . (4.12)

For speech perception experiments, the distribution
p(i, j) can be approximated by a confusion matrix, i. e.,
a matrix denoting the frequency of a recognized speech
element j for all different presented speech elements i.
This confusion matrix can be condensed to a confusion
matrix of each specific speech feature if for each speech
element the corresponding value of the respective feature
is assigned. For example, a 20 × 20 confusion matrix of
consonants can be reduced to 2 × 2 matrix of the feature
voicing if for each consonant the feature value voiced or
unvoiced is given. The transinformation analysis of this
feature-specific confusion matrix therefore allows ex-
tracting the transmission of all respective speech features
separately and hence can be used to characterize a certain
speech information transmission channel. Note however,
that such an analysis requires a sufficiently high num-
ber of entries in the confusion matrix to appropriately
sample p(i, j), which requires a large data set. Also,
it is not easy and straightforward to assign appropriate
speech features to all of the presented and recognized
speech sounds that will allow an adequate analysis of
the acoustical deficiencies in the transmission process.
From the multitude of different features and feature sets
that have been used in the literature to describe both
human speech production and speech perception, only
a very limited set of the most prominent features can be
discussed here ([4.29], for a more-complete coverage).

4.3.1 Formant Features

Vowels are primarily discriminated by their formant
structure, i. e., the resonance frequencies of the vocal
tract when shaping the vowels. For stationary vowels, the
relation between the first and second formant frequen-
cies (F1 and F2), respectively, and the perceived vowel
is quite well established (Fig. 4.14 and the introduction).

The classical theory of vowel perception has the ad-
vantage of being linked to the physical process of speech
production (i. e., the formant frequencies are closely
linked to the position and elevation of the tongue in
the vocal tract). However, modern theories of speech
perception no longer assume that vowel identification is
based solely on the position of the formant frequencies,
for the following reasons.

• For short vowels and for vocalic segments of run-
ning speech the perceived vowel often differs from
the expected spectral shapes, which are based on
long, isolated vowels. This indicates that the map-
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Fig. 4.14 Schematic plot of the perceived vowels as a func-
tion of F1 and F2 in the vowel triangle (sometimes plotted
as a quadrangle) for stationary vowels. Note that the vowel
boundaries overlap and that for short vowels and for seg-
ments of vowels in real speech these boundaries can vary
significantly

ping between formants and perceived vowels shows
different boundaries and different regions of overlap
depending on the respective speech context.• The spectral shape of speech in real-life environ-
ments varies considerably due to large spectral vari-
ations of the room transfer function, and due to the
presence of reverberation and background noise. The
pure detection and identification of spectral peaks
would yield a much less robust perception of vowels
than can actually be observed in human listeners.• Vowel discrimination and speech understanding is
even possible under extreme spectral manipulations,
such as, e.g., flat spectrum speech [4.30] and slit-
filtered speech (i. e., listening to speech through very
few spectral slits, [4.31]).

These findings indicate that speech perception is at least
partially based on temporal cues rather than purely on the
detection of spectral peaks or formants. Modern speech
perception theories therefore assume that our brain mon-
itors the temporal intensity pattern in each frequency
band characterized by a critical band filter (Sect. 4.1).
By comparing these temporal patterns across a few cen-
ter frequencies that are not too closely spaced, a reliable
estimate of the presented vowel is possible. Such princi-
ples are both implemented in state-of-the-art perception
models (Sect. 4.1) and in preprocessing/feature extrac-
tion strategies for automatic speech recognition systems
(Sect. 4.2.3 and the chapters in part E).
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4.3.2 Phonetic and Distinctive Feature Sets

The classical theory of consonant perception assumes
that several phonetically and acoustically defined fea-
tures are used by the auditory system to decode the
underlying, presented consonant. A distinctive feature
set combines all binary features that characterize all
available consonants in a unique way [4.32]. Both articu-
latory and (to a lesser degree) acoustical features can be
employed to construct such a feature set (see Table 4.2
for an example of a feature set and resulting confusion
matrices).

These feature sets where extended and used by
Miller and Nicely [4.33], by Wang and Bilger [4.34]
and subsequently by a large number of researchers
to characterize the listeners’ ability to discriminate
across consonants using, e.g., transinformation analysis
(Sect. 4.2.4). Using this approach, the amount of infor-

Table 4.2 Example for a consonant feature set and the
construction of confusion matrices for speech-in-noise
recognition data with normal-hearing listeners. Top right
panel: phonetic feature values for eleven consonants. Voic-
ing is a binary feature (with feature values 0 and 1), while
manner and place are ternary features. Middle: matrix of
confusion for consonants, obtained from human listening
tests, where noisy speech was presented at an SNR of
-10 dB. Matrix element (i, j) denotes how often the conso-
nant in row i was confused with the consonant in column j.
Bottom panels: confusion matrices for the phonetic features
place and voicing, derived from the matrix of confusion for
consonants

p t k b d g s f v n m

p 379 20 131 45 7 31 49 46 4 5

t 3 658 16 33 1 1

k 42 14 484 10 8 117 1 16 12 6

b 58 4 51 260 35 88 18 143 16 25

d 5 28 7 21 424 93 1 3 19 49 6

g 11 5 44 43 27 449 9 73 18 7

s 2 702 3

f 23 3 4 88 556 38

v 19 7 16 78 22 43 7 51 398 9 30

n 1 5 3 13 51 12 2 23 364 78

m 7 1 4 43 20 25 8 62 95 346

Anterior Medail Posterior

Anterior 2691 335 392
Medail 179 2317 131
Posterior 223 79 1094

mation carried by the specific feature that the receiving
side was able to use can be characterized quite well. For
example, the confusion matrix listed in Table 4.2 yields
a total information transmission index of 0.53 with the
features voicing assumed to be 0.53 and place 0.46.

However, these phonetic features show only a very
weak link to the auditory features actually used by
human listeners. From the view point of modern audi-
tory models that assume multichannel temporal energy
recording and analysis, most of the phonetic features
listed above can be regarded as special prototypes of
temporal-spectral patterns that are used by our cognitive
system to perform a pattern match between actually pre-
sented speech and a stored speech reference database in
our brain. Hence, they represent some complex combi-
nation of basic auditory perception features that might
be defined psychoacoustically or physiologically rather
than phonetically.

Voicing Manner Place

p 0 0 0

t 0 0 1

k 0 0 2

b 1 0 0

d 1 0 1

g 1 0 2

s 0 1 1

f 0 1 0

v 1 1 0

n 1 2 2

m 1 2 1

Voiced Unvoiced

Voiced 3508 375

Unvoiced 367 3191
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Fig. 4.15 Schematic diagram of
a model of the effective auditory
processing using a front end to trans-
form the incoming speech signal into
and internal representation and a sub-
sequent back end, ideal recognition
stage which is only limited by the
internal noise

4.3.3 Internal Representation Approach
and Higher-Order
Temporal-Spectral Features

The internal representation approach of modeling
speech reception assumes that the speech signal is
transformed by our auditory system with some non-
linear, parallel processing operations into an internal
representation. This representation is used as the in-
put for a central, cognitive recognition unit which can
be assumed to operate as an ideal observer, i. e., it
performs a pattern match between the incoming inter-
nal representation and the multitude of stored internal
representations. The accuracy of this recognition pro-
cess is limited by the external variability of the speech
items to be recognized, i. e., by their deviation from
any of the stored internal templates. It is also limited
by the internal noise that blurs the received internal
representation due to neural noise and other physiolog-
ical and psychological factors. The amount of internal
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Fig. 4.16a–c Auditory spectrogram representation of the German word Stall. It can be represented by a spectrogram
(a), a bark spectrogram on a log-loudness scale (b) or as a contrast-enhanced version using nonlinear feedback loops
(after [4.3, 35]) (c)

noise can be estimated quite well from psychoacoustical
experiments.

Such an internal representation model puts most
of the peculiarities and limitations of the speech
recognition process into the nonlinear, destructive trans-
formation process from the acoustical speech waveform
into its internal representation, assuming that all trans-
formation steps are due to physiological processes that
can be characterized completely physiologically or by
psychoacoustical means (Fig. 4.15).

Several concepts and models to describe such an
internal representation have been developed so far. Some
of the basic ideas are as follows.

1. Auditory spectrogram: The basic internal represen-
tation assumes that the speech sound is separated
into a number of frequency bands (distributed evenly
across a psychoacoustically based frequency scale
like the bark or ERB scale) and that the compressed
frequency-channel-specific intensity is represented
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over time. The compression can either be a loga-
rithmic compression or a loudness-derived power
law compression that is also required to represent
human intensity resolution and loudness mapping.
The temporal representation can also include some
temporal contrast enhancement and sluggishness in
order to represent forward and backward masking
and temporal integration (Sect. 4.1). An example of
such a representation is given in Fig. 4.16.

Note that speech intelligibility in noise can be mod-
eled quite well with such an approach [4.27]. In addition,
such a transformation into the internal representation
can be implemented as a robust front end for automatic
speech recognition (e.g., [4.35]). Finally, it can be used
to predict any perceived deviations of the (coded) speech
from the original speech [4.36].

2. Modulation spectrogram: one important property of
the internal representation is the temporal analy-
sis within each audio frequency band using the
modulation filter bank concept. Temporal envelope
fluctuations in each audio frequency channel are
spectrally analyzed to yield the modulation spec-
trum in each frequency band, using either a fixed
set of modulation filters (modulation filter bank) or
a complete spectral analysis (modulation spectrum).
This representation yields the so-called amplitude
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Fig. 4.17 Amplitude modulation spectrogram of a vowel I (fundamental frequency approx. 110 Hz) in comparison to
a modulation spectrogram of speech-simulating noise. The modulation spectrum in each audio frequency band is displayed
as color (or greyscale, respectively) in the two-dimensional plane given by audio center frequency versus modulation
frequency

modulation spectrogram for each instant of time,
i. e., a two-dimensional representation of modu-
lation frequency across center audio frequencies
(Fig. 4.17).

The physiological motivation for this analysis is
the finding of amplitude modulation sensitivity in
the auditory brain:adjacent cells are tuned to differ-
ent modulation frequencies. Their arrangement seems
to yield a perpendicular representation of modulation
frequencies across center frequencies [4.37]. In addi-
tion, psychoacoustical findings of modulation sensitivity
can best be described by a set of modulation filter
banks [4.3]. The advantage of the modulation spectro-
gram is that the additional dimension of modulation
frequency allows separation of acoustical objects that
occupy the same center frequency channel, but are mod-
ulated at different rates (considering either the syllabic
rate at low modulation frequencies or temporal pitch
at higher modulation frequencies). Such a more-refined
model of internal representation has been used to pre-
dict psychoacoustical effects [4.3] and was also used in
automatic speech recognition [4.38].

3. Temporal/spectral ripple or Gabor feature approach:
A generalization of the modulation frequency fea-
ture detectors in the temporal domain outlined above
also considers the spectral analysis of ripples in
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Fig. 4.18 Sample representation of a Gabor feature that detects a certain speech feature. The two-dimensional Gabor
feature (lower left panel) that extends both in the time and frequency domain is cross-correlated with the mel spectrogram
(upper-left panel) to yield the temporal and spatial position of a best match (middle panel). In each audio frequency band,
the time-dependent output of the cross correlation is used as the input feature to an automatic speech recognizer [4.38]

the frequency domain as well as a ripple frequency
analysis for combined temporal and spectral mod-
ulations. Such a temporal-spectral ripple analysis
is motivated by physiological findings of the au-
ditory receptive fields in ferrets [4.39] as well as
psychoacoustical findings by Kaernbach [4.40] who

demonstrated a sensitivity towards combinations of
spectral variations and temporal variations. An ele-
gant way to formalize the sensitivity to joint temporal
and spectral energy variations is the Gabor feature
concept [4.38] that considers features with a limited
spectro-temporal extent tuned to a certain combina-

Part
A

4
.3



80 Part A Production, Perception, and Modeling of Speech

Table 4.3 Recognition rates (in percent correct) for human speech recognition (HSR) at a signal-to-noise ratio (SNR) of
−10 dB, compared to automatic speech recognition (ASR) accuracies at several signal-to-noise ratios. The recognition
task for ASR and for human listeners was to classify the middle phoneme in simple nonsense words, which were
combinations of either consonant–vowel–consonant or vowel–consonant–vowel. The average rates are broken down into
consonant and vowel recognition. At +10 dB SNR, ASR reaches an overall performance that is comparable to HSR at
−10 dB SNR. If the same SNR of −10 dB is employed for ASR, error rates are almost 50% higher than for HSR

Condition Average Consonants Vowels

HSR −10 dB 74.5 67.7 80.5

ASR

clean 80.4 85.2 76.2

15 dB 76.1 77.7 74.6

10 dB 74.6 75.6 73.7

5 dB 69.8 69.5 70.0

0 dB 59.2 55.4 62.5

−5 dB 49.8 41.0 57.5

−10 dB 28.4 20.8 35.0

tion of temporal modulation frequency and spectral
ripple frequency (Figure 4.18).

The advantage of such a second-order receptive
field (i. e., the sensitivity to a certain combination of
a spectral and a temporal cue) is the ability to detect spe-
cific spectro-temporal structures, e.g., formant glides or
changes of fundamental frequency. It can also be con-
sidered as a generalization of the concepts outlined in
this section. Even though this approach has successfully
been implemented to improve the robustness of auto-
matic speech recognizers [4.38], it has not yet been used
to model human speech perception.

4.3.4 Man–Machine Comparison

Despite enormous technical advances in recent years,
automatic speech recognition (ASR) still suffers from
a lack of performance compared to human speech recog-
nition (HSR), which prevents this technology from being
widely used. Recognition accuracies of machines drop
dramatically in acoustically adverse conditions, i. e., in
the presence of additive or convolutive noise, which
clearly demonstrates the lack of robustness. For com-
plex tasks such as the recognition of spontaneous speech,
ASR error rates are often an order of magnitude higher
than those of humans [4.28]. If no high-level gram-
matical information can be exploited (as in a simple
phoneme recognition task), the difference in perfor-
mance gets smaller, but still remains very noticeable.
For example, the HSR consonant recognition rate de-
rived from the confusion matrix in Table 4.2 is 67.7%.

The ASR score for the very same task (i. e., the same
speech signals at an SNR of −10 dB), obtained with
a common recognizer is 20.8%, which corresponds
to a relative increase of error rates of 144% (Ta-
ble 4.3).

This large gap underlines that current state-of-the-art
ASR technology is by far not as capable as the human
auditory system to recognize speech. As a consequence,
the fields of ASR and speech perception modeling in
humans may benefit from each other. Since the human
auditory system results from a long biological evolution
process and seems to be optimally adjusted to perform
robust speech recognition, ASR may profit from au-
ditory front ends which are based upon physiological
findings and incorporate principles of our hearing sys-
tem. Ideally, the feature matrix extracted from a speech
sound which is used to classify the respective speech
element should resemble the internal representation of
that speech sound in our brain as closely as possible.
Since this internal representation can be approximated
by an auditory model, such an auditory model seems
to be a good preprocessing stage for a speech recog-
nizer [4.35].

On the other hand, models of the signal processing
in the human auditory system can be evaluated using
ASR, because–under ideal conditions–human speech
perception and its model realization as anthropomor-
phic ASR system should yield a similar recognition
performance and error pattern in well-defined acoustical
conditions. Thus, modeling human speech perception
can benefit from the computational methods developed
in ASR.
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Speech Quali5. Speech Quality Assessment

V. Grancharov, W. B. Kleijn

In this chapter, we provide an overview of meth-
ods for speech quality assessment. First, we define
the term speech quality and outline in Sect. 5.1
the main causes of degradation of speech quality.
Then, we discuss subjective test methods for quality
assessment, with a focus on standardized meth-
ods. Section 5.3 is dedicated to objective algorithms
for quality assessment. We conclude the chapter
with a reference table containing common quality
assessment scenarios and the corresponding most
suitable methods for quality assessment.
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The rapid deployment of speech processing applications
increases the need for speech quality evaluation. The
success of any new technology (e.g., network equipment,
speech codec, speech synthesis system, etc.) depends
largely on end-user opinion of perceived speech quality.
Therefore, it is vital for the developers of a new service
or speech processing application to assess its speech
quality on a regular basis.

In addition to its role for services and speech process-
ing, speech quality evaluation is of critical importance
in the areas of clinical hearing diagnostics and psy-
choacoustical research. Although this chapter addresses
speech quality mainly from the viewpoint of telecom-
munication applications, it is also of general interest
for researchers dealing with speech quality assessment
methods.

When the speech signal reaches the human auditory
system, a speech perception process is initiated. This
process results in an auditory event, which is internal
and can be measured only through a description by the
listener (the subject). The subject then establishes a re-
lationship between the perceived and expected auditory
event. Thus, the speech quality is a result of a perception
and assessment process.

Since the quality of a speech signal does not exist
independently of a subject, it is a subjective measure.
The most straightforward manner to estimate speech
quality is to play a speech sample to a group of listen-
ers, who are asked to rate its quality. Since subjective
quality assessment is costly and time consuming, com-
puter algorithms are often used to determine an objective
quality measure that approximates the subjective rating.
Section 5.2 provides an overview of subjective tests for
speech quality assessment, while Sect. 5.3 is dedicated
to objective quality assessment measures.

Speech quality has many perceptual dimensions.
Commonly used dimensions are intelligibility, nat-
uralness, loudness, listening effort, etc., while less
commonly used dimensions include nasality, graveness,
etc. However, the use of a multidimensional metric for
quality assessment is less common than the use of a sin-
gle metric, mainly as a result of cost and complexity.
A single metric, such as the mean opinion score scale,
gives an integral (overall) perception of an auditory
event and is therefore sufficient to predict the end-user
opinion of a speech communication system. However,
a single metric does not in general provide sufficient de-
tail for system designers. Multidimensional-metric tests
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are discussed in Sect. 5.2.2 and single-metric tests are
discussed throughout the remainder of Sect. 5.2.

In some applications, it is desirable or historically
accepted to measure only specific quality dimensions,
such as intelligibility, listening effort, naturalness, and
ability for talker recognition. The most popular among
these measures are covered in Sect. 5.2.3.

The true speech quality is often referred to as con-
versational quality. Conversational tests usually involve
communication between two people, who are ques-
tioned later about the quality aspects of the conversation,
see Sect. 5.2.1. However, the most frequently meas-
ured quantity is listening quality, which is the focus
of Sect. 5.2.1. In the listening context, the speech qual-
ity is mainly affected by speech distortion due to speech
codecs, background noise, and packet loss. One can also

distinguish talking quality, which is mainly affected by
echo associated with delay and sidetone distortion.

The distorted (processed) signal or its parametric
representation is always required in an assessment of
speech quality. However, based on the availability of
the original (unprocessed) signal, two test situations
are possible: reference based and not reference based.
This classification is common for both the subjective
and objective evaluation of speech quality. The absolute
category rating (ACR) procedure, popular in subjective
tests, does not require the original signal, while in the
degradation category rating (DCR) approach the original
signal is needed. In objective speech quality assessment,
the historically accepted terms are intrusive (with origi-
nal) and non-intrusive (without original). These two test
scenarios will be discussed throughout the chapter.

5.1 Degradation Factors Affecting Speech Quality

The main underlying causes of degradation of speech
quality in modern speech communication systems are
delay (latency), packet loss, packet delay variation (jit-
ter), echo, and distortion introduced by the codec. These
factors affect psychological parameters such as intelligi-
bility, naturalness, and loudness, which in turn determine
the overall speech quality.

In this section, we briefly list the most common
impairment factors. We divide them into three classes:

1. factors that lead to listening difficulty
2. factors that lead to talking difficulty
3. factors that lead to conversational difficulty

The reader can find more-detailed information in
International Telecommunication Union, Telecommuni-
cation Standardization Sector (ITU-T) Rec. G.113 [5.1].
The effect of transmission impairments on users is dis-
cussed in ITU-T Rec. P.11 [5.2].

Degradation factors that cause an increase in listen-
ing difficulty include packet loss, distortion due to speech
codecs, speech clipping, and listener echo. Packet loss
corresponds to the percentage of speech frames that do
not reach their final destination. If no protective mea-
sures are taken, a packet loss rate of 5% results in
significant degradation of the speech quality. Bursts of
packet loss also affect speech quality. In systems with-
out error concealment, speech clipping occurs at any
time when the transmitted signal is lost. Speech clipping
may temporarily occur when the connection suffers from
packet loss or when voice activity detectors are used. Lis-

tener echo refers to a transmission condition in which
the main speech signal arrives at the listener’s end of the
connection accompanied by one or more delayed ver-
sions (echoes) of the signal. The intelligibility decreases
as the loudness loss increases. On the other hand, if the
loudness loss decreases too much, customer satisfaction
decreases because the received speech is too loud.

Degradation factors that cause difficulty while talk-
ing are talker echo and an incorrectly set sidetone. Talker
echo occurs when some portion of the talker’s speech
signal is returned with a delay sufficient (typically more
than 30 ms) to make the signal distinguishable from the
normal sidetone. The sidetone of a telephone set is the
transmission of sound from the telephone microphone
to the telephone receiver in the same telephone set. Too
little sidetone loss causes the returned speech levels to
be too loud and thus reduces customer satisfaction. Ex-
cessive sidetone loss can make a telephone set sound
dead as one is talking. In addition, the sidetone path
provides another route by which room noise can reach
the ear.

Conversation difficulties are caused by a third class
of degradation factors. Delay is defined as the time it
takes for the packet to arrive at its destination. Long de-
lays impair a conversation. Intelligible crosstalk occurs
when the speech signal from one telephone connection
is coupled to another telephone connection such that the
coupled signal is audible and intelligible to one or both
of the participants on the second telephone connection.
The background noise in the environment of the tele-
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phone set may have a substantial effect on the ease of
carrying on a conversation.

The study of degradation factors is important in the
design of a speech quality assessment test. The set of
degradation factors present in a communication sys-
tem determines the type of test to be performed. If the

degradation factors cause only an increase in listening
difficulty, it is sufficient to perform relatively inexpen-
sive and simple tests that measure listening quality. If the
degradation factors cause difficulty while talking, or dif-
ficulty while conversing, it is recommended to perform
the more-complex conversational quality tests.

5.2 Subjective Tests
Speech quality is a complex psychoacoustic outcome of
the human perception process. As such, it is necessarily
subjective, and can be assessed through listening test
involving human test subjects that listen to a speech
sample and assign a rating to it. In this section, we cover
the most commonly used subjective quality tests.

5.2.1 Single Metric
(Integral Speech Quality)

Users of new speech processing applications are often
unaware of the underlying technology. Their main crite-
rion for assessing these applications is based on overall
speech quality. Therefore, we start our discussion with
single-metric subjective tests. In these tests, speech is
played to a group of listeners, who are asked to rate
the quality of this speech signal based on their overall
perception.

Listening Quality
In an ACR test, a pool of listeners rate a series of au-
dio files using a five-level impairment scale, as shown
in Table 5.1. After each sample is heard, the listeners

Table 5.1 Grades in the MOS scale. Listeners express their
opinion on the quality of the perceived speech signal (no
reference presented)

Excellent 5

Good 4

Fair 3

Poor 2

Bad 1

Table 5.2 Grades in the detectability opinion scale. Listen-
ers give their opinion on the detectability of some property
of a sound

Objectionable 3

Detectable but not objectionable 2

Not detectable 1

express an opinion, based only on the most recently
heard sample. The average of all scores thus obtained
for speech produced by a particular system represents
its mean opinion score (MOS). The ACR listening qual-
ity method is standardized in [5.3], and is the most
commonly used subjective test procedure in telecom-
munications. The main reason for the popularity of this
test is its simplicity.

A good method for obtaining information on the
detectability of a distortion (e.g., echo) as a function of
some objective quantity (e.g., listening level) is to use
the detectability opinion scale (Table 5.2). The decisions
on a detectability scale are not equivalent to responses on
a continuous scale. It is therefore recommended to use
as a method of analysis the probability of response [5.3].

A disadvantage of ACR methods is that for some ap-
plications the resolution of their quality scale is not suffi-
cient. In such cases the DCR method is appropriate. DCR
methods provide a quality scale of higher resolution, due
to comparison of the distorted signal with one or more
reference/anchor signals. In a DCR test, the listeners are
presented with the unprocessed signal as a reference be-
fore they listen to the processed signal. The task for the
listener is to rate the perceived degradation by compar-
ing the second stimulus to the first on the scale presented
in Table 5.3. The quantity evaluated from the scores
is referred to as the degradation mean opinion score
(DMOS). DCR methods are also standardized in [5.3].

ABX is another popular method for speech quality
assessment [5.4]. It consists of presenting the listener

Table 5.3 Grades in the DMOS scale. Listeners are asked
to describe degradation in the second signal in relation to
the first signal

Inaudible 5

Audible but not annoying 4

Slightly annoying 3

Annoying 2

Very annoying 1
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with three samples: A, B, and X. The listener is asked
to select which of the samples A and B is identical to X.
This method provides a simple assessment of listener re-
liability, through the calculation of the number of correct
answers.

A standardized extension of the ABX method is
described in [5.5]. The subject assesses one of three
stimuli: A, B, and X. The known reference is always
available as stimulus X. The hidden reference and the
object are randomly assigned to A and B. The test sub-
ject is asked to assess the impairments in A compared
to X, and B compared to X, according to a contin-
uous impairment scale. [5.5] defines methods for the
subjective assessment of small impairments in audio sig-
nals (aimed at high-quality audio signals). This method
is aimed at so-called expert listeners (who have been
trained). The higher the quality reached by the systems
to be tested, the more important it is to have expert
listeners.

A test procedure more suitable for the subjective as-
sessment of intermediate-quality audio signals is the
multistimulus test with hidden reference and anchor
(MUSHRA), standardized in [5.6]. In this test, both
a known reference signal and hidden anchors are used.
During the test, the users can switch at will between
the known reference signal (which is not scored and is
known to be the original) and any of the signals under
test. They are required to score the stimuli on a con-
tinuous quality scale according to a continuous quality
scale from 0 to 100, using sliders on an electronic dis-
play. Thus, the subjects score the stimuli according to
a continuous quality scale. This scale is also extensively
used for the evaluation of video quality [5.7]. Contin-
uous quality scales provide a continuous rating system
to avoid quantization errors, but they are divided into
five equal lengths that correspond to the conventional
ITU-R fine-point quality scale. Results obtained from
continuous quality methods should not be treated as ab-
solute scores but as difference scores between the known
reference and the test condition.

In the DCR methods, listeners always rate the
amount by which the processed (second) sample is
degraded relative to the unprocessed (first) sample. Com-
parison category rating (CCR) procedures can be seen
as a refinement of DCR tests. A CCR procedure is a com-
parison test in which the listeners identify the quality of
the second stimulus relative to the first using a two-sided
rating scale. This scale is referred to as comparison mean
opinion score (CMOS) and is presented in Table 5.4. The
key idea in the CCR test method is to eliminate the order-
ing restriction of the DCR test at the expense of doubling

Table 5.4 Grades in the CMOS scale. Listeners grade the
perceived quality of a speech signal in relation to a reference
speech signal

Much better 3

Better 2

Slightly better 1

About the same 0

Slightly worse -1

Worse -2

Much worse -3

the total number of trials. For half of the trials (chosen at
random), the unprocessed speech is presented first, fol-
lowed by the processed speech. For the other half, the
order is reversed. An advantage of the CCR method over
the DCR method is the possibility to assess speech pro-
cessing that either degrades or improves the quality of
the speech.

For completeness, we mention a method for the
general assessment of sound quality that is described
in [5.8]. For this method, expert listeners are always
preferred over non-expert listeners. Based on the nature
and the purpose of the test, each of the scales presented
in Tables 5.1, 5.3, and 5.4 can be used.

Conversational Quality
So far we have discussed test procedures concerned with
the listening quality. In these tests, the listener rates the
signal that is received from the far end. Effects such as
echoes at the talker side and transmission delays are ig-
nored. Conversational quality refers to how listeners rate
their ability to converse during the call (which includes
listening quality impairments).

In conversational tests, a pool of subjects are placed
in interactive communication scenarios, and asked to
complete a task [5.3]. At the end of the conversation, the
listeners give an opinion on the connection on five-point
category-judgment scale (Table 5.1). The test subjects
also give their binary response on a difficulty scale.
The test subjects answer the question: Did you or your
partner have any difficulty in talking or hearing over
the connection with {Yes= 1, No= 0}. Conversational
quality tests are standardized in [5.3], and a thorough
study can be found in [5.9].

Conversational tests are exclusively not reference
based, yet they are significantly more complex to de-
sign and control than conventional listening tests. It is
therefore beneficial to perform listening tests where pos-
sible. Research on the relations between listening and
conversational quality can be found in [5.10].
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Fig. 5.1 The ITU-T P.835’s scheme
for evaluating the subjective quality
of noise-suppression algorithms. Each
test sample is comprised of three
subsamples, where each subsample is
followed by a silent voting period

5.2.2 Multidimensional Metric
(Diagnostic Speech-Quality)

In many cases, the designers of a speech-processing al-
gorithm want to obtain information about speech quality
together with diagnostic information. This task requires
a multidimensional metric subjective test, which pro-
vides more insight into system faults and shortcomings
than tests providing only an overall speech quality mea-
sure.

A procedure that assesses the speech quality
on a multidimensional metric is the diagnostic ac-
ceptability measure (DAM) [5.11], which provides
more-systematic feedback and evaluates speech qual-
ity on 16 scales. These scales belong to one of three
categories: signal quality, background quality, and over-
all quality. A weighted average of all these scales forms
a composite measure that describes the condition under
test. The DAM procedure is designed for trained (experi-
enced) listeners and, in contrast to most other measures,
the speech material is known to the listeners.

While the DAM procedure is general purpose, it
is also possible to design specialized multidimensional
metrics. One example is the procedure standardized
in [5.12], which describes a methodology for evalu-
ating the subjective quality of speech in noise and
noise-suppression algorithms. The methodology uses

Table 5.5 Grades in the listening effort scale. Listeners
assess the effort required to understand the meaning of
sentence

Complete relaxation possible; no effort required 5

Attenuation necessary; no appreciable effort required 4

Moderate effort required 3

Considerable effort required 2

No meaning understood with any feasible effort 1

separate rating scales to estimate independently the sub-
jective quality of the speech signal alone, the background
noise alone, and overall quality. Each speech sample is
comprised of three subsamples, where each subsample
is followed by a silent voting period Fig. 5.1. Recent
experiments with this procedure are presented in [5.13].

5.2.3 Assessment of Specific
Quality Dimensions

The diagnostic rhyme test (DRT) [5.14] evaluates speech
intelligibility. It uses a set of isolated words to test for
consonant intelligibility in the initial position. The DRT
uses 96 pairs of confusable words (which differ by a sin-
gle acoustic feature in the initial consonant) spoken in
isolation. First, the subject is presented visually with
a pair of rhymed words. Then, one word of the pair (se-
lected at random) is presented aurally and the subject is
required to indicate which of the two words was played.

The modified rhyme test (MRT) [5.15, 16] is an ex-
tension to the DRT. It evaluates the intelligibility of both
initial and final consonants. A set of six words is played
one at a time and the listener marks which word they
think they hear.

Intelligibility tests are rarely used to assess the qual-
ity of speech coding systems, since while most systems
affect naturalness, they do not degrade speech intelligi-
bility significantly. In other applications, such as speech
synthesis, intelligibility tests are the major testing tool.
In addition to DRT and MRT, other popular tests are the
Bellcore test [5.17], and the minimal pairs intelligibility
(MPI) test [5.18].

A frequently used opinion scale that focuses on
the listener’s ability to understand the meaning of the
sentence is the listening effort scale [5.3] (Table 5.5).
Methods using the listening effort scale generally yield
results that are better correlated with conversational
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opinion scores than methods using the listening quality
scale [5.19].

5.2.4 Test Implementation

The designer of a subjective test should take care of:

1. the selection of the test material
2. the selection of the test subjects
3. the choice of the test procedure
4. the analysis of the test results

Careful experimental design and planning is needed
to ensure that uncontrolled factors, which can cause
ambiguity in the test results, are minimized.

Speech material should consist of simple,
short, meaningful, and preferably phonetically bal-
anced [5.20], sentences. In the ACR test, the sentences
should be made into sets of two without an obvious
connection of meaning between the sentences in a set
(Fig. 5.2). If the impairments are simulated, the test de-
signer has the responsibility to make the model as close
to reality as possible. As an example, for high noise lev-
els people change their talking behavior (the Lombard
effect [5.21]), which is often not considered when noise
recording is digitally added to the clean-speech database.
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Fig. 5.2 A typical MOS test uses stimuli that contain two
short sentences, separated by a 0.5 s seconds silence gap.
The resulting two-utterance stimulus has a duration of about
8–10 s
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Fig. 5.3 Classification of subjective quality assessment methods and
related ITU standards and recommendations

The most important requirements for the selection
of the test subjects are:

1. they must be native speakers of the language in
which the tests are being conducted,

2. they do not have known hearing defects, and
3. they have not recently been involved in quality

assessment tests of the same or similar speech pro-
cessing system.

Note that some test procedures require experienced
listeners, e.g., [5.5], while others require naïve listen-
ers, e.g., [5.12]. In general, a listening test should use
experienced listeners when impairments are small, or
when fast test convergency is needed (i. e., small num-
ber of listeners). However, listening tests using naïve
listeners represent the actual conditions under which the
communication system will be used better.

A classification of the most popular subjective tests
standardized by the ITU is shown in Fig. 5.3. As dis-
cussed earlier, the choice of a particular test procedure
is dependent on the type of impairments and the required
format (e.g., overall quality, diagnostic information,
etc.). Different test procedure may require different lis-
tening conditions (headphones or loudspeakers, scoring
on a computer or voting on paper, etc.), but these con-
ditions cannot be changed within the test. For most of
the test procedures it is recommended that test subjects
are given a break after 20–30 min of listening. It is vital
that subjects are not overloaded to the point of decreased
accuracy of judgment.

Test designers usually include reference conditions
(well-defined test conditions) in the quality assessment
procedure. There are two major reasons to introduce
reference conditions in listening tests. The first is to
provide a convenient means for comparing subjective
test results from different laboratories. The second is
that reference conditions provide a spread in quality
level, which increases the consistency of human ratings
across tests.

Reference conditions, used in telecommunications,
typically include a best possible condition (the origi-
nal signal or a high-quality speech codec), as well as
conditions where controlled degradation is introduced.
One of the most commonly used types of reference sig-
nals is the modulated noise reference unit (MNRU),
which is standardized in [5.22]. MNRU produces ran-
dom noise with an amplitude that is proportional to
the instantaneous speech amplitude (i. e., multiplicative
noise):

yk = sk
(
1+10−Q/20vk

)
, (5.1)
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where yk is the output noise-modulated speech, sk is the
original speech signal, vk is the random noise, k is the
sample index, and Q is the ratio of the speech power to
the modulated noise power.

The average of the opinion scores should be cal-
culated for each test condition. A variety of statistical
procedures is available to compare the results obtained
from listening tests.

The t-test is a commonly used method to identify
a significant difference in means between two con-
ditions. The first step is to calculate the minimum
significant difference (MSD) threshold (at the 95% sig-
nificance level):

MSD= t95%,2(M−1)

√
σ2

A+σ2
B

M
, (5.2)

where M is the number of observations, σ2
A is the vari-

ance of the scores for condition A, σ2
B is the variance of

the scores for condition B, and t95%,2(M−1) is a tabulated
critical value from Student’s T distribution at the 95%
significance level with 2(M−1) degrees of freedom.

The second step is to compare the absolute differ-
ence between the mean values for the two conditions
|μA−μB| with the previously calculated MSD thresh-
old. If |μA−μB|> MSD one can conclude that the
quality of condition A is significantly different from
the quality of condition B at the 95% significance
level.

If there is a need to compare more than two con-
ditions, or compare conditions created by more than
one independent variable, one has to consider the us-
age of the analysis of variance (ANOVA) or honestly
significant difference (HSD) tests [5.23].

5.2.5 Discussion of Subjective Tests

Since the auditory event that causes the perception
of quality degradation is not available for direct mea-
surement, the test subjects describe their perception on
quality scales, which may be of different types. In a cat-
egory scale, the subject assigns a certain class (usually
labeled with numbers or symbols) to their perception
of signal quality. In an ordinal scale the subject ar-
ranges test samples into an order (e.g., the loudest sample
first). In interval and ratio scales the differences between
classes, or correspondingly the ratio between classes, is
quantified.

In ACR procedures, the test subjects rate each pre-
sented test item on a discrete ordinal scale, for example
labeled as described in Table 5.1. Each of these cate-

gories is assigned a number, and the total average of all
rating results is often expressed as an MOS. In ACR
procedures, the mean values are calculated assuming
that each category occupies the same interval on a per-
ceptual continuum, and the statistical processing of the
data assumes that this five-point ITU scale is an interval
scale.

Some studies [5.24] indicate that the intervals rep-
resented by the quality scale labels are not equal.
There are also indications that the scale labels can-
not be translated adequately into different languages,
such that the scale is equal in different countries.
It is common to apply statistical tests (e.g., analysis
of variance) to recorded scores. In the cases where
MOS scores are not presumed to represent a linear
scale, statistics for ordinal scales may need to be ap-
plied [5.25].

In the quality assessment procedures discussed so
far, we have assumed that the speech quality does not
vary significantly during the speech sample being evalu-
ated. In reality, quality of service may vary even during
a single conversation and attention must be paid when
investigating time-varying impairments. Time-varying
speech quality has been the main focus of several stud-
ies, e.g., [5.26–32]. Some important observations from
this research are that

1. the long-term perceived speech quality scores are
lower than the time average of the corresponding
short-term perceived speech quality scores,

2. the perceived long-term quality decreases when the
variance of the short-term speech quality increases,

3. listeners detect decreases in speech quality more
quickly than increases in speech quality, and

4. long-term scores are more strongly influenced by
events near the scoring time than by earlier events.

A methodology for the assessment of time-varying
speech quality is standardized in [5.33]. The test subjects
are asked to assess the speech quality continuously by
moving a slider along a continuous scale so that its po-
sition reflects their opinion on quality at that instant (the
slider position should be recorded every 500 ms). For
each utterance a mean instantaneous judgment is ob-
tained by averaging individual instantaneous judgments
over the subjects. At the end of the utterance, subjects
are asked to rate its overall quality on a five-point ACR
scale. For each utterance a mean overall judgment is ob-
tained by averaging individual overall judgments over
the subjects on the ACR scale. A substantial differ-
ence between the continuous score and the overall score
indicates a time-varying quality level.
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5.3 Objective Measures
In this Section we discuss objective quality measures:
computer algorithms designed to estimate quality degra-
dation. Subjective tests are believed to give the true
speech quality. However, the involvement of human
listeners makes them expensive and time consuming.
Subjective tests are not suitable to monitor the quality of
service (QoS) of a network on a daily basis, but objective
measures can be used for this purpose at a very low cost.
The main aspects that affect the applicability of objective
and subjective measures are summarized in Table 5.6.

Similarly to the subjective tests, some objective qual-
ity measures are designed to assess listening quality,
while others assess conversational quality. Alternatively,
the classification of objective quality measures can be
based on the type of input information they require:
intrusive quality measures require access to both the
original and distorted speech signal, while non-intrusive
measures base their estimate only on the distorted signal,
as illustrated in Fig. 5.4.

Early work on objective quality assessment focused
exclusively on intrusive methods, and non-intrusive
methods have received attention only in the last decade.
If only the distorted signal is available, sophisticated
modeling of the speech and/or distortions is typically
needed. In contrast, intrusive measures range from very
simple to sophisticated models that consider human
perception.

5.3.1 Intrusive Listening Quality Measures

Simple Time-
and Frequency-Domain Measures

The simplest class of intrusive objective quality mea-
sures consists of waveform-comparison algorithms,
such as those based on the signal-to-noise ratio (SNR)
and segmental SNR (SSNR). These two algorithms are
easy to implement, have low computational complex-
ity, and can provide indications of perceived speech
quality for a specific waveform-preserving speech sys-
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Fig. 5.4 Intrusive and non-intrusive types of quality assessment.
Non-intrusive algorithms do not have access to the reference signal

Table 5.6 Comparison of subjective and objective methods
for quality assessment. The symbol “+” is used to denote
that the method is advantageous over the other method,
denoted by “−”

Subjective Objective

measures measures

Cost − +
Reproducibility − +
Automation − +
Unforeseen impairments + −

tem [5.34]. Unfortunately, when used to evaluate coding
and transmission systems in a more-general context,
SNR and SSNR show little correlation to perceived
speech quality. These measures are also sensitive to
a time shift, and therefore require precise signal align-
ment, which is not always a trivial problem.

The overall SNR distortion measure between an
original s and a distorted y speech vector is calculated
as [5.34]:

dSNR(s, y)= 10 log10

(
sTs
eTe

)
, (5.3)

where e = s− y. The vector dimension is sufficient to
contain the entire utterance.

The SSNR is calculated by splitting the two vectors
into smaller blocks and calculating an SNR value for
each of these blocks. The final SSNR value is obtained
by averaging the per-block SNR values, e.g., [5.35]:

dSSNR(s, y)= 1

N

N∑
n=1

10 log10

(
sT

n sn

eT
n en

)
, (5.4)

where N is the total block number, n is the block index,
and the per-block error vector is defined as en = sn− yn .
A typical block length is 5 ms. In a perceptual modifi-
cation of this measure, studied in [5.36], weights that
depend on the time-varying spectral envelope of the
original speech are applied.

Frequency-domain measures are known to be signif-
icantly better correlated with human perception [5.34],
but still relatively simple to implement. One of their crit-
ical advantages is that they are less sensitive to signal
misalignment. Some of the most popular frequency-
domain techniques are the Itakura–Saito (IS), the
cepstral distance (CD), the log-likelihood (LL), and the
log-area-ratio (LAR) measures [5.37].

The gain-normalized spectral distortion (SD) is
widely accepted as a quality measure of coded speech
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spectra [5.38]. In its most commonly used form, the SD
evaluates the similarity of two autoregressive envelopes
on a per-frame basis:

d(n)
SD(s, y)=

π∫
−π

[
10 log10

(
Ps(ω, n)

Py(ω, n)

)]2 dω

2π
, (5.5)

where Ps(ω, n) and Py(ω, n) are the autoregressive spec-
tra of the clean and processed signal. The per-frame
distances are generally combined into a global (per-
signal) distortion in the form of a root-mean SD:

dSD(s, y)= 1

N

√√√√ N∑
n=1

d(n)
SD(s, y) , (5.6)

where N is the total number of frames. A further en-
hancement of SD is proposed in [5.39], where the
authors apply weighting with a perceived loudness func-
tion, which takes in consideration frequency-dependent
perception sensitivities. It is noted that perceived distor-
tion of the spectral fine structure is not considered in the
SD measures described above.

The distinguishing characteristic of both waveform
comparison and frequency-domain techniques is that
the basic measure operates on a per-frame basis and
that they use simple schemes to combine the estimated
per-frame distortions [5.40]. The most commonly em-
ployed method for the construction of a global objective
distortion measure over a number of N frames can
be computed by arithmetically averaging the per-frame
computed distance measures. In a more-sophisticated
form of this basic measure, unequal contributions to
perception from each speech frame can be taken into ac-
count. An unequal distribution can be related to frame
energy and/or voicing.

The measures discussed in this subsection only
have meaning when applied to frames where speech is
present. A known problem is that authors do not specify,
or use different rules, to select the subset of N speech
active frames from the entire frames set. To obtain re-
peatable results, it is advisable to use speech activity
detection based on a speech level meter [5.41].

The intrusive quality measures methods discussed
thus far are based on simple and tractable mathematical
models. The next topic in our discussion covers a more-
sophisticated family of quality measures that is based on
knowledge of the human auditory system.

Psychoacoustically Motivated Measures
Many intrusive quality measures are based on mimicry
of the human auditory system. This approach has led
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Fig. 5.5 Human perception of speech quality, involving both hear-
ing and judgment

to highly accurate objective performance measures that
are useful in many contexts where the original signal is
present.

The process of human assessment of speech qual-
ity can be described as consisting of two stages, as
illustrated in Fig. 5.5. In the first auditory processing
(hearing) stage, the received speech acoustic signal is
transformed into an auditory nerve excitation. Essen-
tial elements of auditory processing include bark-scale
frequency warping and spectral power to subjective
loudness conversion. The second stage of the quality
assessment process entails cognitive processing in the
brain, where compact features (that contain information
about the anomalies in the speech signal) are extracted
from auditory excitations. These features are combined
to form a final impression of the perceived speech sig-
nal quality. The cognitive models of speech distortions
are less well developed than the auditory model.

Figure 5.6 shows an outline of an ideal mimicry-
based speech quality assessment algorithm that incorpo-
rates both stages of subjective quality assessment. Both
original and distorted signals are first subjected to a per-
ceptual transform that mimics the auditory periphery.
Then a process mimicking high-level cognitive process
extracts patterns related to the language specifics, con-
text, etc. Finally, the distance between the expected
(original) and actual patterns is mapped to a selected
speech quality scale. Unfortunately, this scheme is cur-
rently not realizable, since the cognitive processing
performed by the human brain is largely unknown.

The human auditory periphery is well understood
and perceptual transforms are thought to be reasonably
accurate. The transforms result in a signal representation
that is scaled such that upon thresholding (representing
a minimum precision) only perceptually relevant infor-
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Fig. 5.6 A speech quality assessment algorithm that mimics the
process of human quality assessment
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mation is retained. The transforms reflect the fact that the
resolution of the ear is not uniform on the Hertz scale
and that the relation between perceived loudness and
signal intensity is nonlinear. The sensitivity of the ear
is a function of frequency and the corresponding abso-
lute hearing thresholds have been characterized. Finally,
many studies have demonstrated time- and frequency-
domain masking effects [5.42–45]. A study presented
in [5.46] argues that nonuniform frequency resolution
and nonlinear loudness perception are the most impor-
tant properties of auditory models.

Historically, researchers have followed two different
paths to incorporate knowledge of the auditory periph-
ery into quality assessment schemes. The first is based
on the masking threshold concept, where the reference
signal is used to calculate an estimate of the actual
masking threshold operating on a short-term frequency
spectrum. The difference between the reference and
processed signals is evaluated relative to this masking
threshold [5.36,47]. The second approach aims to com-
pare internal representations directly. Based on a model
of the auditory periphery, an internal representation of
both signals is calculated. This internal representation
contains the information that is available to the brain
for comparison of signals [5.48]. Note that the second
scheme is closer to the desired scheme shown in Fig. 5.6.

It can be shown that an appropriate weighting of
the difference for the masking approach is precisely the
inverse of the masking threshold. The frequency spectra
weighted by the inverse masking function can then be
interpreted as a simple internal representation of the
human ear, reconciling the two historic approaches.

Internal representations can have different levels of
sophistication. The bark spectral distortion (BSD) [5.49]
can be seen as one of the first and simplest internal
measures. The BSD is the averaged Euclidean distance
between the original and distorted speech signals in the
Bark domain. A similar measure is the information in-
dex (II) [5.50], according to which the auditory system is
modeled by dividing the spectrum into 16 critical bands
and applying empirical frequency weights and a hear-
ing threshold for each band. The coherence function
(CF) [5.51] is a measure of the signal-to-distortion ra-
tio. The objective of the coherence function is to turn off
uncorrelated signals and pass correlated signals.

A more-sophisticated internal presentation is used
in [5.52], which describes a perceived speech quality
assessment algorithm called perceptual speech quality
measure (PSQM). Its scope is limited to higher-bitrate
speech codecs operating over error-free channels. The
transformation from the physical to the psychophysical

(internal) domain is performed in three steps – fre-
quency warping, time–frequency smearing, and level
compression [5.52].

In ITU-R. BS.1387-1, perceptual quality assess-
ment for digital audio (PEAQ) [5.53, 54], concurrent
frames of the original and processed signals are each
transformed to a basilar membrane representation (the
internal representation), and differences are further ana-
lyzed as a function of frequency and time by a cognitive
model.

ITU-T Rec. P.862, perceptual evaluation of speech
quality (PESQ) [5.55], measures the effects of one-way
speech distortion. The effects of loudness loss, delay,
sidetone, echo, and other impairments related to two-
way interaction are not reflected in PESQ scores. Factors
for which PESQ has demonstrated acceptable accuracy
are: speech input levels to a codec, transmission channel
errors, packet loss and packet loss concealment with
CELP codecs, bitrates if a codec has more than one
bitrate mode, transcodings, environmental noise at the
sending side, the effects of varying delay in listening
only tests, short-term time warping of audio signal, and
long-term time warping of audio signal.

ITU-T Rec. P.862 was designed to evaluate narrow-
band (3.4 kHz) speech quality, and cannot deal with
wideband (7 kHz) speech quality. A recent research fo-
cus has been the development of a wideband extension
for PESQ, ITU-T Rec. P.862.2 [5.56].

The above discussion centered on processing that
mimics the human auditory periphery. The outcome is
a representation that corresponds to that in the auditory
nerve. This representation must then be mapped into
a quality measure. It is important to note that the lack of
knowledge about high-level cognitive brain processing
cannot be compensated for by more-sophisticated mod-
els of the auditory periphery. Less-audible parts of the
signal may be more objectionable if they are of higher
importance for the pattern extraction and comparison
process performed by the human brain.

Some important cognitive effects that affect the pro-
cess of quality judgment are:

1. linear distortion is generally less objectionable than
nonlinear distortion,

2. speech-correlated distortion is more objectionable
than uncorrelated distortion,

3. if the local information complexity is high, then
distortion is less objectionable, and

4. distortion in some spectral–temporal components,
such as formants, is more objectionable, since they
carry more information.
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Even though not completely understood, these ef-
fects have been used successfully by researchers to
improve perceived quality in speech coding [5.57, 58],
and enhancement [5.59] applications. These studies are
motivated by the evidence that noise is aurally masked
by rapid changes in the speech signal [5.43].

Perhaps the simplest way to develop a relationship
between two internal representations corresponding to
auditory nerve signals and a target subjective opinion
scale is to carry out a weighted summation of their
difference along the frequency and time axes. As an
example, PESQ performs integration in three steps, first
over frequency, then over short time intervals, and finally
over the entire speech signal. The authors of [5.60–62]
present an error integration scheme that is more consis-
tent with high-level brain processing. Holier et al. [5.60]
uses an entropy measure of the difference internal rep-
resentation. The measuring normalizing blocks (MNB)
algorithm [5.61, 62] utilizes a relatively simple percep-
tual transform, but a sophisticated error pooling system.
MNB uses a hierarchical structure of integration over
a range of time and frequency intervals.

A conceptually simple objective speech quality mea-
sure can also be obtained by integrating elements of
high-level brain processing. An interesting measure
based on distortion in the spectral peaks of speech was
proposed in [5.63]. The approach proposed in [5.64] is to
measure the phonetic distance between the original and
distorted signals (calculated as the weighted difference
between spectral slopes over several frequency bands).

A more-general approach to simulate this process
is through statistical mapping and data mining [e.g.,
Gaussian mixture models (GMMs) or neural networks
(NNs)], or clustering [5.65]. Another example can be
found in [5.66], where the authors recognize the im-
portance of the high-level cognitive process and apply
a statistical data-mining approach. In the approach
of [5.66], a large pool of candidate features is created
and the ones that lead to the most accurate prediction of
perceived quality are selected.

5.3.2 Non-Intrusive
Listening Quality Measures

Intrusive objective speech quality measures can provide
a performance measure for a communication system
without the need for human listeners. However, in-
trusive measures require the presence of the original
signal, which is not available in some important applica-
tions, including QoS monitoring of telecommunication

networks. For such applications non-intrusive quality
assessment must be used.

A wide variety of approaches has been used to
obtain non-intrusive quality assessment. These include
methods that assess the possibility of the signal being
produced by human physiology, methods that compare
to the nearest signal from a speech database, and meth-
ods that learn the human mapping between signal and
quality directly.

Reference [5.67] reports a non-intrusive speech qual-
ity assessment that attempts to predict the likelihood that
the signal has been generated by the human vocal pro-
duction system. To achieve this, the speech signal under
assessment is first reduced to a set of features. This pa-
rameterized data is then used to estimate the perceived
quality by means of physiologically based rules.

The measure proposed in [5.68] is based on com-
paring the output speech to an artificial reference signal
that is appropriately selected from an optimally clustered
codebook. The perceptual linear prediction (PLP) [5.69]
coefficients are used as a parametric representation of the
speech signal. A fifth-order all-pole model is performed
to suppress speaker-dependent details of the auditory
spectrum. The average distance between the unknown
test vector and the nearest reference centroids provides
an indication of speech degradation.

The authors of [5.70,71] propose a method that em-
ploys intrusive algorithms. However, they avoid the need
for the original signal. The method is based on measur-
ing packet degradations at the receive end. The measured
degradation is applied to a typical speech signal to pro-
duce a signal that is similarly degraded. An intrusive
algorithm can then be used to map the speech signal and
degradation signal to speech quality.

A novel, perceptually motivated, speech quality
assessment algorithm based on the temporal enve-
lope representation of speech is presented in [5.72]
and [5.73].

A non-intrusive speech quality assessment system,
based on a speech spectrogram, is presented in [5.74].
An interesting concept in this approach is that accu-
rate estimation of speech quality is achieved without
a perceptual transform of the signal.

The ITU standard for non-intrusive quality assess-
ment is ITU-T P.563 [5.75]. It consists of a combination
of a number of approaches. A total of 51 speech fea-
tures are extracted from the signal. Key features are
used to determine a dominant distortion class, in each of
which a linear combination of features is used to predict
a so-called intermediate speech quality. The final speech
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quality is estimated from the intermediate quality and 11
additional features.

Another approach is to use perceptually motivated
spectral envelope representations in combination with
a mapping from this representation to the quality mea-
sure through a GMM [5.76,77]. The authors of [5.68,78]
used a similar approach but with mappings based on
hidden Markov models (HMMs) and neural networks.

A recent development [5.79] simplifies this method
and combines the GMM mapping with a small set of
features selected for optimal performance from a large
set of features. As a result, the algorithm has very
low complexity, requiring only a small fraction of the
computational capability of a mobile phone.

5.3.3 Objective Measures for Assessment
of Conversational Quality

The emphasis in this chapter, and also in the literature
on quality assessment, is on listening quality. However,
some applications may require the assessment of con-
versational quality, i. e., to include impairments such as
delay and talker echo.

The E-model is a tool for predicting how an av-
erage user would rate the voice quality of a phone
call with known characterizing transmission parameters
(currently 21 input parameters). The E-model is stan-
dardized in ITU-T Rec. G.107 [5.80]. The objective of
the E-model is to determine a transmission quality rat-
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Fig. 5.7 Non-intrusive monitoring of listening and conversational
quality over the network

ing, i. e., the R factor, with a typical range between 0
and 120. The R factor can be converted to estimated
listening and conversational quality MOS scores. The
E-model does not compare the original and received
signals directly. Instead, it uses the sum of equipment
impairment factors, each one quantifying the distortion
due to a particular factor. Impairment factors include
the type of speech codec, echo, averaged packet de-
lay, packet delay variation, and the fraction of packets
dropped. A fundamental assumption is that the impair-
ments on the psychological scale are additive [5.81]. The
transmission quality rating is determined as

R = R0− Is− Id− Ie-eff+ A , (5.7)

where R0 represent the basic signal-to-noise ratio (nois-
iness), including noise sources such as circuit and room
noise, Is is a combination of all impairments that oc-
cur simultaneously with the voice signal (loudness), Id
represents the impairments caused by the delay (echo
and delay), Ie-eff represents impairments caused by low-
bitrate codecs and packet losses (distortion), and A
allows for compensation of impairments factors.

The broader scope of conversational quality assess-
ment, as compared to listening quality assessment, is
illustrated in Fig. 5.7. For completeness, we note that
speech quality can also by discussed solely from the
viewpoint of the context of the talker [5.82], with echo
and sidetone distortion being the main impairments.
There are also studies on the possibility of decompos-
ing conversational quality into listening, talking, and
interaction quality, and building a prediction from these
components.

5.3.4 Discussion of Objective Measures

Objective measures of speech quality are now relatively
mature, as is reflected in the standards defined by the
ITU-T. These standards and a corresponding classifi-
cation of the methods are presented in Fig. 5.8. This
standardization indicates that the performance of these
measures is satisfactory for many practical applications.
In this subsection we discuss how the performance of ob-
jective quality measures can be evaluated, and provide
an indication of the performance of the state-of-the-art
algorithms.

The development of a computer algorithm that pre-
dicts the output of subjective quality test well is not
straightforward. Complications come from the fact that
speech perception is influenced by grammar rules and
semantic context. Modeling of factors such as the speak-
er’s emotional state and expectations of speech quality

Part
A

5
.3



Speech Quality Assessment 5.4 Conclusions 95

is even more difficult. It is therefore critical that newly
developed objective quality algorithms are properly cali-
brated to the output of subjective quality tests. Objective
measures that generate results that closely approximate
subjective test results are more useful than objective
measures that show larger deviation. To facilitate the
reproducibility of the evaluation process, it has to be
trained over a large multilanguage database that contains
a wide range of distortions, e.g., [5.83].

In the literature, two methods are commonly used
to evaluate the performance of quality assessment algo-
rithms. The first is suitable for codec or transmission
equipment evaluation. The subjective MOS for the
speech files within a particular test condition are first
averaged together. The objective MOS are likewise
grouped and averaged. Then, the correlation coefficient
R and the root-mean-square error (RMSE) ε between
the per-condition averaged subjective and the objective
MOS over all the conditions in the database are calcu-
lated. Let the measured subjective quality be denoted by
Q, and the predicted objective quality by Q̂, then the
RMSE is given by

ε=
√∑L

i=1(Qi − Q̂i )2

L
(5.8)

and the correlation coefficient is defined as

R =
∑L

i=1(Q̂i −μQ̂)(Qi −μQ)√∑L
i=1(Q̂i −μQ̂)2

√∑L
i=1(Qi −μQ)2

, (5.9)

where μQ and μQ̂ are the mean values of the intro-
duced variables and L is the number of conditions in the
database.

An alternative method to evaluate the accuracy of
objective quality algorithms is to calculate the corre-
lation and RMSE between the objective and subjective
MOS for each utterance. This concept is better suited for
the assessment of performance in voice quality monitor-
ing applications. The RMSE and correlation coefficient
are calculated in a similar fashion as described above,
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Fig. 5.8 Classification of objective quality assessment methods and
related ITU standards and recommendations

but the summation is over MOS-labeled utterances in
the database, and L is the number of these utterances.

One typically overlooked problem in the training and
evaluation of objective quality algorithms is that most of
the currently available data are for ACR-type listening
tests. Thus, intrusive algorithms (e.g., [5.52, 84]) were
designed to predict listening quality not based on DCR
testing and with a DMOS scale, as is natural, but in terms
of MOS values. To the best of our knowledge, there are
no studies to assess the impact of this mismatch. This
issue is not relevant to non-intrusive algorithms such as
ITU-T P.563, [5.75], which are designed to predict the
outcome of ACR subjective tests.

Both intrusive and nonintrusive algorithms provide
a performance that is useful for practical applications.
The intrusive PESQ algorithm (ITU-T Rec. P.862.2)
has been observed to have a correlation coefficient R
of 0.85–0.95 [5.85, 86]. The nonintrusive ITU-T P.563
standard has a correlation coefficient of 0.8–0.9 [5.79,
86]. Recent work describing new nonintrusive measures
reports even higher correlations [5.79].

The discussed measures of listening and conversa-
tional quality are designed to predict the speech quality
from the simultaneous effect of a large number of dis-
tortions. An objective quality assessment measure can
also be designed to operate in a particular environment
only (e.g., specific speech coding standards in the con-
text of a particular mobile network). These constraints
can be used to obtain higher system accuracy and reduce
complexity and memory requirements [5.87].

5.4 Conclusions

Perhaps the first question that comes to mind af-
ter reading an overview on speech quality assessment
is: why is it so difficult to assess speech quality

and why are so many scales and test procedures
used? The explanation is that the auditory event that
causes the perception of quality degradation is always
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Table 5.7 A survey of typical quality assessment problems and recommended test methodology

Assessment problem Quality assessment method

Subjective assessment of overall conversational quality Absolute category rating (ACR),

Conversation difficulty scale [5.3]

Multidimensional subjective speech quality assessment Diagnostic acceptability measure (DAM) [5.11]

Subjective assessment of speech intelligibility Diagnostic rhyme test (DRT) [5.14],

Modified rhyme test (MRT) [5.15],

Subjective assessment of general audio quality ITU-R BS.1284-1 [5.8]

Subjective assessment of high audio quality ITU-R BS.1116-1 [5.5]

Subjective assessment of intermediate audio quality MUSHRA [5.6]

Subjective assessment of overall listening quality Absolute category rating (ACR) [5.3]

of speech processing system

Subjective evaluation of speech processing algorithms Degradation category rating (DCR) [5.3]

of similar quality (typically for high-quality speech

processing algorithms)

Subjective evaluation of systems that may increase Comparison category rating (CCR) [5.3]

or decrease the quality of the input speech

Subjective evaluation of threshold values of certain quantities Quantal-response delectability [5.3]

Subjective evaluation of noise suppression algorithm ITU-T Rec. P.835 [5.12],

Comparison category rating (CCR) [5.3]

Objective assessment of listening speech quality ITU-T Rec. P.563 [5.75]

(reference signal not available)

Objective assessment of listening speech quality PESQ [5.55]

(reference signal available)

Objective assessment of audio quality PEAQ [5.54]

(reference signal available)

Objective assessment of conversational speech quality E-model [5.80]

(network parameters available)

unknown and can be only projected on a particu-
lar scale(s) through the response of the test subject.
Thus, we generally deal with one or more projections
of speech quality, suitable for the particular applica-
tion.

It is difficult to give general guidance on which
assessment method is adequate for a specific quality as-
sessment problem. Nevertheless, in Table 5.7 we make
an attempt to relate some of the typical quality assess-
ment situations with an adequate test methodology.

In line with the topic of this book, we did not cover
general audiovisual quality testing in this chapter. Read-
ers interested in this related topic are referred to ITU-T
P.920 Interactive test methods for audiovisual commu-
nications [5.88]. In this recommendation, a five-point
quality scale is suggested for assessing video, audio,
and overall quality. Trends in speech quality assess-
ment can be obtained from ITU-T study group 12 [5.89],
which is the lead study group at the ITU-T on network
performance and QoS.
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Wiener and A6. Wiener and Adaptive Filters

J. Benesty, Y. Huang, J. Chen

The Wiener filter, named after its inventor, has
been an extremely useful tool since its inven-
tion in the early 1930s. This optimal filter is not
only popular in different aspects of speech pro-
cessing but also in many other applications. This
chapter presents the most fundamental results
of the Wiener theory with an emphasis on the
Wiener–Hopf equations, which are not convenient
to solve in practice. An alternative approach to
solving these equations directly is the use of an
adaptive filter, which is why this work also de-
scribes the most classical adaptive algorithms that
are able to converge, in a reasonable amount of
time, to the optimal Wiener filter.
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6.1 Overview

In his landmark manuscript on extrapolation, interpo-
lation, and smoothing of stationary time series [6.1],
Norbert Wiener was one of the first researchers to treat
the filtering problem of estimating a process corrupted
by additive noise. The optimum estimate that he derived,
required the solution of an integral equation known as
the Wiener–Hopf equation [6.2]. Soon after he published
his work, Levinson formulated the same problem in dis-
crete time [6.3]. Levinson’s contribution has had a great
impact on the field. Indeed, thanks to him, Wiener’s
ideas have become more accessible to many engineers.
A very nice overview of linear filtering theory and the
history of the different discoveries in this area can be
found in [6.4].

In this chapter, we will show that the Wiener theory
plays a fundamental role in system identification. For ex-
ample, in many speech applications, impulse responses

between loudspeakers (or speech sources) and micro-
phones need to be identified. Thanks to many (adaptive)
algorithms directly derived from the Wiener–Hopf equa-
tions, this task is now rather easy.

This chapter is organized as follows. Section 6.2
presents the four basic signal models used in this
work. In Sect. 6.3, we derive the optimal Wiener filter
for a single-input single-output (SISO) system. Sec-
tion 6.4 explains what happens if the length of the
modeling filter is shorter than the length of the true
impulse response (this case always occurs in prac-
tice). It is extremely useful in many applications to
be able to say how the input signal correlation ma-
trix, which appears in the Wiener–Hopf equations, is
conditioned. So we dedicate Sect. 6.5 to a detailed dis-
cussion on the condition number of this matrix. In
Sect. 6.6, we present a collection of basic adaptive
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filters. We insist on the classical normalized least-mean-
square (NLMS) algorithm. Section 6.7 generalizes
the Wiener filter to the multiple-input multiple-output
(MIMO) system case. While this generalization is

straightforward, the optimal solution does not always
exist and identification problems may be possible only
in some situations. Finally, we give our conclusions
in Sect. 6.8.

6.2 Signal Models

In many speech applications, a system with a number of
inputs and outputs needs to be identified. In this section,
we explain the four basic signal models. This classi-
fication is now well accepted and is the basis of many
interesting studies in different areas of control and signal
processing.
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Fig. 6.1a–d Illustration of four distinct types of systems. (a) A single-input single-output (SISO) system. (b) A single-input
multiple-output (SIMO) system. (c) A multiple-input single-output (MISO) system. (d) A multiple-input multiple-output
(MIMO) system.

6.2.1 SISO Model

The first model we consider is the single-input single-
output (SISO) system, as shown in Fig. 6.1a. The output
signal is given by

x(k)= h ∗ s(k)+b(k) , (6.1)
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where h is the channel impulse response, the symbol
∗ denotes the linear convolution operator, s(k) is the
source signal at time k, and b(k) is the additive noise
at the output. Here we assume that the system is lin-
ear and shift-invariant. The channel impulse response is
delineated usually with a finite impulse response (FIR)
filter rather than an infinite impulse response (IIR) fil-
ter. In vector/matrix form, the SISO signal model (6.1)
is written as:

x(k)= hTs(k)+b(k) , (6.2)

where

h= [h0 h1 · · · hL−1]T ,
s(k)= [s(k) s(k−1) · · · s(k− L+1)]T ,

where [·]T denotes the transpose of a matrix or a vector,
and L is the channel length.

Using the z transform, the SISO signal model (6.2)
is described as follows:

X(z)= H(z)S(z)+ B(z) , (6.3)

where X(z), S(z), and B(z) are the z-transforms of x(k),
s(k), and b(k), respectively, and H(z)=∑L−1

l=0 hlz−l .
The SISO model is simple and is probably the most

widely used and studied model in communication, signal
processing, and control theories.

6.2.2 SIMO Model

The diagram of a single-input multiple-output (SIMO)
system is illustrated in Fig. 6.1b, in which there are N
outputs from the same source as input and the n-th output
is expressed as:

xn(k)= hT
n s(k)+bn(k) , n = 1, 2, · · · , N , (6.4)

where xn(k), hn , and bn(k) are defined in a similar way
to those in (6.2), and L is the length of the longest
channel impulse response in this SIMO system. A more-
comprehensive expression of the SIMO model is given
by

x(k)=Hs(k)+b(k) , (6.5)

where

x(k)= [x1(k) x2(k) · · · xN (k)]T ,

H=

⎛
⎜⎜⎜⎜⎝

h1,0 h1,1 · · · h1,L−1

h2,0 h2,1 · · · h2,L−1
...

...
. . .

...

hN,0 hN,1 · · · hN,L−1

⎞
⎟⎟⎟⎟⎠

N×L

,

b(k)= [b1(k) b2(k) · · · bN (k)]T .

The SIMO model (6.5) is described in the z-transform
domain as:

X(z)= H(z)S(z)+ B(z) , (6.6)

where

X(z)= [X1(z) X2(z) · · · X N (z)]T ,
H(z)= [H1(z) H2(z) · · · HN (z)]T ,

Hn(z)=
L−1∑
l=0

hn,l z
−l, n = 1, 2, · · · , N ,

B(z)= [B1(z) B2(z) · · · BN (z)]T .

6.2.3 MISO Model

In the third type of systems as drawn in Fig. 6.1c, we
suppose that there are M sources but only one output,
whose signal is then expressed as:

x(k)=
M∑

m=1

hT
msm(k)+b(k) ,

= hTs(k)+b(k) , (6.7)

where

h= [
hT

1 hT
2 · · · hT

M

]T
,

hm = [hm,0 hm,1 · · · hm,L−1]T ,

s(k)= [
sT

1 (k) sT
2 (k) · · · sT

M(k)
]T
,

sm(k)= [sm(k) sm(k−1) · · · sm(k− L+1)]T .
In the z-transform domain, the MISO model is given by

X(z)= HT(z)S(z)+ B(z) , (6.8)

where

H(z)= [H1(z) H2(z) · · · HM(z)]T ,

Hm(z)=
L−1∑
l=0

hm,l z
−l, m = 1, 2, · · · , M ,

S(z)= [S1(z) S2(z) · · · SM(z)]T .
Note that H(z) defined here is slightly different from
that in (6.6). We do not deliberately distinguish them
since their dimension can be easily deduced from the
context if slight attention is paid.
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6.2.4 MIMO Model

Figure 6.1d depicts a multiple-input multiple-output
(MIMO) system. A MIMO system with M inputs and
N outputs is referred to as an M × N system. At time k,
we have

x(k)=Hs(k)+b(k) , (6.9)

where

x(k)= [x1(k) x2(k) · · · xN (k)]T ,
H= (H1 H2 · · · HM) ,

Hm =

⎛
⎜⎜⎜⎜⎝

h1m,0 h1m,1 · · · h1m,L−1

h2m,0 h2m,1 · · · h2m,L−1
...

...
. . .

...

hNm,0 hNm,1 · · · hNm,L−1

⎞
⎟⎟⎟⎟⎠

N×L

,

m = 1, 2, · · · , M,

b(k)= [b1(k) b2(k) · · · bN (k)]T ,

where hnm (n = 1, 2, · · · , N , m = 1, 2, · · · , M) is the
impulse response of the channel from input m to output
n, and s(k) is defined similarly to that in (6.7). Again,
we have the model presented in the z-transform domain
as

X(z)=H(z)S(z)+ B(z) , (6.10)

where

H(z)=

⎛
⎜⎜⎜⎜⎝

H11(z) H12(z) · · · H1M(z)

H21(z) H22(z) · · · H2M(z)
...

...
. . .

...

HN1(z) HN2(z) · · · HNM(z)

⎞
⎟⎟⎟⎟⎠ ,

Hnm(z)=
L−1∑
l=0

hnm,l z
−l , n = 1, 2, · · · , N ,

m = 1, 2, · · · , M .

Clearly the MIMO system is the most general model
and the other three systems can be treated as special
examples of a MIMO system.

6.3 Derivation of the Wiener Filter

In this section, we are interested in the SISO system rep-
resented by (6.2). We assume that x(k) and the random
noise signal b(k) (independent of s(k)) are zero-mean
and stationary.

With the Wiener theory, it is possible to identify the
impulse response h, given s(k) and x(k). Define the error
signal,

e(k)= x(k)− x̂(k)

= x(k)− ĥT
f sf (k) , (6.11)

where

ĥf = [ĥ0 ĥ1 · · · ĥLf−1]T
is an estimate of h of length Lf ≤ L and

sf (k)= [s(k) s(k−1) · · · s(k− Lf+1)]T .
To find the optimal filter, we need to minimize a cost

function which is always built around the error signal
(6.11). The usual choice for this criterion is the mean-
square error (MSE) [6.5],

J(ĥf)= E{e2(k)} , (6.12)

where E{·} denotes mathematical expectation.

The optimal Wiener filter, ĥf,o, is the one that cancels
the gradient of J(ĥf), i. e.,

∂J(ĥf )

∂ĥf
= 0Lf×1 . (6.13)

We have:
∂J(ĥf )

∂ĥf
= 2E

{
e(k)

∂e(k)

∂ĥf

}
=−2E{e(k)sf (k)} . (6.14)

Therefore, at the optimum, we have:

E{eo(k)sf (k)} = 0Lf×1 , (6.15)

where

eo(k)= x(k)− ĥT
f,osf (k) (6.16)

is the error signal for which J(ĥf) is minimized (i. e., the
optimal filter). Expression (6.15) is called the principle
of orthogonality.

The optimal estimate of x(k) is:

x̂o(k)= ĥT
f,osf (k) . (6.17)

It is then easy to check, with the help of the principle of
orthogonality, that we also have:

E
{
eo(k)x̂o(k)

}= 0 . (6.18)
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The previous expression is called the corollary to the
principle of orthogonality.

If we substitute (6.16) into (6.15), we find the
Wiener–Hopf equations,

Rf ĥf,o = pf , (6.19)

where

Rf = E
{
sf (k)sT

f (k)
}

is the correlation matrix of the signal s(k) and

pf = E{sf (k)x(k)}
is the cross-correlation vector between sf (k) and x(k).

The correlation matrix is symmetric and positive
semidefinite. It is also Toeplitz, i. e., a matrix which
has constant values along diagonals,

Rf =

⎛
⎜⎜⎜⎜⎝

r(0) r(1) · · · r(Lf−1)

r(1) r(0) · · · r(Lf−2)
...

...
. . .

...

r(Lf−1) r(Lf−2) · · · r(0)

⎞
⎟⎟⎟⎟⎠ ,

with r(l)= E{s(k)s(k− l)}, l = 0, 1, · · · , Lf−1. In the
SISO system case, this matrix is usually positive definite
even for quasistationary signals like speech; however, it
can be very ill-conditioned.

Assuming that Rf is nonsingular, the optimal Wiener
filter is:

ĥf,o = R−1
f pf . (6.20)

The MSE can be rewritten as:

J(ĥf)= σ2
x −2pT

f ĥf+ ĥT
f Rf ĥf , (6.21)

where σ2
x = E{x2(k)} is the variance of the input signal

x(k). The criterion J(ĥf) is a quadratic function of the
filter coefficient vector ĥf and has a single minimum
point. This point combines the optimal Wiener filter,
as shown above, and a value called the minimum MSE
(MMSE), which is obtained by substituting (6.20) into
(6.21):

Jmin = J(ĥf,o)

= σ2
x − pT

f R−1
f pf

= σ2
x −σ2

x̂o
, (6.22)

where σ2
x̂o
= E{x̂2

o(k)} is the variance of the optimal filter
output signal x̂o(k). This MMSE can be rewritten as:

Jmin = σ2
b +hTRh− ĥT

f,oRf ĥf,o , (6.23)

where σ2
b = E{b2(k)} is the variance of the noise and

R= E{s(k)sT(k)}. The value Jmin is bounded,

σ2
b ≤ Jmin ≤ σ2

b +hTRh , ∀Lf . (6.24)

We can easily check that for Lf = L , Jmin = σ2
b , and

as Lf decreases compared to L , Jmin gets closer to its
maximum value σ2

b +hTRh.
We define the normalized MMSE as:

J̃min = Jmin

σ2
x
= 1− σ2

x̂o

σ2
x
. (6.25)

According to (6.24), the normalized MMSE always
satisfies,

σ2
b

σ2
x
≤ J̃min ≤ 1 . (6.26)

6.4 Impulse Response Tail Effect

In many scenarios, the impulse response that we try to
estimate is either very long or its length is not known
so that the length (Lf ) of any FIR modeling filter ĥf
will usually be shorter than the length (L) of the actual
impulse response. Let us split this impulse response into
two parts:

h=
(

hf

ht

)

where hf is a vector of size Lf and ht is the tail of the
impulse response that is not modeled by ĥf . Equation
(6.2), which represents the SISO system, is now:

x(k)= hT
f sf (k)+hT

t st(k− Lf )+b(k) , (6.27)

where

st(k− Lf )= [s(k− Lf ) s(k− Lf−1)

· · · s(k− L+1)]T .
Substituting (6.27) into the cross-correlation vector, we
obtain,

pf = E{sf (k)x(k)} = Rfhf+Rt(Lf )ht , (6.28)

with Rt(Lf )= E{sf (k)sT
t (k− Lf )}. Finally, inserting the

previous expression into the Wiener–Hopf equations
(6.20), we obtain:

ĥf,o = hf+R−1
f Rt(Lf )ht . (6.29)

It is clear from (6.29) that the underestimation of the
length of the impulse response in the Wiener method
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will introduce a bias [equal to R−1
f Rt(Lf )ht] in the co-

efficients of the optimal filter. This bias depends on two
things: the energy of the tail impulse response and the
correlation of the input signal s(k). If s(k) is white, there
is no bias since in this particular case the matrix Rt(Lf )
is zero. But for highly correlated signals like speech,
Rt(Lf ) may not be negligible and the second term on the
right-hand side of (6.29) may therefore be amplified if
the energy of the tail is significative. As a consequence,
it is important in practice to have a rough idea of the
physics of the system, in order to choose an appropriate

length for the modeling filter for good identification. As
we can see, increasing the length of the filter will im-
prove the accuracy of the solution. On the other hand,
the complexity for solving the linear system will increase
and the conditioning of Rf will be worsened. Therefore,
depending on the application, a reasonable balance has
to be found.

For simplification, in the rest of this chapter, we will
assume that Lf = L so that we can drop the subscript ‘f’
in all variables. In this scenario: Rf = R, sf (k)= s(k),
ĥf,o = ĥo, etc.

6.5 Condition Number

The correlation matrix that appears in the Wiener–Hopf
equations needs to be inverted to find the optimal filter.
If this matrix is ill-conditioned and the data is perturbed,
the accuracy of the solution will suffer a lot if the linear
system is solved directly. One way to improve the ac-
curacy is to regularize the covariance matrix. However,
this regularization depends on the condition number:
the higher the condition number, the larger the regular-
ization. So it is important to be able to estimate this
condition number in an efficient way, in order to use
this information to improve the quality of the solution.
Many other problems require the knowledge of this con-
dition number for different reasons. For example, the
performance of many adaptive algorithms depends on
this number. Therefore, it is of great interest to have
a detailed discussion of this topic here and to develop
a practical algorithm to determine this condition number.

6.5.1 Decomposition
of the Correlation Matrix

For a vector of length L+1,

sL+1(k)= [s(k) s(k−1) · · · s(k− L)]T ,
the covariance matrix of size (L+1) × (L+1) is:

RL+1 = E
{
sL+1(k)sT

L+1(k)
}

=
(

r(0) rT
L

rL RL

)
=
(

RL rb,L

rT
b,L r(0)

)
, (6.30)

where RL = E{s(k)sT(k)} and

rL = [r(1) r(2) · · · r(L)]T ,
rb,L = [r(L) r(L−1) · · · r(1)]T .

By using the Schur complements, it is easy to invert
RL+1:

R−1
L+1 =

(
R−1

L +�−1
L bL bT

L −�−1
L bL

−�−1
L bT

L �−1
L

)
, (6.31)

where

bL = R−1
L rb,L

= [bL,1 bL,2 · · · bL,L ]T (6.32)

is the backward predictor of length L ,

�L = r(0)−rT
b,LbL

= r(0)−rT
LaL (6.33)

is the prediction error energy, and aL = JL bL is the
forward predictor with JL being the co-identity matrix.
Equation (6.31) is important and will be used later for
a fast computation of the condition number.

6.5.2 Condition Number
with the Frobenius Norm

Usually, the condition number is computed by using
the 2-norm matrix. However, in the context of Toeplitz
matrices, it is more convenient to use the Frobenius norm
as explained below and in [6.6, 7].

To simplify the notation, in this subsection we take
RL+1 = R. This matrix is symmetric, positive, and as-
sumed to be nonsingular. It can be diagonalized as
follows:

QTRQ=Λ , (6.34)

where

QTQ=QQT = I , (6.35)

Λ = diag{λ1, λ2, · · · , λL+1} , (6.36)
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and 0< λ1 ≤ λ2 ≤ · · · ≤ λL+1. By definition, the square
root of R is:

R1/2 =QΛ1/2QT . (6.37)

The condition number of a matrix R is [6.8]:

χ(R)= ‖R‖‖R−1‖ , (6.38)

where ‖ · ‖ can be any matrix norm. Note that χ(R)
depends on the underlying norm and subscripts will be
used to distinguish the different condition numbers.

Consider the Frobenius norm:

‖R‖F = {tr(RTR)}1/2 . (6.39)

We can easily check that, indeed, ‖ ·‖F is a matrix norm
since for any real matrices A and B and a real scalar c,
the following three conditions are satisfied:

• ‖A‖F ≥ 0 and ‖A‖F = 0 if A= 0(L+1)×(L+1),• ‖A+ B‖F ≤ ‖A‖F+‖B‖F,• ‖cA‖F = |c|‖A‖F.

We have:

‖R1/2‖F = {tr(R)}1/2 =
{

L+1∑
l=1

λl

}1/2

(6.40)

and

‖R−1/2‖F = {tr(R−1)}1/2 =
{

L+1∑
l=1

1

λl

}1/2

. (6.41)

Hence, the condition number of R1/2 associated with
‖ · ‖F is:

χF(R1/2)= ‖R1/2‖F‖R−1/2‖F ≥ L+1 . (6.42)

(The inequality in the previous expression is easy to
show by using the Cauchy–Schwartz inequality.) In this
section, we choose to work on χF(R1/2) [rather than
χF(R)], because efficient algorithms can be derived to
estimate its value, as will be shown in the next subsec-
tion. As far as we know, it does not seem obvious how
to estimate χF(R) efficiently.

If χ(R1/2) is large, then R1/2 is said to be an ill-
conditioned matrix. Note that this is a norm-dependent
property. However, according to [6.8], any two condition
numbers χα(R1/2) and χβ(R1/2) are equivalent in that
constants c1 and c2 can be found for which:

c1χα(R1/2)≤ χβ(R1/2)≤ c2χα(R1/2) . (6.43)

For example, for the 1- and 2-norm matrices and for R,
we can show [6.8]

1

(L+1)2χ2(R)≤ 1

L+1
χ1(R)≤ χ2(R) . (6.44)

We now show the same principle for the F- and
2-norm matrices and for R1/2. We recall that:

χ2(R1/2)=
√
λL+1

λ1
. (6.45)

Since tr(R−1)≥ 1/λ1 and tr(R)≥ λL+1, we have

tr(R)tr(R−1)≥ tr(R)

λ1
≥ λL+1

λ1
, (6.46)

hence,

χF(R1/2)≥ χ2(R1/2) . (6.47)

Also, since tr(R) ≤ (L+1)λL+1 and tr(R−1) ≤ (L+
1)/λ1, we obtain:

tr(R)tr(R−1)≤ (L+1)
tr(R)

λ1
≤ (L+1)2 λL+1

λ1
,

(6.48)

thus,

χF(R1/2)≤ (L+1)χ2(R1/2) . (6.49)

Therefore, we deduce that

χ2(R1/2)≤ χF(R1/2)≤ (L+1)χ2(R1/2) . (6.50)

Moreover, by using the two inequalities,(
L+1∑
l=1

βl

)2

≥
L+1∑
l=1

β2
l , (6.51)

(
L+1∑
l=1

βl

)2

≤ (L+1)
L+1∑
l=1

β2
l , (6.52)

where βl > 0,∀l, it is easy to show that

1

L+1
χ2

F(R1/2)≤ χF(R)≤ χ2
F(R1/2)

≤ (L+1)χF(R) . (6.53)

Note that χ2(R) = χ2
2 (R1/2) but χF(R) = χ2

F(R1/2).
According to expressions (6.50) and (6.53), χF(R1/2)
and χ2

F(R1/2) are a good measure of the condition
number of matrices R1/2 and R, respectively. Ba-
sically, there is no difference in the trend of the
condition numbers of R and R1/2. In other words,
if R1/2 is ill-conditioned (resp. well-conditioned) so
is R. In the next subsection, we will show how to
compute χ2

F(R1/2) by using the Levinson–Durbin al-
gorithm.
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Table 6.1 Computation of the condition number with the Levinson–Durbin algorithm

Initialization: �0 = r(0)

Levinson-Durbin algorithm: kl = 1

�l−1

[
r(l)−aT

l−1 Jl−1rl−1
]

al =
(

al−1

0

)
− kl Jl

(
−1

al−1

)

�l = �l−1(1− k2
l )

l = 1, 2, · · · , L

Condition number: χ2
F

(
R1/2

L+1

)
= (L+1)r(0)

∑L
l=0 �

−1
l

[
1+aT

l al
]

6.5.3 Fast Computation
of the Condition Number

In this subsection, we need to compute the two norms∥∥∥R1/2
L+1

∥∥∥2

F
and

∥∥∥R−1/2
L+1

∥∥∥2

F
efficiently. The calculation of

the first is straightforward. Indeed:∥∥∥R1/2
L+1

∥∥∥2

F
= tr(RL+1)= (L+1)r(0) . (6.54)

Expression (6.54) requires one multiplication only.
Consider the matrix GL+1 = R−1

L+1 where its diago-
nal elements are gL+1,ii , i = 1, 2, · · · , L+1. It is clear
from (6.31) that the last diagonal component of GL+1
is gL+1,(L+1)(L+1) = �−1

L . The L-th diagonal element
of GL+1 is gL+1,LL = �−1

L−1+�−1
L b2

L,L . Continuing the
same process, we easily find:

gL+1,ii = �−1
i−1+

L∑
l=i

�−1
l b2

l,i , (6.55)

with �0 = r(0). Therefore, from (6.55) we deduce that:

∥∥∥R−1/2
L+1

∥∥∥2

F
= tr(GL+1)

=
L∑

l=0

�−1
l

(
1+bT

l bl
)

=
L∑

l=0

�−1
l

(
1+aT

l al
)
, (6.56)

with aT
0 a0 = bT

0 b0 = 0.
Finally, the condition number is:

χ2
F

(
R1/2

L+1

)= (L+1)r(0)
L∑

l=0

�−1
l

(
1+aT

l al
)
. (6.57)

By using the Toeplitz structure, the Levinson–
Durbin algorithm solves the linear prediction equation,
aL =R−1

L rL , in O(L2) operations instead of O(L3). This
algorithm computes all predictors al , l = 1, 2, · · · , L ,
and this is exactly what we need to compute (6.57).
Expression (6.57) also shows a very nice link between
the condition number and the predictors of all orders.
This algorithm, which has roughly the same complex-
ity as the Levinson–Durbin algorithm, is summarized
in Table 6.1. Note that a very efficient algorithm was
recently proposed by Dias and Leitão [6.9] to com-
pute tr{TR−1} (where T is a Toeplitz matrix, this form
is a much more-general form than the one used in
this section) with the Trench algorithm. Using these
techniques here, we can further reduce the complexity
[to O(L ln L)] for the estimation of the overall algo-
rithm.

6.6 Adaptive Algorithms

Solving the Wiener–Hopf equations directly is not very
practical, so adaptive algorithms are usually preferred
to find the optimal Wiener filter. The aim of this sec-
tion is to present a couple of basic adaptive algorithms
that converge to the actual impulse response h and
where the inversion of the correlation matrix R is
avoided.

6.6.1 Deterministic Algorithm

The deterministic or steepest-descent algorithm is ac-
tually an iterative algorithm. It is summarized by the
simple recursion,

ĥ(k)= ĥ(k−1)+μ[p−Rĥ(k−1)] ,
k = 0, 1, 2, · · · , (6.58)
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where μ is a positive constant called the step-size par-
ameter. In this algorithm, p and R are supposed to be
known. The deterministic algorithm can be reformulated
with the error signal:

e(k)= x(k)− ĥT(k−1)s(k) , (6.59)

ĥ(k)= ĥ(k−1)+μE{s(k)e(k)} . (6.60)

Now the important question is: what are the condi-
tions on μ to make the algorithm converge to the true
impulse response h? To answer this question, we will
examine the natural modes of the algorithm [6.10].

We define the misalignment vector as,

m(k)= h− ĥ(k) , (6.61)

which is the difference between the true impulse
response and the estimated one at time k. The pos-
itive quantity ‖m(k)‖2

2/‖h‖2
2 is called the normalized

misalignment. If we substitute (6.2) into the cross-
correlation vector, we get,

p= E{s(k)x(k)} = Rh . (6.62)

Inserting (6.62) into (6.58) and subtracting h on both
sides of the equation, we obtain:

m(k)= (I−μR)m(k−1) , (6.63)

where I is the identity matrix. Using the eigendecompo-
sition of R=QΛQT in the previous expression, we get
the equivalent form,

v(k)= (I−μΛ)v(k−1) , (6.64)

where

v(k)=QTm(k)=QT[h− ĥ(k)] . (6.65)

Thus, for the l-th natural mode of the steepest-descent
algorithm, we have [6.5]

vl(k)= (1−μλl)vl(k−1) , l = 1, 2, · · · , L
(6.66)

or, equivalently,

vl(k)= (1−μλl)
kvl(0) , l = 1, 2, · · · , L . (6.67)

The algorithm converges if,

lim
k→∞ vl(k)= 0 , ∀l . (6.68)

In this case,

lim
k→∞ ĥ(k)= h . (6.69)

It is straightforward to see from (6.67) that a neces-
sary and sufficient condition for the stability of the
deterministic algorithm is that,

−1 < 1−μλl < 1 , ∀l , (6.70)

which implies,

0 <μ<
2

λl
, ∀l , (6.71)

or

0 <μ<
2

λmax
, (6.72)

where λmax is the largest eigenvalue of the correlation
matrix R.

Let us evaluate the time needed for each natural
mode to converge to a given value. Expression (6.67)
gives:

ln
|vl(k)|
|vl(0)| = k ln |1−μλl| , (6.73)

hence,

k = 1

ln |1−μλl| ln
|vl(k)|
|vl(0)| . (6.74)

The time constant, τl , for the l-th natural mode is defined
by taking |vl(k)|/|vl(0)| = 1/e (where e is the base of the
natural logarithm) in (6.74). Therefore,

τl = −1

ln |1−μλl| . (6.75)

We can link the time constant with the condition
number of the correlation matrix R. First, let

μ= α

λmax
, (6.76)

where

0 < α < 2 , (6.77)

to guaranty the convergence of the algorithm. α is called
the normalized step-size parameter. Suppose that the
smallest eigenvalue is λ1 = λmin; in this case,

τ1 = −1

ln |1−αλmin/λmax|
= −1

ln |1−α/χ2(R)| , (6.78)

where χ2(R)= λmax/λmin. We see that the convergence
time of the slowest natural mode depends on the condi-
tioning of R.
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From (6.65), we deduce that,

mT(k)m(k)= vT(k)v(k)

=
∥∥∥h− ĥ(k)

∥∥∥2

2

=
L∑

l=1

λl(1−μλl)
kvl(0) . (6.79)

This value gives an idea on the global convergence of
the filter to the true impulse response. This convergence
is clearly governed by the smallest eigenvalues of R.

We now examine the transient behavior of the MSE.
Using (6.2), the error signal (6.59) can be rewritten as

e(k)= x(k)− ĥT(k−1)s(k)

= b(k)+mT(k−1)s(k) , (6.80)

so that the MSE is:

J(k)= E{e2(k)}
= σ2

b +mT(k−1)Rm(k−1)

= σ2
b +vT(k−1)Λv(k−1)

= σ2
b +

L∑
l=1

λl(1−μλl)
2k−2v2

l (0) . (6.81)

A plot of J(k) versus k is called the learning curve. Note
that the MSE decays exponentially. When the algorithm
is convergent, we see that,

lim
k→∞ J(k)= σ2

b . (6.82)

This value corresponds to the MMSE, Jmin, obtained
with the optimal Wiener filter when Lf = L , which is
what we assume in this section.

6.6.2 Stochastic Algorithm

The stochastic gradient or least-mean-square (LMS)
algorithm, invented by Widrow and Hoff in the late
1950s [6.11], is certainly the most popular algorithm
that we can find in the literature of adaptive filters. The
popularity of the LMS is probably due to the fact that it
is easy to understand, easy to implement, and robust in
many respects.

One easy way to derive the stochastic gradient algo-
rithm is by approximating the deterministic algorithm.
Indeed, in practice, the two quantities p= E{s(k)x(k)}
and R= E{s(k)sT(k)} are in general not known. If we
take their instantaneous estimates:

p̂(k)= s(k)x(k) , (6.83)

R̂(k)= s(k)sT(k) , (6.84)

and replace them in the steepest-descent algorithm
(6.58), we get:

ĥ(k)= ĥ(k−1)+μ[ p̂(k)− R̂(k)ĥ(k−1)]
= ĥ(k−1)+μs(k)[x(k)− sT(k)ĥ(k−1)] .

(6.85)

This simple recursion is the LMS algorithm. Contrary to
the deterministic algorithm, the LMS weight vector ĥ(k)
is now a random vector. The three following equations
summarize this algorithm [6.5],

x̂(k)= sT(k)ĥ(k−1) , filter output, (6.86)

e(k)= x(k)− x̂(k) , error signal, (6.87)

ĥ(k)= ĥ(k−1)+μs(k)e(k) , adaptation, (6.88)

which requires 2L additions and 2L+1 multiplications
at each iteration.

The stochastic gradient algorithm has been ex-
tensively studied and many theoretical results on its
performance have been obtained [6.5,10,12]. In particu-
lar, we can show the convergence in the mean and mean
square (see for example [6.13]), where under the inde-
pendence assumption, the condition is remarkably the
same as the one obtained for the deterministic algorithm,
i. e.,

0<μ<
2

λmax
. (6.89)

We can show that the asymptotic MSE for the LMS
is:

lim
k→∞ J(k)= σ2

b

(
1+ μ

2
Lσ2

s

)
, (6.90)

where σ2
s = E{s2(k)} is the variance of the input signal

s(k). If we compare (6.90) with the asymptotic MSE
for the steepest-descent algorithm (6.82), we notice that
a positive term,

Jex(∞)= μ

2
Lσ2

s σ
2
b , (6.91)

is added, called the excess mean-square error. This term,
of course, has a negative effect on the final MSE and
its appearance is due to the approximation discussed at
the beginning of this subsection. We can reduce its ef-
fect by taking a very small μ, but this will increase the
convergence time of the LMS. This tradeoff between
fast convergence and increased MSE is a well-known
effect and is something to consider in any practical
implementation.

A simple condition for the stability of LMS is that,

|ε(k)|< |e(k)| , (6.92)
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Table 6.2 The normalized LMS (NLMS) algorithm

Initialization: ĥ(0)= 0L×1

Parameters: 0< α < 2

δ > 0

Error: e(k)= x(k)− sT(k)ĥ(k−1)

Update: μ(k)= α

sT(k)s(k)+ δ
ĥ(k)= ĥ(k−1)+μ(k)s(k)e(k)

where

ε(k)= x(k)− sT(k)ĥ(k) (6.93)

is the a posteriori error signal, computed after the filter is
updated. This makes sense intuitively since ε(k) contains
more meaningful information than e(k).

This condition is necessary for the LMS to converge
to the true impulse response but not sufficient. However,
it is very useful to use here and in many other algorithms
to find the bounds for the step size μ.

Inserting (6.88) into (6.93) and using the condition
(6.92), we find:

0<μ<
2

sT(k)s(k)
. (6.94)

For L large, sT(k)s(k)= Lσ2
s = tr(R). On the other hand,

tr(R) =∑L
l=1 λl and this implies that tr(R) ≥ λmax.

Hence,

0<μ<
2

sT(k)s(k)
≤ 2

λmax
. (6.95)

If we now introduce the normalized step size α (0<
α < 2), as we did in the previous subsection, the step
size of the LMS will vary with time as follows,

μ(k)= α

sT(k)s(k)
, (6.96)

and the LMS becomes the normalized LMS (NLMS):

ĥ(k)= ĥ(k−1)+ αs(k)e(k)

sT(k)s(k)
. (6.97)

This algorithm is extremely helpful in practice, espe-
cially with nonstationary signals, since μ(k) can adjust
itself at each new iteration. In order to avoid numerical
difficulties when the energy of the input signal is small,
we regularize the algorithm,

ĥ(k)= ĥ(k−1)+ αs(k)e(k)

sT(k)s(k)+ δ , (6.98)

where δ > 0 is the regularization factor. Table 6.2 sum-
marizes this very important algorithm. (Note that the

definition of μ(k) in this table is slightly modified in
order to include the regularization parameter δ.)

6.6.3 Variable-Step-Size NLMS Algorithm

The stability of the NLMS algorithm is governed by
a step-size parameter. As already discussed, the choice
of this parameter, within the stability conditions, reflects
a tradeoff between fast convergence and good tracking
ability on the one hand, and low misadjustment on the
other hand. To meet these conflicting requirements, the
step size needs to be controlled. While the formulation
of this problem is straightforward, a good and reliable
solution is not that easy to find. Many different schemes
have been proposed in the last two decades [6.14–21].
In this subsection, we show how to derive in a very
simple and elegant way a nonparametric variable-step-
size NLMS algorithm.

We define the a priori and a posteriori error signals
as, respectively,

e(k)= x(k)− ĥT(k−1)s(k)

= sT(k)[h− ĥ(k−1)]+b(k) , (6.99)

ε(k)= x(k)− ĥT(k)s(k)

= sT(k)[h− ĥ(k)]+b(k) . (6.100)

Consider the linear update equation:

ĥ(k)= ĥ(k−1)+μ(k)s(k)e(k) . (6.101)

One reasonable way to derive a μ(k) that makes (6.101)
stable is to cancel the a posteriori error signal ([6.22]
and references therein). Replacing (6.101) in (6.100)
with the requirement ε(k)= 0 we easily find, assuming
e(k) = 0, ∀k, that,

μNLMS(k)= 1

sT(k)s(k)
. (6.102)

Therefore, the obtained algorithm is the classical NLMS.
While this procedure makes sense in the absence

of noise, finding the μ(k), in the presence of noise,
that cancels (6.100) will introduce noise in ĥ(k) since
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Table 6.3 The nonparametric VSS-NLMS (NPVSS-NLMS) algorithm

Initialization: ĥ(0)= 0

σ̂2
e (0)= 0

Parameters: λ= 1− 1

KL
, exponential window with K ≥ 2

σ2
b , noise power known or estimated

δ= cst ·σ2
s , regularization

ε > 0, very small number to avoid division by zero

Error: e(k)= x(k)− ĥT(k−1)s(k)

Update: σ̂2
e (k)= λσ̂2

e (k−1)+ (1−λ)e2(k)

ς(k)= [
δ+ sT(k)s(k)

]−1
[

1− σb

ε+ σ̂e(k)

]

μNPVSS(k)=
{
ς(k) if σ̂e(k)≥ σb

0 otherwise

ĥ(k)= ĥ(k−1)+μNPVSS(k)s(k)e(k)

sT(k)(h− ĥ(k))=−b(k) = 0, ∀k. What we would like,
in fact, is to have sT(k)(h− ĥ(k))= 0,∀k, which implies
that ε(k)= b(k). Hence, in this procedure we wish to
find the step-size parameter μ(k) in such a way that

E{ε2(k)} = σ2
b , ∀k . (6.103)

Using the approximation sT(k)s(k)= Lσ2
s for L � 1,

knowing thatμ(k) is deterministic in nature, substituting
(6.101) into (6.100), using (6.99) to eliminate ĥ(k−1),
and equating to (6.103), we find:

E{ε2(k)} = [1−μ(k)Lσ2
s ]2σ2

e (k)

= σ2
b , (6.104)

where σ2
e (k)= E{e2(k)} is the power of the error signal.

Developing (6.104), we obtain a quadratic equation,

μ2(k)− 2

Lσ2
s
μ(k)+ 1(

Lσ2
s

)2

[
1− σ2

b

σ2
e (k)

]
= 0 ,

(6.105)

for which the obvious solution is,

μNPVSS(k)= 1

sT(k)s(k)

[
1− σb

σe(k)

]

= μNLMS(k)α(k) , (6.106)

where α(k) [0 ≤ α(k) ≤ 1] is the normalized step size.
Therefore, the nonparametric VSS-NLMS (NPVSS-
NLMS) algorithm is [6.23],

ĥ(k)= ĥ(k−1)+μNPVSS(k)s(k)e(k) , (6.107)

where μNPVSS(k) is defined in (6.106).
We see from (6.106) that, before the algorithm

converges, σe(k) is large compared to σb, thus

μNPVSS(k)≈μNLMS(k). On the other hand, when the al-
gorithm starts to converge to the true solution, σe(k)≈ σb
and μNPVSS(k)≈ 0. This is exactly what we desire in
order to have both good convergence and low misadjust-
ment. As we can notice, this approach was derived with
almost no assumptions compared to all other algorithms
belonging to the same family. Table 6.3 summarizes
a practical version of the NPVSS-NLMS algorithm.

6.6.4 Proportionate NLMS Algorithms

In this subsection, we explain two very useful al-
gorithms: the proportionate NLMS (PNLMS) and
improved PNLMS (IPNLMS) algorithms.

It is well known that the NLMS algorithm converges
and tracks slowly, especially for long impulse responses.
In many situations where an adaptive algorithm is re-
quired, convergence and tracking are critical for a good
performance of the entire system. While in the NLMS,
the adaptation step is the same for all components of
the filter, in the PNLMS [6.24], an adaptive individual
step size is assigned to each filter coefficient. The step
sizes are calculated from the last estimate of the fil-
ter coefficients in such a way that a larger coefficient
receives a larger increment, thus increasing the conver-
gence rate of that coefficient. This has the effect that
active coefficients are adjusted faster than inactive coef-
ficients (i. e., small or zero coefficients). Hence, PNLMS
converges much faster than NLMS for sparse impulse
responses. Unfortunately, PNLMS behaves much worse
than NLMS when the impulse response is not sparse.
This problem is due to the fact that the proportionate
update is not very well refined. In [6.25], an IPNLMS
was proposed where the adaptive individual step size has
a better balance between the fixed step size of NLMS and
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the large amount of proportionality in PNLMS. As a re-
sult, IPNLMS always converges and tracks better than
NLMS and PNLMS, no matter how sparse the impulse
response.

The error signal and the coefficient update equa-
tion of the two previously discussed algorithms can be
written as:

e(k)= x(k)− ĥT(k−1)s(k) , (6.108)

ĥ(k)= ĥ(k−1)+ αG(k−1)s(k)e(k)

sT(k)G(k−1)s(k)+ δ , (6.109)

where

G(k−1)= diag{g0(k−1) g1(k−1)

· · · gL−1(k−1)} (6.110)

is a diagonal matrix that adjusts the step sizes of the
individual taps of the filter, α (0 < α < 2) is the overall
step-size factor, and δ is the regularization parameter.

The NLMS algorithm is obtained by taking:

G(k)= I , (6.111)

δ= δNLMS = cstσ2
s , (6.112)

where I, σ2
s , and cst are the identity matrix, the power

of the signal s(k), and a small positive constant, respect-
ively.

In the PNLMS, the diagonal elements of G(k)=
Gp(k) are calculated as follows [6.24]:

γp,l(k)=max
{
ρmax

[
δp,

∣∣∣ĥ0(k)
∣∣∣ , · · · ,∣∣∣ĥL−1(k)

∣∣∣] , ∣∣∣ĥl(k)
∣∣∣} , (6.113)

gp,l(k)= γp,l(k)

‖γ p(k)‖1
, 0≤ l ≤ L−1 , (6.114)

Table 6.4 The improved PNLMS (IPNLMS) algorithm

Initialization: ĥl(0)= 0, l = 0, 1, · · · , L−1

Parameters: −1≤ β < 1

0< α < 2

δIPNLMS = cst ·σ2
s

1−β
2L

ε > 0, very small number to avoid division by zero

Error: e(k)= x(k)− ĥT(k−1)s(k)

Update: gip,l(k−1)= 1−β
2L

+ (1+β)

∣∣∣ĥl(k−1)
∣∣∣

2
∥∥∥ĥ(k−1)

∥∥∥
1
+ ε

μ(k)= α∑L−1
j=0 s2(k− j)gip, j (k−1)+ δIPNLMS

ĥl(k)= ĥl(k−1)+μ(k)gip,l(k−1)s(k− l)e(k)

l = 0, 1, · · · , L−1

where

γ p(k)= [γp,0(k) γp,1(k) · · · γp,L−1(k)]T .
The parameters δp and ρ are positive numbers with
typical values δp = 0.01, ρ = 0.01. The first term in
(6.113), ρ, prevents ĥl(k) from stalling when its magni-
tude is much smaller than the magnitude of the largest
coefficient and δp regularizes the updating when all co-
efficients are zero at initialization. For the regularization
parameter, we usually choose:

δPNLMS = δNLMS/L . (6.115)

For the IPNLMS algorithm, the diagonal ma-
trix, G(k) = Gip(k), is computed in a more-elegant
way [6.25]:

γip,l(k)= (1−β)
‖ĥ(k)‖1

L
+ (1+β)

∣∣∣ĥl(k)
∣∣∣ ,

(6.116)

gip,l(k)= γip,l(k)

‖γ ip(k)‖1
= 1−β

2L
+ (1+β)

∣∣ĥl(k)
∣∣

2‖ĥ(k)‖1
,

0≤ l ≤ L−1 , (6.117)

where β (−1≤ β < 1) is a parameter that controls the
amount of proportionality in the IPNLMS. For β =−1,
it can easily be checked that the IPNLMS and NLMS
algorithms are identical. For β close to 1, IPNLMS be-
haves like PNLMS. In practice, a good choice for β is
−0.5 or 0. With this choice and in simulations, IPNLMS
always performs better than NLMS and PNLMS. As for
the regularization parameter, it should be taken as:

δIPNLMS = 1−β
2L

δNLMS . (6.118)

The IPNLMS algorithm is summarized in Table 6.4.
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Before finishing this subsection, it is worth mention-
ing another variant of PNLMS, called PNLMS++ [6.26].
In this algorithm, the adaptation of the filter coefficients
alternates between NLMS and PNLMS; as a result,
PNLMS++ seems slightly less sensitive to the assump-
tion of a sparse impulse response than PNLMS.

6.6.5 Sign Algorithms

Up to now, the only cost function that we have used has
been the MSE. What makes this criterion so interest-
ing is that an optimal solution (Wiener) can easily be
derived as well as very powerful adaptive algorithms.
An alternative to the MSE is the mean absolute error
(MAE) [6.27],

Ja(ĥ)= E{|e(k)|}
= E{|x(k)− ĥTs(k)|} . (6.119)

The gradient of this cost function is:

∂Ja(ĥ)

∂ĥ
=−E{s(k)sgn[e(k)]} , (6.120)

where

sgn[e(k)] = e(k)

|e(k)| . (6.121)

From the instantaneous value of the gradient of Ja(ĥ),
we can derive the sign-error adaptive filter:

ĥ(k)= ĥ(k−1)+μas(k)sgn[e(k)] , (6.122)

where μa is the adaptation step of the algorithm. This
algorithm is simplified compared to the LMS since the
L multiplications in the update equation are replaced by
a sign change of the components of the signal vector
s(k). Using the stability condition, |ε(k)|< |e(k)|, we
deduce that:

0< μa <
2|e(k)|

sT(k)s(k)
. (6.123)

Another way to simplify the LMS filter is to replace
s(k) with its sign. We get the sign–data algorithm:

ĥ(k)= ĥ(k−1)+μ′asgn[s(k)]e(k) , (6.124)

where μ′a is the adaptation step of the algorithm and the
stability condition is:

0< μ′a <
2

sT(k)sgn[s(k)] . (6.125)

Combining the two previous approaches, we derive
the sign–sign algorithm:

ĥ(k)= ĥ(k−1)+μ′′a sgn[s(k)]sgn[e(k)] , (6.126)

for which the stability condition is:

0< μ′′a <
2|e(k)|

sT(k)sgn[s(k)] . (6.127)

The algorithms derived in this subsection are very
simple to implement and can be very useful in some
applications. However, their convergence rate is usu-
ally slower than the LMS and their excess MSE is
higher [6.28–30].

6.7 MIMO Wiener Filter

In this section, we consider a MIMO system with M
inputs and N outputs (see Sect. 6.2 for more details):

x(k)=Hs(k)+b(k) , (6.128)

where

xn(k)=
M∑

m=1

hT
nmsm(k)+bn(k)

= hT
n:s(k)+bn(k), n = 1, 2, · · · , N ,

(6.129)

and

H=

⎛
⎜⎜⎜⎜⎝

hT
11 hT

12 · · · hT
1M

hT
21 hT

22 · · · hT
2M

...
...

. . .
...

hT
N1 hT

N2 · · · hT
NM

⎞
⎟⎟⎟⎟⎠

N×ML

=

⎛
⎜⎜⎜⎜⎝

hT
1:

hT
2:
...

hT
N :

⎞
⎟⎟⎟⎟⎠ .

(6.130)

We define the error signal at time k at the n-th output
as:

en(k)= xn(k)− x̂n(k)

= xn(k)− ĥT
n:s(k) , n = 1, 2, · · · , N ,

(6.131)
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Table 6.5 The MISO NLMS algorithm

Initialization: ĥn:(0)= 0ML×1

Parameters: 0< α < 2

δ > 0

Error: en(k)= xn(k)− sT(k)ĥn:(k−1)

Update: μ(k)= α

sT(k)s(k)+ δ
ĥn:(k)= ĥn:(k−1)+μ(k)s(k)en (k)

where ĥn: is an estimate of hn:. It is more convenient to
define an error signal vector for all outputs:

e(k)= x(k)− x̂(k)

= x(k)− Ĥs(k) , (6.132)

where Ĥ is an estimate of H and

e(k)= [e1(k) e2(k) · · · eN (k)]T .
Having written the error signal, we now define the

MIMO MSE with respect to the modeling filters as:

J(Ĥ)= E{eT(k)e(k)}

=
N∑

n=1

E
{
e2

n(k)
}= N∑

n=1

Jn(ĥn:) . (6.133)

The minimization of (6.133) leads to the MIMO Wiener–
Hopf equations:

RssĤT
o = Psx , (6.134)

where

Rss = E{s(k)sT(k)}

=

⎛
⎜⎜⎜⎜⎝

Rs1s1 Rs1s2 · · · Rs1sM

Rs2s1 Rs2s2 · · · Rs2sM
...

...
. . .

...

RsM s1 RsMs2 · · · RsMsM

⎞
⎟⎟⎟⎟⎠ (6.135)

is the input signal covariance matrix (which has a block-
Toeplitz structure) with Rsmsi = E{sm(k)sT

i (k)}, and

Psx = E{s(k)xT(k)}
= (psx1 psx2 · · · psxN

) (6.136)

is the cross-correlation matrix between the input and
output signals, with psxn = E{s(k)xn(k)}.

It can easily be seen that the MIMO Wiener–Hopf
equations (6.134) can be decomposed into N indepen-
dent MISO Wiener–Hopf equations,

Rssĥn:,o = psxn , n = 1, 2, · · · , N , (6.137)

each one corresponding to an output signal of the system.
In other words, minimizing J(Ĥ) or minimizing each
Jn(ĥn:) independently gives exactly the same results
from an identification point of view. This observation
is very important from a practical point of view when
adaptive algorithms need to be designed. Indeed, any
MIMO adaptive filter is simplified to N MISO adaptive
filters. As an example, we give the MISO NLMS algo-
rithm in Table 6.5. We deduce from this discussion that,
obviously, the identification of a SIMO system is equiva-
lent to the identification of N independent SISO systems.
As a result, with a reference signal, the identification of
any acoustic system simplifies to the identification of
SISO or MISO systems.

6.7.1 Conditioning of the Covariance Matrix

The best possible case for the identification of
a MISO system is when the input signals sm(k),
m = 1, 2, · · · , M, are uncorrelated. In this scenario, we
have:

Rsmsi = 0L×L , ∀m, i = 1, 2, · · · , M, m = i ,
(6.138)

and the input signal covariance matrix Rss is block-
diagonal. Therefore, if Rsm sm , m = 1, 2, · · · , M, are
nonsingular and well conditioned, the impulse responses
of the MISO system are easy to estimate. This case,
however, does not often occur in practice so it is of little
interest.

The worst possible case, from an identification point
of view, is when the signals sm(k) are generated from
a unique source ss(k), i. e.,

sm(k)= gT
mss(k) , m = 1, 2, · · · , M , (6.139)

where

gm = [gm,0 gm,1 · · · gm,L−1]T

is the impulse response between the source ss(k) and
the signal sm(k). In this scenario, it can be shown that
matrix Rss is rank-deficient by, at least, (M−2)L+1.
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As a matter of fact, from (6.139), the input signal vector
ss(k) can be written as

s(k)= [
sT

1 (k) sT
2 (k) · · · sT

M(k)
]T

=Gss(k)

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

g1,0 g1,1 · · · g1,L−1 0 0 · · · 0
0 g1,0 g1,1 · · · g1,L−1 0 · · · 0
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
. . .

.

.

.

0 · · · 0 g1,0 g1,1 · · · g1,L−1

g2,0 g2,1 · · · g2,L−1 0 0 · · · 0
0 g2,0 g2,1 · · · g2,L−1 0 · · · 0
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
. . .

.

.

.

0 · · · 0 g2,0 g2,1 · · · g2,L−1

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

gM,0 gM,1 · · · gM,L−1 0 0 · · · 0
0 gM,0 gM,1 · · · gM,L−1 0 · · · 0
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
. . .

.

.

.

0 · · · 0 gM,0 gM,1 · · · gM,L−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

·

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ss(k)

ss(k−1)

ss(k−2)

...

ss(k−2L+3)

ss(k−2L+2)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where G is an ML × (2L−1) matrix, containing the im-
pulse responses gm and is assumed to be of full column
rank, and ss(k) is a (2L−1) × 1 vector. We then have:

Rss = E{s(k)sT(k)}
=GE

{
ss(k)sT

s (k)
}
GT

=GRssss G
T , (6.140)

where Rssss is the source signal covariance matrix of
size (2L−1) × (2L−1), assumed to be full rank. We
immediately see from (6.140), that:

Rank[Rss] =min{Rank[G], Rank[Rssss ]}
= 2L−1 , (6.141)

and

Null[Rss] = ML−Rank[Rss]
= (M−2)L+1 , (6.142)

where Null[] and Rank[] denote the dimension of the
null space and the rank of a matrix, respectively.

From this analysis, one can see that a MISO system is
rank deficient if its inputs are the filtered version of the
same source signal. Thus, the Wiener–Hopf equations
do not have a unique solution.

In most practical situations, the signals sm(k),
m = 1, 2, · · · , M, are somehow related. If they are
highly coherent, adaptive algorithms will be very slow to
converge to the true solution and in some situations, they
will converge to a solution that is far from the desired
one.

We are now going to show in the particular case of
a MISO system with two inputs how a high coherence
between these signals affects the condition number of
the covariance matrix:

Rss =
(

Rs1s1 Rs1s2

Rs2s1 Rs2s2

)
.

For L →∞, a Toeplitz matrix is asymptotically
equivalent to a circulant matrix if its elements are ab-
solutely summable [6.31], which is the case for speech
signals. In this situation, we can decompose

Rsmsi = F−1R⇒sm si F , m, i = 1, 2 , (6.143)

where F is the Fourier matrix and the diagonal matrix

R⇒smsi = diag
{

R⇒sm si (0),R⇒sm si (1),

· · · , R⇒sm si (L−1)
}

(6.144)

contains elements corresponding to the L frequency
bins that are formed from the discrete Fourier trans-
form (DFT) of the first column of Rsm si . Letting rsm si (l)
be the auto- and cross-correlation for m = i and m = i,
respectively, we see that the spectral content between
two signals is related to the correlation function by

R⇒smsi ( f )=
∞∑

l=−∞
rsm si (l)e

−i2π fl ,

f = 0, 1, · · · , L−1 . (6.145)
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Using (6.143), Rss can be expressed in terms of its
spectra as:

Rss = F−1
d R⇒ssFd

=
(

F−1 0L×L

0L×L F−1

)⎛⎝R⇒s1s1 R⇒s1s2

R⇒s2s1 R⇒s2s2

⎞
⎠

·
(

F 0L×L

0L×L F

)
. (6.146)

To compute the condition number χ2
F(R1/2

ss ) (Sect. 6.5),
we need to compute tr(Rss) and tr(R−1

ss ). The first trace
is easy to compute. Indeed, using (6.146), we easily find:

tr(Rss)= tr
(

F−1
d R⇒ssFd

)
= tr

(
R⇒ss

)

=
L−1∑
l=0

(
R⇒s1s1 (l)+R⇒s2s2 (l)

)
. (6.147)

For the second trace, we have:

tr
(
R−1

ss

)= tr
(

F−1
d R⇒

−1
ss Fd

)
= tr

(
R⇒
−1
ss

)
. (6.148)

Furthermore, it is easy to show that:

R⇒
−1
ss =

⎛
⎝R⇒

−1
1 0L×L

0L×L R⇒
−1
2

⎞
⎠

·
⎛
⎝ IL×L −R⇒s1s2 R⇒

−1
s2s2

−R⇒s2s1 R⇒
−1
s1s1

IL×L

⎞
⎠ , (6.149)

where

R⇒1 =
[
IL×L −R⇒

2
s1s2

(
R⇒
−1
s1s1

R⇒
−1
s2s2

)]
R⇒s1s1 , (6.150)

R⇒2 =
[
IL×L −R⇒

2
s1s2

(
R⇒
−1
s1s1

R⇒
−1
s2s2

)]
R⇒s2s2 . (6.151)

Hence,

tr
(
R−1

ss

)= tr
(

R⇒
−1
1 +R⇒

−1
2

)

=
L−1∑
l=0

(1−|γ (l)|2)−1

×
[

R⇒
−1
s1s1

(l)+R⇒
−1
s2s2

(l)
]
, (6.152)

where

|γ ( f )|2 =
∣∣∣R⇒s1s2 ( f )

∣∣∣2
R⇒s1s1 ( f )R⇒s2s2 ( f )

,

f = 0, 1, · · · , L−1 , (6.153)

is the squared interchannel coherence function of the
f -th frequency bin.

We finally obtain the relationship between the inter-
channel coherence and the condition number based on
the Frobenius norm:

χ2
F

(
R1/2

ss
)=

{
L−1∑
l=0

[
R⇒s1s1 (l)+R⇒s2s2 (l)

]}

×

{
L−1∑
l=0

[1−|γ (l)|2]−1
[

R⇒
−1
s1s1

(l)

+ R⇒
−1
s2s2

(l)
]}

. (6.154)

It is now evident from the previous expression that
χ2

F(R1/2
ss ) increases with the squared interchannel co-

herence function, hence degrading the condition of
Rss; as γ → 1, χ2

F(R1/2
ss )→∞ and the identification

of the system is increasingly difficult, if not impossi-
ble.

6.8 Conclusions

In this chapter, we have explained the most important
results of the Wiener theory in the context of system
identification.

After discussing the four basic signal models, we
derived the optimal Wiener filter for a SISO system and
showed that this filter can be a very good approximation
of the desired impulse response.

We discussed in details the condition number of the
input signal correlation matrix. This matrix appears ex-
plicitly in the Wiener–Hopf equations and implicitly
in all adaptive filters. A high condition number will

perturb the accuracy of the solution of the Wiener–
Hopf equations and will slow the rate of convergence
of most adaptive algorithms. A fast, efficient algorithm
to compute the conditional number was also developed.

We also discussed several important adaptive filters.
In particular, the NLMS algorithm, which is extremely
popular and useful in practice, was derived. Other
emerging algorithms, such as the IPNLMS, were pre-
sented.

We generalized the Wiener principle to the MIMO
system case. We showed that the MIMO Wiener–Hopf
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equations can be decomposed into N independent MISO
Wiener–Hopf equations. As a result, adaptive filters for
SISO and MISO systems, with a reference signal, cover
all possible cases. A deep analysis of the condition-

ing of the input signal covariance matrix was given,
showing that identification is not always obvious and de-
pends on the interchannel coherence between the input
signals.
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Linear prediction plays a fundamental role in
all aspects of speech. Its use seems natural and
obvious in this context since for a speech signal the
value of its current sample can be well modeled
as a linear combination of its past values. In
this chapter, we attempt to present the most
important ideas on linear prediction. We derive
the principal results, widely recognized by speech
experts, in a very intuitive way without sacrificing
mathematical rigor.
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7.1 Fundamentals

Linear prediction (LP) is a fundamental tool in many
diverse areas such as adaptive filtering, system identifi-
cation, economics, geophysics, spectral estimation, and
speech. Recently, a nice history of LP in the context of
speech coding was written by Atal [7.1]. Readers are
invited to consult this reference for more information
about this topic and how it has evolved.

Linear prediction is widely used in speech applica-
tions (recognition, compression, modeling, etc.) [7.2,3].
This is due to the fact that the speech production process
is well modeled with LP. Indeed, it is well recognized
that a speech signal can be written in the following
form [7.4, 5],

x(k)=
L∑

l=1

al x(k− l)+Gu(k) , (7.1)

where k is the time index, L represents the number of
coefficients in the model (the order of the predictor),
al , l = 1, · · · , L , are defined as the linear prediction
coefficients, G is the gain of the system, and u(k) is
the excitation signal, which can be either a quasiperi-
odic train of impulses or a random noise source (also
a combination of both signals for voiced fricatives such
as ‘v’, ‘z’, and ‘zh’). The periodic source produces
voiced sounds such as vowels and nasals, and the noise

source produces unvoiced or fricated sounds such as
the fricatives. The parameters, al , determine the spec-
tral characteristics of the particular sound for each of
the two types of excitation and are widely used directly
in many speech coding schemes and automatic speech
recognition systems [7.4].

Equation (7.1) can be rewritten in the frequency do-
main, by using the z-transform. If H(z) is the transfer
function of the system, we have:

H(z)= G

1−∑L
l=1alz−l

= G

A(z)
, (7.2)

which is an all-pole transfer function. This filter [H(z)]
is a good model of the human vocal tract [7.2]. Our main
concern is to determine the predictor coefficients, al , l =
1, 2, · · · , L , and to study the properties of the filter A(z).

The applications of LP are numerous. Before ad-
dressing the estimation of LP coefficients, we give some
examples to show the importance of LP. In many aspects
of speech processing (noise reduction, speech separa-
tion, speech dereverberation, speech coding, etc.), it is
of great interest to compare the closeness of the spec-
tral envelope of two speech signals (the desired and

Part
B

7



122 Part B Signal Processing for Speech

the processed ones) [7.6, 7]. One way of doing this is
through comparing their LP coefficients. Consider the
two speech signals x(k) (desired) and x̂(k) (processed).
Without entering too much into the details, one possible
measure to evaluate the closeness of these two signals is
the Itakura distance:

IDxx̂ = ln
Ex

Ex̂
, (7.3)

where Ex and Ex̂ are the prediction-error powers of the
signals x(k) and x̂(k), respectively (see the following
sections for more details). Note that the Itakura distance
is not symmetric, i. e.,

IDxx̂ = IDx̂x , (7.4)

therefore, it is not a distance metric. However, asym-
metry is usually not a problem for applications such as
speech quality evaluation.

A more-powerful distance was proposed by Itakura
and Saito in their formulation of linear prediction as
an approximate maximum-likelihood estimation [7.8].
This distance between the two signals x(k) and x̂(k) is
defined as,

ISDxx̂ = Ex̂

Ex
− ln

Ex̂

Ex
−1 . (7.5)

Like the Itakura distance, this measure is not symmetric
either; therefore, it is not a true metric.

The Itakura–Saito distance has many interesting
properties. It has been shown that this measure is highly
correlated with subjective quality judgements [7.6]. For
example, a recent report on speech codec evaluation re-
veals that, if the Itakura–Saito measure between two
speech signals is less than 0.5, the difference in their
mean opinion score would be less than 1.6 [7.9]. Many
other reported experiments also confirmed that when
the Itakura–Saito distance between two speech signals
is below 0.1, they would be perceived nearly identi-
cally by human ears. As a result, the Itakura–Saito
distance, which is based on LP, is often used as an
objective measure of speech quality. It is probably the
most widely used measure of similarity between speech
signals.

The two previous examples of the vocal-tract fil-
ter and the speech quality measure clearly show the
importance of LP in speech applications.

In this chapter, we study the theory of linear predic-
tion and derive the most important LP techniques that are
often encountered in many speech applications. We as-
sume here that all signals of interest are real, stationary,
and zero mean.

7.2 Forward Linear Prediction

Consider a stationary random signal x(k). The objective
of the forward linear prediction is to predict the value
of the sample x(k) from its past values, i. e., x(k−1),
x(k−2), etc. We define the forward prediction error
as [7.10, 11],

ef,L (k)= x(k)− x̂(k)

= x(k)−
L∑

l=1

aL,l x(k− l)

= x(k)−aT
L x(k−1) , (7.6)

where the superscript ‘T’ denotes transposition, x̂(k) is
the predicted sample,

aL = [aL,1 aL,2 · · · aL,L ]T
is the forward predictor of length L , and

x(k−1)= [x(k−1) x(k−2) · · · x(k− L)]T
is a vector containing the L most recent samples starting
with and including x(k−1).

We would like to find the optimal Wiener predictor.
For that, we seek to minimize the mean-square error
(MSE):

Jf (aL )= E
{
e2

f,L (k)
}
, (7.7)

where E{·} denotes mathematical expectation. Taking
the gradient of Jf (aL ) with respect to aL and equating to
0L×1 (a vector of length L containing only zeroes), we
easily find the Wiener–Hopf equations:

RLao,L = rf,L , (7.8)

where the subscript ‘o’ in ao,L stands for optimal,

RL = E{x(k−1)xT(k−1)}
= E{x(k)xT(k)}

=

⎛
⎜⎜⎜⎜⎝

r(0) r(1) · · · r(L−1)

r(1) r(0) · · · r(L−2)
...

...
. . .

...

r(L−1) r(L−2) · · · r(0)

⎞
⎟⎟⎟⎟⎠ (7.9)
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is the correlation matrix, and

rf,L = E{x(k−1)x(k)}
= [r(1) r(2) · · · r(L)]T (7.10)

is the correlation vector. The matrix RL has a Toeplitz
structure (i. e., all the entries along the diagonals are the
same); assuming that it is nonsingular, we deduce the
optimal forward predictor:

ao,L = R−1
L rf,L . (7.11)

Expanding e2
f,L (k) in (7.7) and using (7.8) shows that

the minimum mean-square error (MMSE),

Jf,min = Jf (ao,L )

= r(0)−rT
f,Lao,L = Ef,L . (7.12)

This is also called the forward prediction-error power.
Define the augmented correlation matrix:

RL+1 =
(

r(0) rT
f,L

rf,L RL

)
, (7.13)

equations (7.8) and (7.12) may be combined in a con-
venient way:

RL+1

(
1

−ao,L

)
=
(

Ef,L

0L×1

)
. (7.14)

We refer to (7.14) as the augmented Wiener–Hopf equa-
tions of a forward predictor of order L . From (7.13) we
derive that,

det(RL+1)= Ef,L det(RL ) , (7.15)

where ‘det’ stands for determinant.
Let us now write the forward prediction errors for

the optimal predictors of orders L and L− i:

ef,o,L (k)= x(k)−
L∑

l=1

ao,L,l x(k− l) , (7.16)

ef,o,L−i (k)= x(k)−
L−i∑
l=1

ao,L−i,l x(k− l) . (7.17)

From the principle of orthogonality [7.11], we know
that:

E{ef,o,L (k)x(k−1)} = 0L×1 . (7.18)

For 1≤ i ≤ L , we can verify by using (7.18), that:

E{ef,o,L (k)ef,o,L−i (k− i)} = 0 . (7.19)

As a result,

lim
L→∞ E{ef,o,L (k)ef,o,L−i (k− i)}
= E{ef,o(k)ef,o(k− i)} = 0 . (7.20)

This indicates that the signal ef,o(k) is a white noise. So
the optimal forward predictor has this important property
of being able to whiten a stationary random process,
provided that the order of the predictor is high enough.

7.3 Backward Linear Prediction

The aim of the backward linear prediction is to predict
the value of the sample x(k− L) from its future val-
ues, i. e., x(k), x(k−1), · · · , x(k− L+1). We define the
backward prediction error as,

eb,L (k)= x(k− L)− x̂(k− L)

= x(k− L)−
L∑

l=1

bL,l x(k− l+1)

= x(k− L)−bT
L x(k) , (7.21)

where x̂(k− L) is the predicted sample,

bL = [bL,1 bL,2 · · · bL,L ]T
is the backward predictor of order L , and

x(k)= [x(k) x(k−1) · · · x(k− L+1)]T .
The minimization of the MSE,

Jb(bL )= E
{
e2

b,L (k)
}
, (7.22)

leads to the Wiener–Hopf equations:

RL bo,L = rb,L , (7.23)

where

rb,L = E{x(k)x(k− L)} (7.24)

= [r(L) r(L−1) · · · r(1)]T .
Therefore, the optimal backward predictor is:

bo,L = R−1
L rb,L . (7.25)

The MMSE for backward prediction,

Jb,min = Jb(bo,L )

= r(0)−rT
b,Lbo,L = Eb,L , (7.26)

is also called the backward prediction-error power.
Define the augmented correlation matrix:

RL+1 =
(

RL rb,L

rT
b,L r(0)

)
, (7.27)
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equations (7.23) and (7.26) may be combined in a con-
venient way:

RL+1

(
−bo,L

1

)
=
(

0L×1

Eb,L

)
. (7.28)

We refer to this expression as the augmented Wiener–
Hopf equations of a backward predictor of order L .

One important property of backward predic-
tion is that the error signals of different orders
with the optimal predictors are uncorrelated, i. e.,
E{eb,o,i (k)eb,o,l(k)} = 0, i = l, i, l = 0, 1, · · · , L−1. To
prove this, let us rewrite the error signal in vector form:

eb,o(k)= Lx(k) , (7.29)

where

eb,o(k)= [eb,o,0(k) eb,o,1(k) · · · eb,o,L−1(k)]T
(7.30)

and

L=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 · · · 0

−bT
o,1 1 0 · · · 0

−bT
o,2 1 · · · 0
...

...
...

...

−bT
o,L−1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(7.31)

is a lower triangular matrix with 1s along its main diag-
onal. The covariance matrix corresponding to the vector
signal eb,o(k) is:

E
{
eb,o(k)eT

b,o(k)
}= LRL LT . (7.32)

By definition, the previous matrix is symmetric. The
matrix product RL LT is a lower triangular matrix be-
cause of (7.28) and the main diagonal contains the
backward prediction-error powers Eb,l (0≤ l ≤ L−1).
Since L is also a lower triangular matrix, the product
between the two matrices L and RL LT should have
the same structure and, since it has to be symmet-
ric, the only possibility is that this resulting matrix is
diagonal:

E
{
eb,o(k)eT

b,o(k)
}= diag[Eb,0, Eb,1, · · · , Eb,L−1] ,

(7.33)

and hence the prediction errors are uncorre-
lated.

Furthermore,

LRL LT = diag[Eb,0, Eb,1, · · · , Eb,L−1] , (7.34)

taking the inverse of the previous equation,

L−TR−1
L L−1 = diag

[
E−1

b,0, E−1
b,1, · · · , E−1

b,L−1

]
,

(7.35)

we finally get:

R−1
L = LTdiag

[
E−1

b,0, E−1
b,1, · · · , E−1

b,L−1

]
L . (7.36)

Expression (7.36) defines the Cholesky factorization of
the inverse matrix R−1

L [7.10, 12].

7.4 Levinson–Durbin Algorithm

The Levinson–Durbin algorithm is an efficient way to
solve the Wiener–Hopf equations for the forward and
backward prediction coefficients. This efficient method
can be derived thanks to the Toeplitz structure of
the correlation matrix RL . This algorithm was first
invented by Levinson [7.13] and independently refor-
mulated at a later date by Durbin [7.14, 15]. Burg gave
a more-elegant presentation [7.16]. Before describing
this algorithm, we first need to show some important
relations between the forward and backward predictors.

We define the co-identity matrix as:

JL =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 · · · 0 1

0 0 · · · 1 0
...
...
. . .

...
...

0 1 · · · 0 0

1 0 · · · 0 0

⎞
⎟⎟⎟⎟⎟⎟⎠
.

We can easily check that:

RLJL = JLRL . (7.37)

The matrix RL is said to be persymmetric. We also
have, rf,L = JLrb,L . If we left-multiply both sides of the

Wiener–Hopf equations (7.23) by JL , we get:

JLRL bo,L = JLrb,L = rf,L

= RLJL bo,L = RLao,L , (7.38)

and, assuming that RL is nonsingular, we see that:

ao,L = JL bo,L . (7.39)
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Furthermore,

Eb,L = r(0)−rT
b,Lbo,L

= r(0)−rT
b,LJL JL bo,L

= r(0)−rT
f,Lao,L

= Ef,L = EL . (7.40)

Therefore, for a stationary process, the forward and
backward prediction-error powers are equal and the
coefficients of the optimal forward predictor are the
same as those of the optimal backward predictor, but
in a reverse order.

The Levinson–Durbin algorithm is based on recur-
sions of the orders of the prediction equations. Consider
the following expression,

(
RL rb,L

rT
b,L r(0)

)⎛⎜⎝ 1

−ao,L−1

0

⎞
⎟⎠=

⎛
⎜⎝ EL−1

0(L−1)×1

KL

⎞
⎟⎠ , (7.41)

where

KL = r(L)−aT
o,L−1rb,L−1

= r(L)−aT
o,L−1JL−1rf,L−1 . (7.42)

We define the reflection coefficient as,

κL = KL

EL−1
. (7.43)

From backward linear prediction, we have:

(
r(0) rT

f,L

rf,L RL

)⎛⎜⎝ 0

−bo,L−1

1

⎞
⎟⎠=

⎛
⎜⎝ KL

0(L−1)×1

EL−1

⎞
⎟⎠ . (7.44)

Multiplying both sides of the previous equation by κL ,
we get,

RL+1

⎛
⎜⎝ 0

−κL bo,L−1

κL

⎞
⎟⎠=

⎛
⎜⎝κ

2
L EL−1

0(L−1)×1

KL

⎞
⎟⎠ . (7.45)

If we now subtract (7.45) from (7.41), we obtain,

RL+1

⎛
⎜⎝ 1

κL bo,L−1−ao,L−1

−κL

⎞
⎟⎠=

(
EL−1(1−κ2

L )

0L×1

)
.

(7.46)

Assuming that RL+1 is nonsingular and identifying
(7.46) with (7.14), we can deduce the recursive equa-

tions:

ao,L =
(

ao,L−1

0

)
−κL

(
bo,L−1

−1

)
, (7.47)

EL = EL−1(1−κ2
L ) , (7.48)

ao,L,L = κL . (7.49)

Iterating on the prediction-error power given in (7.48),
we find that,

EL = r(0)
L∏

l=1

(
1−κ2

l

)
, (7.50)

and since EL ≥ 0, this implies that,

|κl| ≤ 1, ∀l ≥ 1 . (7.51)

Also, from (7.48) we see that we have,

0≤ El ≤ El−1, ∀l ≥ 1 , (7.52)

so, as the order of the predictors increases, the
prediction-error power decreases.

Table 7.1 summarizes the Levinson–Durbin algo-
rithm, whose arithmetic complexity is proportional to
L2. This algorithm is much more efficient than stand-
ard methods such as the Gauss elimination technique,
whose complexity is on the order of L3. The saving in
number of operations to find the optimal Wiener predic-
tor can be very important, especially when L is large.
The other advantage of the Levinson–Durbin algorithm
is that it gives the predictors of all orders and the al-
gorithm can be stopped if the prediction-error power is
under a threshold, which can be very useful in practice
when the choice of the predictor order is not easy to get in
advance. A slightly more-efficient approach, called the
split Levinson algorithm, can be found in [7.17]. This
algorithm requires roughly half the number of multipli-
cations and the same number of additions as the classical
Levison–Durbin algorithm. Even more-efficient algo-
rithms have been proposed (see, for example, [7.18]) but
they are numerically unstable, which is not acceptable
in most speech applications.

Table 7.1 Levinson–Durbin algorithm

Initialization: E0 = r(0)

For 1≤ l ≤ L

κl = 1

El−1

[
r(l)−aT

o,l−1Jl−1rf,l−1
]

ao,l =
(

ao,l−1

0

)
−κlJl

(
−1

ao,l−1

)

El = El−1
(
1−κ2

l

)
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7.5 Lattice Predictor

In this section, we will show that the order-recursive
structure of the forward and backward prediction er-
rors has the form of a ladder, which is called a lattice
predictor.

Inserting (7.47) into the forward prediction error for
the optimal predictor of order L ,

ef,o,L (k)= x(k)−aT
o,L x(k−1) , (7.53)

we obtain,

ef,o,L (k)= ef,o,L−1(k)

−κL

(
−bT

o,L−1 1
)

x(k−1) . (7.54)

The second term (without the reflection coefficient) on
the right-hand side of (7.54) is the backward prediction
error, at time k−1, for the optimal predictor of order
L−1. Therefore, (7.54) can be rewritten

ef,o,L (k)= ef,o,L−1(k)−κL eb,o,L−1(k−1) . (7.55)

If we insert (7.47) again into the backward prediction
error for the optimal predictor of order L ,

eb,o,L (k)= x(k− L)−bT
o,L x(k)

= x(k− L)−aT
o,L JL x(k) , (7.56)

we get,

eb,o,L (k)= eb,o,L−1(k−1)−κL ef,o,L−1(k) . (7.57)

If we put (7.55) and (7.57) into a matrix form, we have,(
ef,o,L (k)

eb,o,L (k)

)
=
(

1 −κL

−κL 1

)(
ef,o,L−1(k)

eb,o,L−1(k−1)

)

=
L∏

l=1

(
1 −κl

−κl 1

)(
x(k)

x(k−1)

)
, (7.58)

where we have taken for initial conditions (order 0),
ef,o,0(k)= x(k) and eb,o,0(k−1)= x(k−1). Figure 7.1

��&�&������� ��&�&�����

�!&�&������� �!&�&��������

��

Fig. 7.1 Stage l of a lattice predictor

depicts the l-th stage of a lattice predictor. For the whole
lattice predictor, L of these stages are needed and are
connected in cascade, one to each other, starting from
order 0 to order L .

Now let us compute the variance of eb,o,L (k) from
(7.57),

E
{
e2

b,o,L (k)
}= EL

= EL−1+κ2
L EL−1

−2κL E{ef,o,L−1(k)eb,o,L−1(k−1)}
= EL−1

(
1−κ2

L

)
. (7.59)

Developing the previous expression, we obtain,

κL = E{ef,o,L−1(k)eb,o,L−1(k−1)}
EL−1

= E{ef,o,L−1(k)eb,o,L−1(k−1)}√
E
{
e2

f,o,L−1(k)
}

E
{
e2

b,o,L−1(k−1)
} . (7.60)

We see from (7.60) that the reflection coefficients are
also the normalized cross-correlation coefficients be-
tween the forward and backward prediction errors,
which is why they are also often called partial correlation
(PARCOR) coefficients [7.3, 19, 20]. These coefficients
are linked to the zeroes of the forward prediction-error
FIR filter of order L , whose transfer function is

Ao,L (z)= 1−
L∑

l=1

ao,L,l z
−l =

L∏
l=1

(
1− zo, lz−1) ,

(7.61)

where zo,l are the roots of Ao,L (z). Since κL = ao,L,L ,
we have,

κL = (−1)L+1
L∏

l=1

zo,l . (7.62)

The filter Ao,L (z) can be shown to be minimum phase,
i. e.,

∣∣zo,l
∣∣≤ 1, ∀l. As a result [because of the relation

(7.39)], the filter Bo,L (z) corresponding to the backward
predictor is maximum phase. We will now show this
very important property that the forward predictor is
minimum phase. As far as we know, this simple and
elegant proof was first shown by M. Mohan Sondhi but
was never been published. A similar proof can be found
in [7.21] and [7.22].

To avoid cumbersome notation, redefine the coeffi-
cientswl =−ao,L,l , withw0 = 1, so that the polynomial
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becomes,

Ao,L (z)=
L∑

l=0

wl z
−l . (7.63)

Also, define the vector,

w= [w0 w1 · · · wL ]T .
We know that,

RL+1w=
(

EL

0L×1

)
. (7.64)

If λ is a root of the polynomial, it follows that,

Ao,L (z)= (1−λz−1)
L−1∑
l=0

glz
−l, with g0 = 1 .

(7.65)

(Note that since λ can be complex, the coefficients gl are,
in general, complex.) Thus the vector w can be written

w= g−λg̃ , (7.66)

where

g= [1 g1 g2 · · · gL−1 0]T = [g′T 0]T ,
g̃= [0 1 g1 g2 · · · gL−1]T = [0 g′T]T .

Substituting (7.66) in (7.64), we obtain,

RL+1g= λRL+1g̃+
(

EL

0L×1

)
. (7.67)

Now, premultiplying by g̃H (where the superscript H

denotes conjugate transpose) gives,

g̃HRL+1g= λg̃HRL+1g̃ . (7.68)

Thus,∣∣∣g̃HRL+1g
∣∣∣2 = |λ|2 (g̃HRL+1g̃

)2
. (7.69)

Using the Schwartz inequality,∣∣∣g̃HRL+1g
∣∣∣2 ≤ (

g̃HRL+1g̃
)(

gHRL+1g
)
. (7.70)

However,

g̃HRL+1g̃=
(

0 g′H
)(r(0) rT

f,L

rf,L RL

)(
0

g′

)

= g′HRL g′ , (7.71)

Similarly,

gHRL+1g=
(

g′H 0
)(RL rb,L

rT
b,L r(0)

)(
g′

0

)

= g′HRL g′ . (7.72)

Therefore, g̃HRL+1g̃= gHRL+1g, and the Schwartz in-
equality becomes,∣∣∣g̃HRL+1g

∣∣∣2 ≤ (
g̃HRL+1g̃

)2
. (7.73)

From (7.69) we see that |λ|2 ≤ 1. This completes the
proof.

This property allows one easily to ensure that the
all-pole system in (7.2) is stable (when the correlation
matrix is positive definite) by simply imposing the con-
straint that the PARCOR coefficients are less than 1 in
magnitude. As a result, in speech communication, trans-
mitting PARCOR coefficients is more advantageous than
directly transmitting linear predication coefficients.

7.6 Spectral Representation

It is important to understand the link between the spec-
trum of a speech signal and its prediction coefficients.
Let us again take the speech model given in Sect. 7.1,

x(k)=
L∑

l=1

al x(k− l)+Gu(k) , (7.74)

where we now assume that u(k) is a white random signal
with variance σ2

u = 1. Since x(k) is the output of the filter
H(z) (see Sect. 7.1), whose input is u(k), its spectrum
is [7.11],

Sx(ω)= ∣∣H(eiω)
∣∣2 Su(ω) , (7.75)

where ω is the angular frequency, H(eiω) is the fre-
quency response of the filter H(z), and Su(ω) is the
spectrum of u. We have Su(ω)= 1 (u is white). Using
(7.2), we deduce the spectrum of x,

Sx(ω)= G2

|A(eiω)|2

= G2∣∣∣1−∑L
l=1 al e−ilω

∣∣∣2 . (7.76)

Therefore, the spectrum of a speech signal can be mod-
eled by the frequency response of an all-pole filter,
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whose elements are the prediction coefficients [7.23–
25].

Consider the prediction error signal,

eL (k)= x(k)−aT
L x(k−1) . (7.77)

Taking the z-transform of (7.77) and setting z = eiω, we
obtain:

Sx,L (ω)= |EL (eiω)|2
|AL (eiω)|2 , (7.78)

where |EL (eiω)|2 is the spectrum of eL (k). From
Sect. 7.2, we know that, for a large order L , linear pre-
diction tends to whiten the signal, so the power spectrum

|EL (eiω)|2 of the error signal, eL (k), will tend to be flat.
Hence,

lim
L→∞

∣∣EL (eiω)
∣∣2 = G2 . (7.79)

As a result,

lim
L→∞ Sx,L (ω)= G2∣∣1−∑∞

l=1 al e−ilω
∣∣2 . (7.80)

This confirms that (7.76) can be a very good approxi-
mation of the spectrum of a speech signal, as long as the
order of the predictor is large enough.

7.7 Linear Interpolation

Linear interpolation can be seen as a straightforward
generalization of forward and backward linear predic-
tions. Indeed, in linear interpolation, we try to predict
the value of the sample x(k− i) from its past and future
values [7.26, 27]. We define the interpolation error as

ei (k)= x(k− i)− x̂(k− i)

= x(k− i)−
L∑

l=0,l =i

ci,l x(k− l)

= cT
i xL+1(k), i = 0, 1, · · · , L, (7.81)

where x̂(k− i) is the interpolated sample,

ci = [−ci,0 −ci,1 · · · ci,i · · · −ci,L ]T
is a vector of length L+1 containing the interpolation
coefficients, with ci,i = 1, and

xL+1(k)= [x(k) x(k−1) · · · x(k− L)]T .
The special cases i = 0 and i = L are the forward and
backward prediction errors, respectively.

To find the optimal Wiener interpolator, we need to
minimize the cost function,

Ji (ci )= E
{
e2

i (k)
}

= cT
i RL+1ci , (7.82)

subject to the constraint

cT
i vi = ci,i = 1 , (7.83)

where

vi = [0 0 · · · 0 1 0 · · · 0]T

is a vector of length L+1 with its i-th component equal
to one and all others equal to zero. By using a La-
grange multiplier, it is easy to see that the solution to
this optimization problem is

RL+1co,i = Eivi , (7.84)

where

Ei = cT
o,iRL+1co,i

= 1

vT
i R−1

L+1vi
(7.85)

is the interpolation-error power.
From (7.84) we find,

co,i

Ei
= R−1

L+1vi , (7.86)

hence the i-th column of R−1
L+1 is co,i/Ei . We can now

see that R−1
L+1 can be factorized as follows [7.28]:

R−1
L+1 =

⎛
⎜⎜⎜⎜⎝

1 −co,1,0 · · · −co,L,0

−co,0,1 1 · · · −co,L,1
...

...
. . .

...

−co,0,L −co,1,L · · · 1

⎞
⎟⎟⎟⎟⎠

·

⎛
⎜⎜⎜⎜⎝

1/E0 0 · · · 0

0 1/E1 · · · 0
...

...
. . .

...

0 0 · · · 1/EL−1

⎞
⎟⎟⎟⎟⎠

= CT
o D−1

e . (7.87)
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Furthermore, since R−1
L+1 is a symmetric matrix, (7.87)

can be written as,

R−1
L+1 =

⎛
⎜⎜⎜⎜⎝

1/E0 0 · · · 0

0 1/E1 · · · 0
...

...
. . .

...

0 0 · · · 1/EL−1

⎞
⎟⎟⎟⎟⎠

·

⎛
⎜⎜⎜⎜⎝

1 −co,0,1 · · · −co,0,L

−co,1,0 1 · · · −co,1,L
...

...
. . .

...

−co,L,0 −co,L,1 · · · 1

⎞
⎟⎟⎟⎟⎠

= D−1
e Co . (7.88)

Therefore, we deduce that,
co,i,l

Ei
= co,l,i

El
, i, l = 0, 1, · · · , L . (7.89)

The first and last columns of R−1
L+1 contain, respec-

tively, the normalized forward and backward predictors
and all the columns between contain the normalized
interpolators.

We are now going to show how the condition number
of the correlation matrix depends on the interpolators.
The condition number of the matrix RL+1 is defined
as [7.29]:

χ(RL+1)= ‖RL+1‖
∥∥R−1

L+1

∥∥ , (7.90)

where ‖ · ‖ can be any matrix norm. Note that χ(R) de-
pends on the underlying norm. Let us compute χ(RL+1)
using the Frobenius norm:

‖RL+1‖F =
[
tr
(
RT

L+1RL+1
)]1/2

= [
tr
(
R2

L+1

)]1/2
(7.91)

and∥∥R−1
L+1

∥∥F =
[
tr
(
R−2

L+1

)]1/2
. (7.92)

From (7.86), we have,

cT
o,ico,i

E2
i

= vT
i R−2

L+1vi , (7.93)

which implies that,
L∑

i=0

cT
o,ico,i

E2
i

=
L∑

i=0

vT
i R−2

L+1vi

= tr
(
R−2

L+1

)
. (7.94)

Also, we can easily check that,

tr
(
R2

L+1

)= (L+1)r2(0)+2
L∑

l=1

(L+1− l)r2(l) .

(7.95)

Therefore, the square of the condition number of the
correlation matrix associated with the Frobenius norm
is

χ2
F(RL+1)=

[
(L+1)r2(0)+2

L∑
l=1

(L+1− l)r2(l)

]

×
L∑

i=0

cT
o,ico,i

E2
i

. (7.96)

Some other interesting relations between the forward
predictors and the condition number can be found
in [7.30].

To conclude this section, we would like to let read-
ers know that several algorithms exist to compute the
optimal predictors efficiently, see for example, [7.31]
and [7.32]. All these algorithms are based on Levinson–
Durbin recursions.

7.8 Line Spectrum Pair Representation

Line spectrum pair (LSP) representation, first introduced
by Itakura [7.33], is a more-robust way to represent the
coefficients of linear predictive models. The LSP poly-
nomials have some very interesting properties shown
in [7.34].

A polynomial P(z) of order L is said to be symmetric
if

P(z)= z−L P(z−1) (7.97)

and a polynomial Q(z) is antisymmetric if

Q(z)=−z−L Q(z−1) . (7.98)

Let

A(z)= 1−a1z−1−a2z−2−· · ·−aL z−L (7.99)

be the optimal polynomial predictor of order L . It is well
known that in speech compression the coefficients of this
polynomial are inappropriate for quantization because
of their relatively large dynamic range and also because,
as stated earlier, quantization can change a stable LPC
filter into an unstable one [7.35]. From (7.99), we can
construct two artificial (L+1)-th-order (symmetric and
antisymmetric) polynomials by setting the (L+1)-th
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reflection coefficient, κL+1, to be +1 and −1. These
two cases correspond, respectively, to an entirely closed
or to an entirely open end at the last section of an acoustic
tube of L+1 piecewise-uniform sections [7.35],

P(z)= A(z)+ z−L A(z−1) , (7.100)

Q(z)= A(z)− z−L A(z−1) . (7.101)

The polynomial A(z) can be easily reconstructed from
P(z) and Q(z) by

A(z)= 1

2
[P(z)+Q(z)] . (7.102)

It was proved in [7.36] and [7.34] that the LSP poly-
nomials, P(z) and Q(z), have the following important
properties:

• all zeros of LSP polynomials are on the unit circle,• the zeros of P(z) and Q(z) are interlaced, and• the minimum-phase property of A(z) can be easily
preserved if the first two properties are intact after
quantization.

Now, define the two prediction error signals:

e+(k)= x(n)− 1

2
[x(n−1)+ x(n)]Ta+, (7.103)

e−(k)= x(n)− 1

2
[x(n−1)− x(n)]Ta− . (7.104)

It is shown in [7.37] and [7.38] that the LSP polynomials,
whose trivial zeroes have been removed, are equivalent

to the two optimal Wiener predictors a+o and a−o . This is
easy to see if we rewrite, e+(k) for example as

e+(k)=
[

1 − a+T

2

]
xL+1(n)

+
[
−a+T

2
0

]
xL+1(n)

= gTIT
d xL+1(n) , (7.105)

where

Id =

⎛
⎜⎜⎜⎜⎜⎜⎝

1 1 0 · · · 0

0 1 1 · · · 0
...
...
. . .

. . .
...

0 0 · · · 1 1

0 0 · · · 0 1

⎞
⎟⎟⎟⎟⎟⎟⎠

(7.106)

and

g=
⎛
⎝ 1

−a+

2

⎞
⎠ . (7.107)

By minimizing the MSE, E{e+2(k)}, with respect to
g, with the constraint gTv1 = 1, one can find the most
important results. For readers who are interested in
more details on the properties of LSP polynomials, we
recommend the paper by Bäckström and Magi [7.39].

7.9 Multichannel Linear Prediction

Multichannel linear prediction can be very useful in
stereo or multichannel speech compression. In an in-
creasing number of speech or audio applications, we
have at least two channels available, which are often
highly correlated with each other. Therefore, it makes
sense to take this interchannel correlation into account
in order to obtain more-efficient compression schemes.
Multichannel linear prediction is the best way to do
this.

Let

χ(k)=
[
x1(k) x2(k) · · · xM(k)

]T

be a real, zero-mean, stationary M-channel time series.
We define the multichannel forward prediction error
vector as,

ef,L (k)= χ(k)− χ̂(k)

= χ(k)−
L∑

l=1

AL,lχ(k− l)

= χ(k)−AT
L x(k−1) , (7.108)

where

AL = [AL,1 AL,2 · · · AL,L ]T

is the forward predictor matrix of size ML× M, each one
of the square matrices AL,l is of size M × M, and

x(k−1)= [χT(k−1) χT(k−2) · · · χT(k− L)]T

is a vector of length ML. (For convenience, some of the
notation used in this section is the same as that in the
previous sections.)
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To derive the optimal Wiener forward predictors, we
need to minimize the MSE,

Jf (AL )= E
{
eT

f,L (k)ef,L (k)
}
. (7.109)

We find the multichannel Wiener–Hopf equations:

RLAo,L = Rf (1/L) , (7.110)

where

RL = E{x(k−1)xT(k−1)} (7.111)

= E{x(k)xT(k)}

=

⎛
⎜⎜⎜⎜⎝

R(0) R(1) · · · R(L−1)

RT(1) R(0) · · · R(L−2)
...

...
. . .

...

RT(L−1) RT(L−2) · · · R(0)

⎞
⎟⎟⎟⎟⎠
(7.112)

is the block-Toeplitz covariance matrix of size ML×ML,

R(l)= E{χ(k)χT(k− l)}, l = 0, 1, · · · , L−1 ,

R(−l)= E{χ(k− l)χT(k)} = RT(l) ,

and

Rf (1/L)= [R(1) R(2) · · · R(L)]T
= E{x(k−1)χT(k)}

is the intercorrelation matrix of size ML × M.
Using the augmented block-Toeplitz covariance ma-

trix of size (ML+M) × (ML+M):

RL+1 =
(

R(0) RT
f (1/L)

Rf (1/L) RL

)
, (7.113)

we deduce the augmented multichannel Wiener–Hopf
equations:

RL+1

(
IM×M

−Ao,L

)
=
(

Ef,L

0ML×M

)
, (7.114)

where IM×M is the identity matrix of size M × M and

Ef,L = E
{
ef,o,L (k)eT

f,o,L (k)
}

= R(0)−RT
f (1/L)Ao,L (7.115)

is the forward error covariance matrix of size M × M,
with

ef,o,L (k)= χ(k)−AT
o,L x(k−1) . (7.116)

We will proceed with the same philosophy to derive
important equations for the multichannel backward pre-
diction. We define the multichannel backward prediction
error vector as

eb,L (k)= χ(k− L)− χ̂(k− L)

= χ(k− L)−
L∑

l=1

BL,lχ(k− l+1)

= χ(k− L)−BT
L x(k) , (7.117)

where

BL = [BL,1 BL,2 · · · BL,L ]T

is the backward predictor matrix of size ML × M with
each one of the square submatrices BL,l being of size
M × M.

The minimization of the MSE,

Jb(BL )= E
{
eT

b,L (k)eb,L (k)
}
, (7.118)

leads to the multichannel Wiener–Hopf equations for the
backward prediction:

RL Bo,L = Rb(1/L) , (7.119)

where

Rb(1/L)= E{x(k)χT(k− L)} (7.120)

= [RT(L) RT(L−1) · · · RT(1)]T .
By using the augmented block-Toeplitz covariance

matrix:

RL+1 =
(

RL Rb(1/L)

RT
b (1/L) R(0)

)
, (7.121)

we find the augmented multichannel Wiener–Hopf equa-
tions:

RL+1

(
−Bo,L

IM×M

)
=
(

0ML×M

Eb,L

)
, (7.122)

where

Eb,L = E
{
eb,o,L (k)eT

b,o,L (k)
}

= R(0)−RT
b (1/L)Bo,L (7.123)

is the backward error covariance matrix of size M × M,
with

eb,o,L (k)= χ(k− L)−BT
o,L x(k) . (7.124)
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To solve the multichannel Wiener–Hopf equations
efficiently, we need to derive some important rela-
tions [7.40]. Consider the following system,(

RL Rb(1/L)

RT
b (1/L) R(0)

)⎛⎜⎝ IM×M

−Ao,L−1

0M×M

⎞
⎟⎠

=
⎛
⎜⎝ Ef,L−1

0(ML−M)×M

Kf,L

⎞
⎟⎠ , (7.125)

where

Kf,L = RT(L)−RT
b (1/L−1)Ao,L−1 . (7.126)

Consider the other system,(
R(0) RT

f (1/L)

Rf (1/L) RL

)⎛⎜⎝ 0M×M

−Bo,L−1

IM×M

⎞
⎟⎠

=
⎛
⎜⎝ Kb,L

0(ML−M)×M

Eb,L−1

⎞
⎟⎠ , (7.127)

where

Kb,L = R(L)−RT
f (1/L−1)Bo,L−1 . (7.128)

If we post-multiply both sides of (7.127) by
E−1

b,L−1Kf,L , we get:

RL+1

⎛
⎜⎝ 0M×M

−Bo,L−1

IM×M

⎞
⎟⎠E−1

b,L−1Kf,L

=
⎛
⎜⎝Kb,L E−1

b,L−1Kf,L

0(ML−M)×M

Kf,L

⎞
⎟⎠ . (7.129)

Subtracting (7.129) from (7.125) and identifying the
resulting system with the augmented multichannel
Wiener–Hopf equations for forward prediction [eq.
(7.114)], we deduce the two recursions:

Ef,L = Ef,L−1−Kb,L E−1
b,L−1Kf,L , (7.130)

Ao,L =
(

Ao,L−1

0M×M

)

−
(

Bo,L−1

−IM×M

)
E−1

b,L−1Kf,L . (7.131)

Similarly, if we post-multiply both sides of (7.125)
by E−1

f,L−1Kb,L , we obtain:

RL+1

⎛
⎜⎝ IM×M

−Ao,L−1

0M×M

⎞
⎟⎠E−1

f,L−1Kb,L

=
⎛
⎜⎝ Kb,L

0(ML−M)×M

Kf,L E−1
f,L−1Kb,L

⎞
⎟⎠ . (7.132)

Subtracting (7.132) from (7.127) and identifying
the resulting system with the augmented multichan-
nel Wiener–Hopf equations for backward prediction
(7.122), we deduce the two recursions:

Eb,L = Eb,L−1−Kf,L E−1
f,L−1Kb,L , (7.133)

Bo,L =
(

0M×M

Bo,L−1

)

−
(
−IM×M

Ao,L−1

)
E−1

f,L−1Kb,L . (7.134)

Relations (7.130), (7.131), (7.133), and (7.134) were
independently discovered by Whittle [7.41] and Wiggins
and Robinson [7.42].

Another important relation needs to be found. In-
deed, using (7.116) and (7.124), we can easily verify,

E
{
ef,o,L−1(k)eT

b,o,L−1(k−1)
}=Kb,L , (7.135)

E
{
eb,o,L−1(k−1)eT

f,o,L−1(k)
}=Kf,L , (7.136)

which implies that,

Kb,L =KT
f,L . (7.137)

Table 7.2 summarizes the Levinson–Wiggins–
Robinson algorithm [7.42–44], which is a generalization
of the Levinson–Durbin algorithm to the multichannel
case.

Table 7.2 Levinson–Wiggins–Robinson algorithm

Initialization:Ef,0 = Eb,0 = R(0)

For1≤ l ≤ L

Kb,l = R(l)−RT
f (1 : l−1)Bo,l−1

Ao,l =
[

Ao,l−1

0M×M

]
−
[

Bo,l−1

−IM×M

]
E−1

b,l−1KT
b,l

Bo,l =
[

0M×M

Bo,l−1

]
−
[
−IM×M

Ao,l−1

]
E−1

f,l−1Kb,l

Ef,l = Ef,l−1−Kb,lE
−1
b,l−1KT

b,l

Eb,l = Eb,l−1−KT
b,lE

−1
f,l−1Kb,l
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7.10 Conclusions

In this chapter, we have tried to present the most im-
portant results in linear prediction for speech. We have
explained the principle of forward linear prediction and
have shown that the optimal prediction error signal tends
to be a white signal. We have extended the principle
of forward linear prediction to backward linear pre-
diction and derived the Cholesky factorization of the
inverse correlation matrix. We have developed the classi-
cal Levinson–Durbin algorithm, which is a very efficient
way to solve the Wiener–Hopf equations for the forward

and backward prediction coefficients. We have explained
the idea behind the lattice predictor. We have shown how
the spectrum of a speech signal can easily be estimated
thanks to the prediction coefficients. We have given some
notions of linear interpolation and have demonstrated
how the condition number of the correlation matrix is
related to the optimal interpolators. We have also pre-
sented some notions of line spectrum pair polynomials.
Finally, in the last section, we have generalized some of
these ideas to the multichannel case.

References

7.1 B.S. Atal: The history of linear prediction, IEEE Signal
Proc. Mag. 23, 154–161 (2006)

7.2 L.R. Rabiner, R.W. Schaffer: Digital Processing of
Speech Signals (Prentice-Hall, Englewood Cliffs 1976)

7.3 J.D. Markel, A.H. Gray Jr.: Linear Prediction of Speech
(Springer, New York 1976)

7.4 J. Makhoul: Linear prediction: a tutorial review,
Proc. IEEE 63, 561–580 (1975)

7.5 J.W. Picone: Signal modeling techniques in speech
recognition, Proc. IEEE 81, 1215–1247 (1993)

7.6 S.R. Quackenbush, T.P. Barnwell, M.A. Clements: Ob-
jective Measures of Speech Quality (Prentice-Hall,
Englewood Cliffs 1988)

7.7 Y. Huang, J. Benesty, J. Chen: Acoustic MIMO Signal
Processing (Springer, New York 2006)

7.8 F. Itakura, S. Saito: A statistical method for es-
timation of speech spectral density and formant
frequencies, Electron. Commun. Jpn. 53(A), 36–43
(1970)

7.9 G. Chen, S.N. Koh, I.Y. Soon: Enhanced Itakura
measure incorporating masking properties of hu-
man auditory system, Signal Process. 83, 1445–1456
(2003)

7.10 M.G. Bellanger: Adaptive Digital Filters and Signal
analysis (Marcel Dekker, New York 1987)

7.11 S. Haykin: Adaptive Filter Theory, 4th edn. (Prentice-
Hall, Upper Saddle River 2002)

7.12 C.W. Therrien: On the relation between triangular
matrix decomposition and linear prediction, Proc.
IEEE 71, 1459–1460 (1983)

7.13 N. Levinson: The Wiener RMS (root mean square) er-
ror criterion in filter design and prediction, J. Math.
Phys. 25(4), 261–278 (1947), Also Appendix B, in N.
Wiener, Extrapolation, Interpolation and Smoothing
of Stationary Time Series (MIT, Cambridge 1949)

7.14 J. Durbin: Efficient estimation of parameters in
moving-average models, Biometrika 46, 306–316
(1959), Parts 1 and 2

7.15 J. Durbin: The fitting of time-series models, Rev.
Inst. Int. Stat. 28(3), 233–243 (1960)

7.16 J.P. Burg: Maximum Entropy Spectral Analysis Ph.D.
Dissertation (Stanford Univ., Stanford 1975)

7.17 P. Delsarte, Y.V. Genin: The split Levinson algorithm,
IEEE Trans. Acoust. Speech ASSP-34, 470–478 (1986)

7.18 R. Kumar: A fast algorithm for solving a Toeplitz
system of equations, IEEE Trans. Acoust. Speech
ASSP-33, 254–265 (1985)

7.19 J. Makhoul: Stable and efficient lattice methods for
linear prediction, IEEE Trans. Acoust. Speech ASSP-
25, 423–428 (1977)

7.20 F. Itakura, S. Saito: Digital filtering techniques for
speech analysis and synthesis, Proc. 7th Int. Conf.
Acoust. 25(C-1), 261–264 (1971)

7.21 S.W. Lang, J.H. McClellan: A simple proof of stability
for all-pole linear prediction models, Proc. IEEE 67,
860–861 (1979)

7.22 M.H. Hayes: Statistical Digital Signal Processing and
Modeling (Wiley, New York 1996)

7.23 J. Makhoul: Spectral analysis of speech by linear pre-
diction, IEEE Trans. Acoust. Speech AU-21(3), 140–148
(1973)

7.24 S.M. Kay, S.L. Marple Jr.: Spectrum analysis – a
modern perspective, Proc. IEEE 69, 1380–1419 (1981)

7.25 J. M.Cadzow: Spectral estimation: an overdeter-
mined rational model equation approach, Proc. IEEE
70, 907–939 (1982)

7.26 S. Kay: Some results in linear interpolation theory,
IEEE Trans. Acoust. Speech ASSP-31, 746–749 (1983)

7.27 B. Picinbono, J.-M. Kerilis: Some properties of pre-
diction and interpolation errors, IEEE Trans. Acoust.
Speech ASSP-36, 525–531 (1988)

7.28 J. Benesty, T. Gaensler: New insights into the RLS
algorithm, EURASIP J. Appl. Si. Pr. 2004, 331–339
(2004)

7.29 G.H. Golub, C.F. Van Loan: Matrix Computations
(Johns Hopkins Univ. Press, Baltimore 1996)

7.30 J. Benesty, T. Gaensler: Computation of the condi-
tion number of a non-singular symmetric Toeplitz
matrix with the Levinson-Durbin algorithm, IEEE
Trans. Signal Proces. 54, 2362–2364 (2006)

Part
B

7



134 Part B Signal Processing for Speech

7.31 C.K. Coursey, J.A. Stuller: Linear interpolation lattice,
IEEE Trans. Signal Proces. 39, 965–967 (1991)

7.32 M.R.K. Khansari, A. Leon-Garcia: A fast algorithm
for optimal linear interpolation, IEEE Trans. Signal
Process. 41, 2934–2937 (1993)

7.33 F. Itakura: Line spectrum representation of linear
predictive coefficients of speech signal, J. Acoust.
Soc. Am. 57(1), 35 (1975)

7.34 F.K. Soong, B.-H. Juang: Line spectrum pair (LSP)
and speech data compression, Proc. ICASSP (1984)
pp. 1.10.1–1.10.4

7.35 F.K. Soong, B.-H. Juang: Optimal quantization of
LSP paramaters, IEEE Trans. Speech Audio Process. 1,
15–24 (1993)

7.36 S. Sagayama: Stability condition of LSP speech syn-
thesis didgital filter, Proc. Acoust. Soc. Jpn. (1982)
pp. 153–154, (in Japanese)

7.37 B. Kleijn, T. Bäckström, P. Alku: On line spectral
frequencies, IEEE Signal Proc. Lett. 10, 75–77 (2003)

7.38 T. Bäckström, P. Alku, T. Paatero, B. Kleijn: A
time-domain interpretation for the LSP decomposi-

tion, IEEE Trans. Speech Audio Process. 12, 554–560
(2004)

7.39 T. Bäckström, C. Magi: Properties of line spectrum
pair polynomials – A review, Elsevier Signal Process.
86, 3286–3298 (2006)

7.40 T. Kailath: A view of three decades of linear fil-
tering theory, IEEE Trans. Inf. Theory IT-20, 146–181
(1974)

7.41 P. Whittle: On the fitting of multivariate autoregres-
sions and the approximate canonical factorization
of a spectral density matrix, Biometrika 50, 129–134
(1963)

7.42 R.A. Wiggins, E.A. Robinson: Recursive solution to
the multichannel filtering problem, J. Geophys. Res.
70, 1885–1891 (1965)

7.43 O.N. Strand: Multichannel complex maximum en-
tropy (autoregressive) spectral analysis, IEEE T.
Automat. Contr. AC-22, 634–640 (1977)

7.44 P. Delsarte, Y.V. Genin: Multichannel singular pre-
dictor polynomials, IEEE Trans. Circuits Syst. 35,
190–200 (1988)

Part
B

7



135

The Kalman F8. The Kalman Filter

S. Gannot, A. Yeredor

The Kalman filter and its variants are some of the
most popular tools in statistical signal processing
and estimation theory. In this chapter, we intro-
duce the Kalman filter, providing a succinct, yet
rigorous derivation thereof, which is based on the
orthogonality principle. We also introduce several
important variants of the Kalman filter, namely
various Kalman smoothers, a Kalman predic-
tor, a nonlinear extension (the extended Kalman
filter), and adaptation to cases of temporally
correlated measurement noise.

The application of the Kalman filter to two
important speech processing problems, namely,
speech enhancement and speaker localization is
demonstrated.

8.1 Derivation of the Kalman Filter .............. 136
8.1.1 The Minimum Mean Square Linear

Optimal Estimator ........................ 136
8.1.2 The Estimation Error: Necessary and

Sufficient Conditions for Optimality 137
8.1.3 The Kalman Filter ......................... 138

8.2 Examples:
Estimation of Parametric Stochastic
Process from Noisy Observations ............ 141
8.2.1 Autoregressive (AR) Process ............ 142
8.2.2 Moving-Average (MA) Process ........ 143
8.2.3 Autoregressive Moving-Average

(ARMA) Process ............................. 143
8.2.4 The Case

of Temporally Correlated Noise....... 143

8.3 Extensions of the Kalman Filter ............. 144
8.3.1 The Kalman Predictor.................... 144
8.3.2 The Kalman Smoother ................... 145
8.3.3 The Extended Kalman Filter ........... 148

8.4 The Application of the Kalman Filter
to Speech Processing ............................ 149
8.4.1 Literature Survey .......................... 149
8.4.2 Speech Enhancement ................... 151
8.4.3 Speaker Tracking .......................... 154

8.5 Summary ............................................. 157

References .................................................. 157

The Kalman filter, together with its basic variants, are
some of the most widely applied tools in fields re-
lated to statistical signal processing, especially in the
context of causal, (nearly) real-time applications. In its
fundamental, classical form, Kalman filtering is aimed
at sequential (recursive) linear estimation of the state
of a linear dynamic system from noisy measurements,
linearly related to the unobserved state variables. The
general statistical framework of the Kalman filter is
Bayesian, namely a priori knowledge of statistical prop-
erties (up to second order) of the underlying process is
assumed. This knowledge is specified through the mean
and covariance of the initial state, and through the re-
cursive model equation, which can be used to propagate
these properties through time.

At each time instant, the Kalman filter’s output is
the optimal linear minimum mean square error (MSE)
estimator of the state from measurements up to that

time instant; moreover, it is the optimal minimum MSE
estimator in general (i. e., among all linear and non-
linear estimators), when the both the states and the
measurements share a jointly Gaussian probability dis-
tribution, specified by the model equations and by the
measurement equations. The recursive structure of the
filter (dwelling on the recursive structure of the model
and measurement equations) is computationally appeal-
ing, as it enables to automatically (and optimally) take
all past measurements into account, without the need
to explicitly remember (namely, spend memory re-
sources on) and account for these measurements. As
an important byproduct, the Kalman filter equations
also provide expressions for the MSE in the resulting
estimates.

The Kalman filter has found numerous applications
in fields related to control of dynamic systems. It is also
used for estimating and predicting the trajectories of
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moving objects, ranging from celestial bodies and mis-
siles to microscopic particles. Since the late 1980s the
Kalman filter was adopted for the estimation of speech
signals contaminated by additive noise.

Rudolf Emil Kalman was born on 19 May 1930 in
Budapest, Hungary (These historical notes are based on
Grewal and Andrews’ book [8.1] ). During the second
world war his family emigrated to the USA. In Novem-
ber 1958, while working in the Research Institute for
Advanced Studies (RIAS), Kalman came up with the
fundamental idea of applying state-space notation to the
Wiener filter problem. This turned out to be the basis
of the celebrated Kalman filter [8.2, 3]. The first known
application of the Kalman filter, a trajectory estimation
for the Apollo mission, was the work of Schmidt [8.4,5]
conducted at the Ames Research Center of the National
Aeronautics and Space Administration (NASA). Since
then the Kalman filter is an essential part of nearly every
trajectory estimation task.

The Kalman filter and its variants (predictor,
smoother and nonlinear forms) are widely addressed
in the statistical signal processing and control theory lit-
erature. There is a plethora of articles and text books
on both theoretical and practical aspects. The interested
reader is referred to the books [8.1, 6, 7] and [8.8], to
name just a few. A survey of associated speech-related
papers can be found in Sect. 8.4.

This chapter is aimed at providing an overview of
the basic Kalman filter, as well as some of its most
popular variants, including concise, yet rigorous deriva-
tions of the resulting expressions. In addition, it provides
emphasis on the applicability of Kalman filtering in
speech-processing-related problems, such as speech en-
hancement (denoising) and speaker tracking. Although
the general framework of Kalman filtering allows for
complex-valued state vectors and measurements, we
chose to concentrate, for simplicity, on the real-valued
case, which is most commonly encountered in speech-
related applications.

This chapter is structured as follows. In the next
section, we provide the formulation of the estimation
problem, as well as a rigorous derivation of the basic
Kalman filter equations. In Sect. 8.2, we demonstrate
the use of the Kalman filter in common stochastic de-
noising problems. Section 8.3 offers an overview of
classical, immediate extensions of the Kalman filter,
namely the Kalman predictor, the Kalman smoother (in
various forms), and the extended Kalman filter (which
addresses nonlinear models). Section 8.4 is dedicated
to applications of Kalman filter in the context of speech
processing; it provides a thorough literature survey of re-
cent research activities in this context, as well as detailed
examples of two popular applications, namely speech
enhancement and speaker tracking.

8.1 Derivation of the Kalman Filter

Several approaches can be taken in the derivation of
the Kalman filter. Following specification of the model
equations and measurement equations, one can as-
sume a Gaussian distribution of the driving processes,
as well as of the initial state, and then derive the
posterior distributions of the states given the obser-
vations, taking the mean of the resulting distributions
as the states’ estimates, namely as the filter’s out-
puts. Another option is to take a recursive weighted
least-squares (WLS) approach combined with special
weighting of the previous estimate of the states in
the role of additional measurements. Both of these
approaches, while perfectly legitimate, tend to be some-
what cumbersome in the exposition of the associated
derivations.

In this section, we will take a slightly different
approach, dwelling on the well-known orthogonality
principle, which is a basic property of the optimal linear
estimator’s estimation error. By showing that the asso-
ciated optimality properties are automatically inherited

from one recursion phase to the next, we would establish
the claimed optimality of the entire scheme.

In the following subsection, we will review the op-
timal linear estimator (in the Bayesian framework) and
the associated necessary and sufficient conditions for
optimality. We will then exploit these conditions in
the derivation of the Kalman filter in the subsequent
subsection.

8.1.1 The Minimum Mean Square Linear
Optimal Estimator

Let x and y be two random vectors with an arbitrary
distribution having finite moments up to second order.
Denoting by z = (xT yT)T the concatenation of the two
vectors into a single vector, the mean and covariance of
z are then given by

ηz = E(z)=
(

ηx

ηy

)
(8.1a)
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Czz = E
[
(z−ηz)(z−ηz)T]=

(
Cxx Cxy

Cyx Cyy

)
(8.1b)

with obvious partitions according to the respective di-
mensions, where ηx and ηy denote the means of x and
y, respectively, Cxx, Cyy, denote the covariance matri-
ces of x, y, respectively, and Cxy = CT

yx denotes the
covariance between x and y.

Assume now that it is desired to estimate x from
observation of a y using linear estimation of the form

x̂= Ay+b , (8.2)

where x̂ denotes the estimate of x, and A and b are some
fixed matrix and vector, respectively, of the appropriate
dimensions. Note that any linear estimator can be rep-
resented in such a form, and its properties are uniquely
determined by A and b.

Assume further that it is desired to find the linear
estimator that attains the smallest (matrix) MSE among
all linear estimators. More specifically, denoting

ε = x̂− x (8.3)

as the estimation error, the (matrix) MSE is defined as

P= E(εεT) . (8.4)

An estimator x̂1 is said to attain a smaller (matrix) MSE
than another estimator, say x̂2, when the matrix P1 at-
tained by x̂1 is smaller than the matrix P2 attained by x̂2,
in the sense that the difference matrix P2−P1 is positive
(semi-)definite.

Let us find A and b which minimize the MSE. For
any A, b, the estimation error is given by

ε = x̂− x= Ay+b− x

= A(y−ηy)− (x−ηx)+ c , (8.5)

where c is a constant vector, defined as

c= b+Aηy−ηx . (8.6)

We thus obtain

P= E(εεT)= E
[
(A(y−ηy)− (x−ηx)+ c)

(A(y−ηy)− (x−ηx)+ c)T]
= ACyyAT−ACyx−CxyAT+Cxx+ ccT . (8.7)

Since the term ccT is positive semidefinite, P would
definitely be minimized with respect to c (controlled by
b) by setting c= 0, obtained by choosing

b= ηx−Aηy . (8.8)

It now remains to minimize

P= ACyyAT−ACyx−CxyAT+Cxx (8.9)

with respect to A. Assuming that Cyy is invertible, we
note that P in (8.9) can also be written as

P= (
A−CxyC−1

yy
)
Cyy ·

(
A−CxyC−1

yy
)T

+Cxx−CxyC−1
yy Cyx . (8.10)

If Cyy is singular, this means that the measurements vec-
tor y contains some redundancy, as one or more linear
combinations of its elements are zero (in the mean-
squared sense). This means in turn, that y can be reduced
into a smaller measurements vector with non-singular
covariance, without loss in the attainable MSE in es-
timating x. The first term in (8.10) is again positive
semi-definite, and may be set to zero by selecting

A= CxyC−1
yy . (8.11)

Since the other two terms do not depend on A (or on b),
this is the global minimizing solution, and the remainder
is the residual (minimal) MSE matrix. Combining (8.8)
and (8.11), we obtain the optimal linear estimator

x̂= ηx+CxyC−1
yy (y−ηy) , (8.12)

whose MSE is given by (8.10):

P= Cxx−CxyC−1
yy Cyx . (8.13)

8.1.2 The Estimation Error: Necessary and
Sufficient Conditions for Optimality

Recall the estimation error (8.5) of any linear estimator:

ε = A(y−ηy)− (x−ηx)+ c . (8.14)

We obviously have

E(ε)= c (8.15)

and

E(εyT)= ACyy−Cxy+ cηT
y . (8.16)

When substituting (8.8) and (8.11) into (8.15) and (8.16)
we easily obtain E(ε)= 0 and E(εyT)= 0. Moreover, it
can be seen from (8.15) and (8.16) that, for any linear es-
timator, E(ε)= 0 and E(εyT)= 0 imply (respectively)
(8.8) and (8.11), which in turn imply the MSE optimal-
ity of the estimator. We may therefore conclude with
the following necessary and sufficient conditions for the
optimal linear estimator.
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Theorem 8.1
Let x̂ denote an estimator of a random vector x from
the random vector (measurements) y, and let ε = x̂−
x denote the estimation error. x̂ is the optimal linear
estimator of x from y in the sense of minimum MSE if
and only if the following three conditions hold:

1. x̂ is a linear function of y,
2. E(ε)= 0,
3. E(εyT)= 0.

The condition of linearity is trivial. The zero-mean
condition asserts that there is no constant bias in the
optimal linear estimation, since any such bias can be
removed in a linear operation, which would thereby re-
duce the MSE. The third condition asserts that there
should be no correlation between any of the estimation
error’s elements and any of the measurements. This is
a fundamental condition for MSE optimality of the op-
timal linear estimator: if any of its estimation error’s
elements were correlated with any of the measurements,
then this would (intuitively) mean that by observing
these measurements one could deduce the mean direc-
tion of departure of the respective errors from their (zero)
mean. Such knowledge would in turn imply that a linear
estimator of the respective estimation errors can be con-
structed and appended to the original estimator, so as to
further reduce the MSE without breeching the linearity
framework. If such an operation is possible, the original
estimator cannot be MSE-optimal.

Therefore, the orthogonality condition, together with
the zero-mean and linearity conditions, imply that all lin-
ear operations that may potentially reduce the MSE have
been exhausted, and no further linear operations may be
able to reduce the MSE further. Naturally, this implies
MSE optimality of the respective linear estimator. In the
sequel, we shall exploit these three conditions in con-
structively designing the estimator to satisfy all three,
thereby inducing its optimality.

8.1.3 The Kalman Filter

Quite commonly, it is required to estimate time-
dependent random vectors xn from measurements yn
obtained sequentially in time (where n is the time in-
dex). Although the expressions derived above for the
linear estimator’s parameters (the matrix A and vec-
tor b) can always be used, the associated computation
of covariance matrices (and their inversion) may be-
come prohibitively computationally demanding in such

applications, especially as the dimension of the ac-
cumulated measurements vector placed in a matrix
Y= (y1 y2 · · · yn) increases. Even if these matrices
are computed offline, the required storage space has to
grow with the increase in the dimension of y, as more
measurements become available.

Often, however, the propagation of the statistics of
the process of interest (together with the measurements)
can be deduced from a recursive description of the
model. It would therefore be computationally appeal-
ing if it were possible to apply a recursive scheme, in
which the optimal linear estimator takes a similar form,
with simplified computation of the associated matrices.
Such a recursive (linear, optimal) estimation scheme is
known as Kalman filtering.

Assume that the underlying process of interest sat-
isfies the following recursive model equations:

xn =Φn xn−1+wn, n = 1, 2, . . . , (8.17)

where Φn denotes the (known) transition matrix from
the state at time instant n−1 to the state at time in-
stant n and wn denotes the stochastic driving noise
at time instant n, assumed to be of zero mean with
known covariance Qn . The initial conditions for this
set of equation are the mean m0 = E(x0) and covariance
P0 = E

(
(x0−m0)(x0−m0)T

)
of the initial state x0.

Assume further that the measurements yn are re-
lated to the states xn via the following measurement
equations:

yn =Hn xn+vn, n = 1, 2, . . . , (8.18)

where Hn denotes the (known) transformation matrix
from the state xn to the measurement yn , and vn de-
notes the stochastic measurement noise at time instant
n, assumed to be of zero mean with known covariance
Rn .

It is further assumed that the initial state x0, the
driving noise wn , and the measurement noise vn are all
uncorrelated, namely:

E
(
x0w

T
n

)= 0 E
(
x0v

T
n

)= 0 ∀n

E
(
wnvT

m

)= 0 ∀n,m

E
(
wnwT

m

)= 0 E
(
vnvT

m

)= 0 ∀n = m

E
(
wnwT

n

)=Qn E
(
vnvT

n

)= Rn . ∀n (8.19)

In the classical causal filtering framework, it is
desired to compute, at each time instant n, the opti-
mal linear estimator of xn from all the measurements
y1, y2, . . . , yn up to the same time instant. We shall now
propose a recursive scheme for this estimation process.
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To this end, let us introduce a general simplified
notation, denoting by x̂k|� the optimal linear estimator
of xk from y1, y2, . . . , y�. Likewise, we denote by εk|� =
x̂k|�− xk this estimator’s estimation error, and by Pk|� =
E(εk|�εT

k|�) its (matrix) MSE.
Assume now, that at time instant n we are given

x̂n−1|n−1. Let us proceed in the following two-step
scheme:

1. Obtain x̂n|n−1 from

x̂n|n−1 =Φn x̂n−1|n−1 , (8.20)

2. Using the new measurement yn , obtain x̂n|n from

x̂n|n = x̂n|n−1+Kn(yn−Hn x̂n|n−1) , (8.21)

where Kn is a special weighting matrix to be derived
shortly, often termed the Kalman gain.

These steps have the following intuitive interpretation:

• In the first step (often called the propagation step),
we compute the estimate of xn based on all the pre-
vious measurements up to yn−1. Since we already
have the optimal estimate of xn−1 based on these
measurements, the best we can do, in the absence of
new information, is to apply the model equation to
x̂n−1|n−1, ignoring the unknown, zero-mean driving
noise wn .• In the second step (often called the update step),
we use the new measurement yn to update the esti-
mate of xn from the first step, which was only based
on previous measurements. The update consists of
an additive term, which is proportional to the inno-
vation contained in the new measurement yn . This
innovation reflects the additional information in yn
regarding the estimate x̂n|n−1: if the measurement is
equal to what could be expected from that estimate,
namely to Hn x̂n|n−1, then there is no innovation (the
term is zero), and consequently x̂n|n−1 is deemed
good enough to become x̂n|n , having been confirmed
by yn . However, usually this is not the case, and
a nonzero innovation has to be incorporated when
updating x̂n|n−1 to x̂n|n . The proper weighting in the
transformation from the innovation to the update is
prescribed by the Kalman gain matrix Kn .

Natural and intuitively appealing as it may be, this
explanation can by no means serve as a proof of optimal-
ity. We shall now derive a rigorous proof of optimality,
based on the three necessary and sufficient conditions
mentioned above, namely linearity, zero-mean of the er-
ror, and orthogonality of the error to all measurements

on which the estimate is based. Our proof will be based
on recursive induction of these conditions, dwelling
on the recursive structure of the estimator. An impor-
tant byproduct of the proof will be an expression for
the Kalman gain matrix Kn , obtained by enforcing the
optimality conditions. We will also obtain important ex-
pressions for the associated error covariances Pn|n−1 and
Pn|n .

As mentioned above, let us assume that at time
instant n we have x̂n−1|n−1, the optimal linear esti-
mator of xn−1 from y1, y2, . . . , yn−1. Its associated
estimation error is εn−1|n−1, which by virtue of the op-
timality of x̂n−1|n−1, has zero mean and is orthogonal to
y1, y2, . . . , yn−1.

We will now show that the proposed scheme prop-
agates the optimality conditions from x̂n−1|n−1 to the
resulting estimate x̂n|n (and, also, along the way, to the
intermediate estimate x̂n|n−1). Considering the linear-
ity condition first, it is obvious that, since x̂n−1|n−1 is
a linear function of all y1, y2, . . . , yn−1, so is x̂n|n−1
obtained from (8.20) and thus also x̂n|n obtained from
(8.21).

To examine the two remaining conditions, let us
monitor the propagation of the estimation error. Sub-
tracting xn from (8.20), we obtain, by substituting (8.17),

εn|n−1 = x̂n|n−1− xn

=Φn x̂n−1|n−1− (Φn xn−1+wn)

=Φn(x̂n−1|n−1− xn−1)−wn

=Φnεn−1|n−1−wn . (8.22)

Likewise, subtracting xn from (8.21), we get, by substi-
tuting (8.18),

εn|n = x̂n|n− xn

= x̂n|n−1+Kn(yn−Hn x̂n|n−1)− xn

= εn|n−1+Kn(Hn xn+vn−Hn x̂n|n−1)

= εn|n−1+Kn(−Hnεn|n−1+vn)

= (I−KnHn)εn|n−1+Knvn . (8.23)

It is now easily observed that from (8.22)

E(εn|n−1)=Φn E(εn−1|n−1)− E(wn)= 0 , (8.24)

and hence from (8.23),

E(εn|n)= (I−KnHn)E(εn|n−1)+Kn E(vn)= 0 ,
(8.25)

thus the zero-mean condition is seen to propagate simply
by construction of the proposed estimation scheme. It
now remains to verify the orthogonality condition. Let
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us first examine the orthogonality of εn|n−1 to all the
measurements on which x̂n|n−1 is based, namely to all
y�, �= 1, 2, . . . , n−1. Using (8.22) again we get

E
(
εn|n−1yT

�

)= E
[
(Φnεn−1|n−1−wn)yT

�

]
=Φn E

(
εn−1|n−1 yT

�

)− E
(
wn yT

�

)
= 0 , �= 1, 2, . . . , n−1, (8.26)

where the first term is zeroed-out due to the optimal-
ity of x̂n−1|n−1, and the second term is zeroed-out
since all of the measurements y� up to �= n−1 are
essentially linear functions of the random vectors x0,
w1,w2, . . . ,wn−1, v1, v2, . . . , vn−1, which are all or-
thogonal to wn – thus these measurements are all
orthogonal to wn as well. Note that this already im-
plies that the intermediate estimate x̂n|n−1 of (8.20) is
the optimal linear estimator of xn from all measurements
up to the previous time instant n−1.

We now wish to verify a similar orthogonality con-
dition for εn|n . Note that for optimality of x̂n|n , εn|n has
to be orthogonal to all y� for �= 1, 2, . . . , n, namely
to the same measurements as εn|n−1, plus the new
measurement yn used in the update stage. Let us first
examine the orthogonality to past measurements only,
up to �= n−1. Using (8.23) we get

E
(
εn|n yT

�

)= E
{[(I−KnHn)εn|n−1+Knvn]yT

�

}
= (I−KnHn)E

(
εn|n−1 yT

�

)+Kn E
(
vn yT

�

)
= 0 , �= 1, 2, . . . , n−1, (8.27)

where the first term is zeroed-out following (8.26), and
the second is zeroed-out due to a similar argument as
used above for (8.26).

Note that all of the conditions up to this point were
propagated automatically by the structure of the estima-
tion scheme, regardless of the value of Kn . By imposing
the remaining condition of orthogonality of εn|n to yn ,
we would now get an explicit expression for Kn . We
have

E
(
εn|n yT

n

)= E{[(I−KnHn)εn|n−1+Knvn]
· (Hn xn+vn)T}

= E
{[(I−KnHn)εn|n−1+Knvn]

· (Hn(x̂n|n−1± εn|n−1)+vn)T} .
(8.28)

This expression involves six types of expectations that
have to be computed, as follows:

E
(
εn|n−1x̂T

n|n−1

)= 0 , (8.29a)

since x̂n|n−1 is a linear function of measurements y� up
to �= n−1, all of which are orthogonal to εn|n−1 [by
(8.26)];

E
(
εn|n−1ε

T
n|n−1

)= Pn|n−1 , (8.29b)

by definition;

E
(
εn|n−1v

T
n

)= 0 , (8.29c)

since εn|n−1 is a linear function of past measurements
and of xn , all of which are in turn linear functions of
x0, w1,w2, . . . ,wn and v1, v2, . . . , vn−1, which are all
orthogonal to vn ;

E
(
vn x̂T

n|n−1

)= 0 , (8.29d)

due to a similar argument;

E
(
vnεT

n|n−1

)= 0 , (8.29e)

[same as (8.29c)]; and

E
(
vnvT

n

)= Rn , (8.29f)

from the measurement equation (8.18). To conclude, we
obtain, substituting (8.29a)–(8.29f) into (8.28)

E
(
εn|n yT

n

)= (I−KnHn)Pn|n−1HT
n +KnRn ,

(8.30)

which has to equal 0 to secure all optimality conditions.
This leads to the requirement

Pn|n−1HT
n =Kn

(
HnPn|n−1HT

n +Rn
)
, (8.31)

which is easily satisfied by setting the Kalman gain Kn
to be

Kn = Pn|n−1HT
n

(
HnPn|n−1HT

n +Rn
)−1

. (8.32)

A remaining practical issue, which is also of inter-
est for performance evaluation, is the computation of
the error covariance Pn|n−1, required in the computa-
tion of (8.32). We take a similar recursive approach in
the computation of these matrices: assume that along
with x̂n−1|n−1 (the previous estimate) we are also given
Pn−1|n−1. From (8.22) we have

Pn|n−1

= E
(
εn|n−1ε

T
n|n−1

)
= E

[
(Φnεn−1|n−1−wn)(Φnεn−1|n−1−wn)T]

=ΦnPn−1|n−1Φ
T
n +Qn , (8.33)

in which we used the orthogonality of wn to εn−1|n−1,
the latter being a linear function of random vectors from
the past, which are all uncorrelated with wn .
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Although Pn|n−1 is sufficient for computing Kn ,
we are also interested in Pn|n , both for obtaining the
estimate’s MSE and for passing that matrix onto the
following recursion phase. From (8.23) we get

Pn|n = E
(
εn|nεT

n|n
)

= E
{[(I−KnHn)εn|n−1+Knvn]

· (I−KnHn)εn|n−1+Knvn)T}
= (I−KnHn)Pn|n−1(I−KnHn)

+KnRnKT
n , (8.34)

again having used the orthogonality of vn to εn|n−1,
a linear function of past measurements and of xn , which
are all orthogonal to vn . Although (8.34) can indeed
serve to compute Pn|n , considerable simplification of
this expression is possible. In fact, it can be shown that
this expression is equivalent to the following:

Pn|n = (I−KnHn)Pn|n−1 . (8.35)

To show this, observe that the difference between (8.34)
and (8.35) can be expressed as

− (I−KnHn)Pn|n−1HT
n KT

n +KnRnKT
n

= (−Pn|n−1HT
n +KnHnPn|n−1HT

n +KnRn
)
KT

n

= [−Pn|n−1HT
n +Kn

(
HnPn|n−1HT

n +Rn
)]

KT
n .

(8.36)

Substituting (8.31) we easily observe that this differ-
ence vanishes, implying the equivalence of the two
expressions.

This concludes the derivation of the expressions nec-
essary to carry out a single recursion phase, in which the
optimal linear estimate and its MSE matrix, provided
from the previous recursion phase, are used, together
with a new measurement, to compute an updated opti-
mal linear estimate and its associated MSE matrix. In

such a recursive structure, the output of each recursion
phase serves as the input to the next recursion phase, and
optimality is maintained throughout. A small remaining
issue is the initialization of the process: we first need
x̂0|0, the MSE-optimal linear estimate of x0 based on no
measurements at all. Naturally, that MSE-optimal esti-
mator is the known mean of x0, namely m0. Moreover,
the required covariance of that estimate is given by

P0|0 = E
[
(x̂0|0− x0)(x̂0|0− x0)T]

= E
[
(m0− x0)(m0− x0)T]= P0 . (8.37)

We are now ready to summarize the recipe for
applying the Kalman filter:
Initialization:

Let x̂0|0 :=m0 ,

and P0|0 := P0 .

Proceed for n=1,2, . . . :
Propagation equations:

x̂n|n−1 :=Φn x̂n−1|n−1 , (p1)

Pn|n−1 :=ΦnPn−1|n−1Φ
T
n +Qn . (p2)

Update equations:

Kn := Pn|n−1HT
n

(
HnPn|n−1HT

n +Rn
)−1

, (u1)

x̂n|n := x̂n|n−1+Kn(yn−Hn x̂n|n−1) , (u2)

Pn|n := (I−KnHn)Pn|n−1 . (u3)

Note that (p2), (u1), and (u3) are all data indepen-
dent, so wherever applicable, they can be computed in
advance before the data sequence arrives. Only (p1) and
(u2) need to be computed online. This appealing feature
not only enables to save real-time computations, but also
enables one to assess the propagation of MSE in time
beforehand, as this MSE, expressed by the sequence of
Pn|n , is data independent.

8.2 Examples: Estimation of Parametric Stochastic Process
from Noisy Observations

Formulating the Kalman filter for the estimation of
a stochastic process contaminated by additive noise
often boils down to the definition of the state-space
equations. In this section, we will exemplify the pro-
cedure for noisy observations of several quite common
stochastic processes. Although we shall consider station-
ary processes, the derivation of the Kalman filter does not
necessitate any stationarity assumption. In Sect. 8.4 we

will consider speech signals, which can only be assumed
to be quasistationary.

Consider a difference equation with time-invariant
coefficients,

x(n)=−
p∑

k=1

αkx(n− k)+
q∑

k=0

βkw(n− k), (8.38)
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Fig. 8.1 A block diagram presenting an autoregressive
moving-average process

where w(n) is some zero-mean white-noise input, with
variance E[w2(n)] = σ2

w. The output signal is usually
termed an autoregressive moving-average (ARMA) pro-
cess. The process x(n) is a sum of two terms. The first
term is a weighted sum of past output signal values
[hence the term autoregressive (AR)]. The time-invariant
AR coefficients, α1, . . . , αp are the weight values. The
second term is a weighted average of past and current
input samples [hence the term moving-average (MA)].
The time-invariant MA coefficients, β0, . . . , βq , are the
weight values. A possible block diagram of the pro-
cess generation is depicted in Fig. 8.1; this form is often
called direct form II, and is one of several alternative
forms.

The block z−1 denotes a unit delay. It is desired
to estimate x(n) from noisy observations thereof, y(n),
given by

y(n)= x(n)+v(n), (8.39)

where v(n) denotes additive background noise with
variance σ2

v .
We will now turn to a formulation of the state-space

representation of three special cases of the difference
equation given in (8.38), namely, AR, MA, and ARMA
processes. The state variables will be defined, in all three
cases, as the inputs of the delay units, constituting the
max(p, q+1) × 1 state vector

xT
n = (s(n− p+1) s(n− p+2) . . . s(n)) . (8.40)

We assume without loss of generality that p > q. If this
inequality does not hold, extra, zero-valued coefficients
can be appended to the existing coefficients.

8.2.1 Autoregressive (AR) Process

In the autoregressive case, the coefficients β1, . . . , βq
are assumed to be zero, while β0 = 1. The resulting
process is given by

x(n)=−
p∑

k=1

αkx(n− k)+w(n) . (8.41)

The p × 1 state-vector is given by (8.40), where the state
variable s(n) is essentially the output signal x(n). In
some cases it might be useful to define a longer state-
vector with p+1 elements x(n− p), . . . , x(n). We will
elaborate on such a case when discussing the application
to speech signals in Sect. 8.4. However, continuing with
the p × 1 formulation, define the p × p transition matrix

Φ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 · · · 0
...

. . .
...

...
...

. . .
. . . 0

0 · · · · · · 0 1

−αp −αp−1 · · · −α2 −α1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (8.42)

Note that the transition matrix is time invariant in this
case. Define also the vector (p × 1) and matrix (1 × p)

wT
n = (0 . . . 0 w(n)) , (8.43)

H= (0 . . . 0 1) . (8.44)

Then (8.41) and (8.39) can be rewritten as

xn =Φxn−1+wn (8.45)

y(n)=Hxn+v(n) .

Accordingly, the driving noise correlation matrix is
given by

Q=

⎛
⎜⎜⎜⎜⎝

0 0 · · · 0
...
. . .

...
...

0 · · · 0 0

0 · · · 0 σ2
w

⎞
⎟⎟⎟⎟⎠ (8.46)

and, since in this case the measurement vector is a scalar,
the measurement noise correlation matrix is the scalar
R= σ2

v . Using the state-space representation in (8.45)
the Kalman filter is readily applied.
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8.2.2 Moving-Average (MA) Process

In the moving-average case, the coefficients α1, . . . , αp
are assumed to be identically zero, hence the process
model simplifies to

x(n)=
q∑

k=0

βkw(n− k) . (8.47)

The (q+1)×1 state-vector is accordingly given in a form
similar to (8.40) with p replaced by q+1. Now the state
variable s(n) is essentially the input signal w(n). Us-
ing the above definitions, we can reformulate (8.47) in
a state-space representation. The (q+1) × (q+1) tran-
sition matrix becomes a simple time-shift matrix,

Φ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 · · · 0
...
. . .

...
...

...
. . .

. . .
...

0 · · · · · · 0 1

0 0 · · · 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (8.48)

Define the vector [(q+1) × 1] and matrix [1 × (q+1)]
wT

n = (0 . . . 0 w(n)) , (8.49)

H= (βq . . . β1 β0) . (8.50)

Then (8.47) and (8.39) can again be rewritten as

xn =Φxn−1+wn (8.51)

y(n)=Hxn+v(n) .

As in the previous case (the AR process), the driving
noise correlation matrix is given by (8.46) and the meas-
urement noise correlation matrix by the scalar R= σ2

v .
The state-space representation (8.51) can be used in the
Kalman formulation.

8.2.3 Autoregressive Moving-Average
(ARMA) Process

The state vector of the ARMA process is also given
by (8.40) (assuming p > q), but now it is not directly
related to either the input or the output signals. The
transition matrix is identical to the p × p AR transition
matrix in (8.42). The p × 1 measurement matrix is equal
to the corresponding MA measurement matrix padded
with p−q−1 zeros

H= (βq . . . β1 β0 0 . . . 0) . (8.52)

The driving noise vector is identical to both the AR and
MA processes and is given by (8.43). As in the spe-
cial cases, the driving noise correlation matrix is given
by (8.46) and the measurement noise correlation matrix
is the scalar R= σ2

v .

8.2.4 The Case
of Temporally Correlated Noise

The assumption that the measurement noise is tempo-
rally uncorrelated, i. e., E(vnvT

m)= 0, ∀n = m is not
always realistic. To circumvent the need to account
explicitly for correlated noise in the Kalman filter equa-
tions, the following procedure is commonly used.

Assume that the measurement noise vn can be de-
scribed using a state-space model as well. Let xv

n denote
the respective noise state vector. Then

xv
n =Φv

n xv
n−1+wv

n , n = 1, 2, . . . , (8.53)

where Φv
n is a known matrix, and wv

n is a temporally un-
correlated zero-mean driving noise (for the noise signal)
with correlation matrix E[wv

n(wv
n)T] =Qv

n . The meas-
urement noise vn is related to the noise state vector xv

n
by:

vn =Hv
n xv

n , n = 1, 2, . . . , (8.54)

where Hv
n is known.

Assume that the recursive model in (8.17) and the
measurement equations (8.18) still hold. We restate these
equation with a slight change of notations. The signal
state-space model is given by:

xs
n =Φs

n xs
n−1+ws

n n = 1, 2, . . . (8.55)

and the signal measurement model is given by:

yn =Hs
n xs

n+vn =Hs
n xs

n+Hv
n xv

n , n = 1, 2, . . .
(8.56)

Therefore, concatenating both state vectors will en-
able the use of the standard Kalman filter. Let

xT
n =

((
xs

n

)T (xv
n

)T)
be the augmented state vector, and define

wT
n =

((
ws

n

)T (
wv

n

)T)
to be the driving noise vector. The augmented transition
matrix is then given by

Φn =
(

Φs
n 0

0 Φv
n

)

where 0 is an all-zeros matrix of the proper dimensions.
Then the concatenated recursive model is given by

xn =Φn xn−1+wn, n = 1, 2, . . . (8.57)
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The respective driving noise covariance matrix is given
by

Qn =
(

Qs
n 0

0 Qv
n

)
.

Accordingly, the measurement equation can be reformu-
lated as

yn =Hn xn, n = 1, 2, . . . , (8.58)

where

Hn =
(
Hs

nHv
n

)
.

Note, that as the measurement equation (8.58) is noise-
free, the noise correlation matrix is zero, i. e., Rn = 0.

8.3 Extensions of the Kalman Filter

8.3.1 The Kalman Predictor

In various applications it is desirable to predict the
value of a future state, say xm , from measurements
y1, y2, . . . , yn up to some time instant n <m. The opti-
mal linear estimator (predictor) in the sense of minimum
MSE is the Kalman predictor, which is based on the
Kalman filter and has a simple, intuitively appealing
structure.

Let us first consider a one-step predictor, which
predicts (estimates) xn+1 from y1, y2, . . . , yn . The pre-
diction equation is given by

x̂n+1|n =Φn+1 x̂n|n , (8.59)

where x̂n|n is the Kalman filter’s output at time instant
n, namely the optimal linear estimate of xn from the
same measurements. As shown in Sect. 8.1, in order
to establish optimality of the proposed predictor, we
need to verify linearity, zero-mean estimation errors,
and orthogonality of the estimation errors to all of the
measurements y1, y2, . . . , yn on which the prediction
is based. The linearity property is trivially satisfied from
the linearity of the expression (8.59) and of the Kalman
filter. To examine the other two properties, let us first
establish a recursive relation for the prediction error.
Subtracting xn+1 from both sides of (8.59), we get

εn+1|n =Φn+1 x̂n|n− xn+1

=Φn+1 x̂n|n− (Φn+1xn+wn+1)

=Φn+1εn|n−wn+1 , (8.60)

where we have substituted the model equation (8.17)
for xn+1. It is now easily verified that the optimality
of the Kalman filter induces optimality of the one-step
predictor, as

E(εn+1|n)=Φn+1 E(εn|n)− E(wn+1)= 0 (8.61)

and

E(εn+1|n y�)=Φn+1 E(εn|n y�)− E(wn+1 y�)= 0
(8.62)

for all �= 1, 2, . . . , n, where we have also exploited the
orthogonality of wn+1 to past measurements (which are
linear functions of x0, past of wk and past of vk , all of
which are orthogonal to wn+1).

This establishes the optimality of the proposed one-
step Kalman predictor. The associated MSE is also easily
derived from (8.60),

Pn+1|n =Φn+1Pn|nΦT
n+1|n+Qn+1 , (8.63)

where we have exploited the orthogonality of wn+1 to
εn|n . In fact, the expressions obtained so far are reminis-
cent of the prediction steps (p1) and (p2) of the Kalman
filter, in which the optimal one-step prediction x̂n|n−1 is
computed. Indeed, with one-step forward shifts of the
indices we naturally get similar expressions.

Now suppose that we have the optimal linear k-step
prediction and are interested in the k+1-step predic-
tion. The optimal linear k+1-step predictor would have
a structure similar to the one-step predictor, but would be
based on the k-step predictor, rather than on the Kalman
filter output:

x̂n+k+1|n =Φn+k+1 x̂n+k|n . (8.64)

Optimality can then be easily verified in the same way
as for the one-step predictor, as the recursive relation of
the prediction errors is essentially the same:

εn+k+1|n
=Φn+k+1 x̂n+k|n− xn+k+1

=Φn+k+1 x̂n+k|n− (Φn+k+1xn+k+wn+k+1)

=Φn+k+1εn+k|n−wn+k+1 . (8.65)

The optimality propagates in exactly the same way, as
orthogonality of wn+k+1 to past measurements and pre-
diction errors is maintained. Likewise, the MSE can be

Part
B

8
.3



The Kalman Filter 8.3 Extensions of the Kalman Filter 145

expressed as

Pn+k+1|n =Φn+k+1Pn+k|nΦT
n+k+1+Qn+k+1 .

(8.66)

We have therefore established, by induction, the opti-
mality of a propagating predictor based on the Kalman
filter output. If the intermediate predictors are not re-
quired, the general d-step predictor can be computed
directly from the Kalman filter’s output as

x̂m|n =ΦmΦm−1 · · ·Φn+1 x̂n|n , (8.67)

which simply propagates the model equations from
time instant n to time instant m. The matrix products
ΦmΦm−1 · · ·Φn+1 can be computed in advance, so that
only one matrix multiplication per prediction is required
in real time.

As to computation of the MSE, the recursive form
of (8.66) must be maintained, beginning with Pn+1|n
and ending with Pm|n . Naturally, the Kalman predictor’s
MSE Pm|n in estimating xm from measurements up to
time instant n will always be greater than or equal to
(usually greater than) the Kalman filter’s error Pm|m in
estimating the same state from measurements up to time
instant m.

8.3.2 The Kalman Smoother

As opposed to the Kalman predictor, the Kalman
smoother is aimed at estimating the state xn from meas-
urements y1, y2, . . . , ym , where m > n, namely to base
the estimate of xn on future measurements, as well as on
past and present measurements. The output of the opti-
mal linear (Kalman) smoother must always be at least
as good as (and is often much better than) the output of
the optimal linear (Kalman) filter in terms of estimation
MSE, since it optimally accounts for more measure-
ments for estimation of xn . Naturally, such a smoothing
scheme is not feasible in a causal real-time system. How-
ever, in view of the potential performance gain, it is
sometime desirable to trade affordable latency for im-
proved accuracy, namely to delay the output of the filter
until some further measurements are obtained, thereby
making the filter smoother. In addition, in non-real-time
applications it is sometimes possible to work in an of-
fline batch mode, in which it is possible to go back in
time and improve all of the causal filter’s estimates based
on the entire batch of measurements.

It is common practice to distinguish between three
different paradigms for smoothing, depending on the
associated application: fixed-interval smoothing, fixed-
point smoothing, and fixed-lag smoothing. We shall now

discuss each type separately, with emphasis on the fixed-
interval smoother, which can be viewed as the most
general of the three, as it can also be used in the context
of the other two.

Fixed-Interval Smoothing
A fixed-interval smoother is usually (but not neces-
sarily) used in the context of batch-mode processing:
once a batch of N measurements y1, y2 . . . , yN has
been obtained, and the Kalman filter output x̂n|n has
been computed for all n = 1, 2, . . . , N , it is desired
to go back and compute, for each n, a smoothed esti-
mate of xn , based on the entire batch of measurements,
which is therefore denoted by x̂n|N . The fixed-interval
Kalman smoother offers a backwards-recursive scheme
for obtaining the desired estimates. Some fixed-interval
smoothers (see, e.g., [8.8]) employ three-pass smooth-
ing: in the first pass, the ordinary Kalman filter is applied;
in the second pass, a backwards Kalman filter is applied;
in the third pass the results of both passes are optimally
combined to attain the smoothed output.

However, herein we shall review the Rauch–Tung–
Striebel two-pass smoother (derived by H. Rauch, K.
Tung and C. Striebel in 1965 [8.9]). The two-pass
smoother employs just one (the second) pass on the data
in addition to the original (Kalman filter) pass. This sec-
ond pass begins with the estimate of the last state x̂N|N
(which is both the filtered and the smoothed estimate
for n = N , since N is the last sample in the batch), and
propagates backwards as n = N−1, N−2, . . . , 1, gen-
erating the smoothed estimate x̂n|N at each time instant
n from the previously obtained Kalman filter’s outputs
x̂n|n and x̂n+1|n and from the smoothed output of the
succeeding time instant, x̂n+1|N .

For simplicity of notation, we shall denote the
Kalman smoother’s output (at time instant n) as x̂n ,
rather than x̂n|N . The form x̂n|m will still be used to de-
note the Kalman filter’s output. As already mentioned,
for n = N we have x̂N = x̂N|N , namely the smoother’s
output equals the Kalman filter’s output, which is al-
ready the optimal linear estimate of xN based on the
entire batch. For n = N−1, N−2, . . . , 1, the following
backwards-recursive scheme is proposed:

x̂n = x̂n|n+An(x̂n+1− x̂n+1|n) ,

n = N−1, N−2, . . . , 1 ,

(8.68)

where An is a gain matrix given by

An = Pn|nΦT
n+1P−1

n+1|n . (8.69)
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At each time instant n, the smoother corrects the filter
by adding a term that is proportional (via An) to the dif-
ference between the smoother’s output and the filter’s
predicted output for n+1. We shall now show the opti-
mality of this scheme by verifying the three optimality
conditions outlined in Sect. 8.1, namely: linearity, zero
mean of the estimation error, and orthogonality of the
estimation errors to the measurements y1, y2, . . . , yN
on which the estimates are based.

The linearity condition is trivially satisfied by the
proposed structure, dwelling on the linearity of the
Kalman filter. To verify the other two conditions, we
first obtain recursion relations for the estimation er-
ror, denoted by εn = x̂n− xn . By subtracting xn from
both sides of (8.68) and xn+1 from both terms in the
parentheses we obtain

εn = εn|n+An(εn+1− εn+1|n) , (8.70)

where εn|n and εn+1|n are the Kalman filter errors, de-
fined in Sect. 8.1. Due to the optimality of the Kalman
filter these errors have zero mean and are orthogonal to
all y1, y2, . . . , yn .

Exploiting the zero-mean property in (8.70), we
obtain E(εn)= An E(εn+1). Recalling that εN = εN|N
(whose mean is zero), the zero-mean property is thereby
induced backwards for all n.

We now consider the orthogonality property. From
(8.70) we obtain

E(εn yT
� )= E(εn|n yT

� )+An E(εn+1 yT
� )

−An E(εn+1|n yT
� ) ∀� . (8.71)

Due to the optimality of the Kalman filter and to the
assumed optimality of x̂n+1, we immediately obtain
E(εn yT

� )= 0 for all � ≤ n. Obviously, to establish the
smoother’s optimality it now remains to show the or-
thogonality of εn to y� for n < �≤ N . Let us therefore
consider the case �= n+ k for positive values of k.
Based on the assumed optimality of x̂n+1, we obtain

E
(
εn yT

n+k

)
= E

(
εn|n yT

n+k

)−An E
(
εn+1|n yT

n+k

)
= E

[
εn|n(Hn+kxn+k+vn+k)T]

−An E
[
εn+1|n(Hn+kxn+k+vn+k)T]

= E
(
εn|n xT

n+k

)
HT

n+k−An E
(
εn+1|nxT

n+k

)
HT

n+k

= [
E
(
εn|n xT

n+k

)−An E
(
εn+1|n xT

n+k

)]
HT

n+k ,

(8.72)

where the third equality is due to orthogonality of εn|n
and εn+1|n to future measurement noise vn+k for all pos-
itive k. We shall now show that the term in parentheses

in (8.72) is zero. Consider first the case k = 1. The term
in parentheses is then given by

E
(
εn|nxT

n+1

)−An E
(
εn+1|n xT

n+1

)
= E

(
εn|n(Φn+1xn+wn+1)T)

−An E
[
εn+1|n(x̂n+1|n− εn+1|n)T]

= E
(
εn|n xT

n

)
ΦT

n+1+An E
(
εn+1|nεT

n+1|n
)

= E
[
εn|n(x̂n|n− εn|n)T]ΦT

n+1+AnPn+1|n
=−Pn|nΦT

n+1+AnPn+1|n = 0 , (8.73)

where the transitions rely on orthogonality of εn|n to
wn+1, as well as on the orthogonality of both εn|n and
εn+1|n to the Kalman filter’s outputs x̂n|n and x̂n+1|n ,
which are linear functions of measurements to which
these errors are orthogonal. The last equality is obtained
by substituting An from (8.69).

Now consider, by induction, the case of k > 1. As-
sume that the expression in parentheses in (8.72) is zero
for some k, and consider k+1, for which the expression
can be written as

E
(
εn|nxT

n+k+1

)−An E
(
εn+1|nxT

n+k+1

)
= E

[
εn|n(Φn+k+1xn+k+wn+k+1)T]

−An E
[
εn+1|n(Φn+k+1xn+k+wn+k+1)T]

= E
(
εn|n xT

n+k

)
ΦT

n+k+1

−An E
(
εn+1|n xT

n+k

)
ΦT

n+k+1

= [
E
(
εn|nxT

n+k

)−An E
(
εn+1|n xT

n+k

)]
ΦT

n+k+1

= 0 , (8.74)

where the second equality is due to the orthogonality
of εn|n and εn+1|n to wn+k+1. This established the opti-
mality of the proposed smoother. A remaining important
issue is the resulting MSE, expressed by Pn = E(εnεT

n )
(we maintain the notation simplification in using Pn in-
stead of Pn|N ). Note that, while in the Kalman filter the
computation of Pn|n as well as Pn|n−1 is inherent to the
filtering equation and is therefore obtained as a byprod-
uct, the smoother does not require computation of Pn .
Nevertheless, we shall now derive a recursive expression
for this important measure of performance.

Obviously, we have PN = PN|N . Let us now rewrite
(8.70) as:

εn−Anεn+1 = εn|n−Anεn+1|n . (8.75)

Multiplying each side by its transpose and taking the
mean, we obtain
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Pn+AnPn+1AT
n − E

(
εnεT

n+1

)
AT

n −An E
(
εn+1ε

T
n

)
= Pn|n+AnPn+1|nAT

n

− E
(
εn|nεT

n+1|n
)
AT

n −An E
(
εn+1|nεT

n|n
)
. (8.76)

In order to obtain a closed-form recursive expression, we
need to evaluate the terms E(εnεT

n+1) and E(εn|nεT
n+1|n).

Regarding the latter, we observe that [using the recursion
in (8.22)]

E
(
εn|nεT

n+1|n
)= E

[
εn|n(Φn+1εn|n−wn+1)T]

= Pn|nΦT
n+1 = AnPn+1|n , (8.77)

where we have exploited the orthogonality of εn|n to
wn+1, as well as the expression for An (8.69). Regarding
the other term, let us first prove the identity

E
[
(εn−Anεn+1)εT

n+1

]= 0 . (8.78)

To show this, note that

E
[
(εn−Anεn+1)εT

n+1

]
= E

[
(εn−Anεn+1)(x̂n+1− xn+1)T]

=−E
[
(εn−Anεn+1)xT

n+1

]
=−E

[
(εn|n−Anεn+1|n)xT

n+1

]
, (8.79)

where we have used the orthogonality of εn and εn+1
to x̂n+1 (a linear function of all the measurements, to
which both εn and εn+1 are orthogonal), as well as the
relation (8.75). Now,

E
(
εn|nxT

n+1

)= E
[
εn|n(Φn+1xn+wn+1)T]

= E
(
εn|n xT

n

)
ΦT

n+1 = E
[
εn|n(x̂n|n− εn|n)T]ΦT

n+1

=−Pn|nΦT
n+1 (8.80)

(again, due to orthogonality of εn|n to wn+1 and to x̂n|n),
and

E
(
Anεn+1|nxT

n+1

)
= An E

[
εn+1|n(x̂n+1|n− εn+1|n)T]

=−AnPn+1|n =−Pn|nΦT
n+1 (8.81)

[due to the orthogonality of εn+1|n to x̂n+1|n and due
to (8.69)]. Substituting (8.80) and (8.81) into (8.79), we
obtain the desired identity (8.78). Now, the expression
on the left-hand side of (8.78) can also be written as

E
[
(εn−Anεn+1)εT

n+1

]
= E

(
εnεT

n+1

)−An E
[
εn+1ε

T
n+1

]
. (8.82)

Since this term has just been shown to vanish, we deduce
that

E
(
εnεT

n+1

)= AnPn+1 . (8.83)

We can now substitute the missing expressions (8.77)
and (8.83) (and their transposed forms) into (8.76),
obtaining

Pn+AnPn+1AT
n −2AnPn+1AT

n

= Pn|n+AnPn+1|nAT
n −2AnPn+1|nAT

n . (8.84)

We thus obtain the following (backwards-)recursive ex-
pression for Pn :

Pn = Pn|n−An(Pn+1|n−Pn+1)AT
n ,

n = N−1, N−2, . . . , 1 ,

(8.85)

in which it is nicely observed that, as expected, for
each n the smoother’s MSE Pn is smaller than or
equal to (usually smaller than) the filter’s MSE Pn|n .
This is because the smoothed estimate is optimally
based on more measurements than the filtered esti-
mate. To observe this relation, note that for each n < N
we have Pn+1|n ≥ Pn+1|n+1, and, since for n = N we
have PN|N = PN , we get, by backwards induction,
Pn+1|n ≥ Pn+1|n+1 ≥ Pn+1 for all n < N .

Fixed-Lag Smoothing
A fixed-lag smoother is aimed at estimating the state
at time n−d from measurements up to time n, where
d is some fixed positive integer (the lag). As n pro-
gresses, the smoother generates the estimates x̂n−d|n ,
trading a delay of d measurements (in real-time con-
texts) for improved accuracy in the estimation of xn−d .
We shall not specify the specific smoothing equations
in here; note only that the fixed-interval smoother de-
rived above can also be used for fixed-lag smoothing by
applying d backwards-recursions at each time instant.
However, such a scheme is computationally more expen-
sive than applying a true fixed-lag smoother, especially
for large values of d.

It is important to note, that in some applications
(mainly signal denoising) the state vector x contains
past-samples of the underlying signal — see, e.g., the
case of AR sources in Sect. 8.2. In such cases, estimates
of some fixed-lag past samples of the underlying sig-
nal(s) (as opposed to past samples of the entire state) are
readily available from the Kalman filter’s state estimate,
eliminating the need for a smoother. The maximum
available lag is determined by the oldest sample con-
tained in xn . For example, in the case of estimating AR
signals in white noise, it is the AR order minus 1. If de-
sired, it is theoretically possible to increase the size of the
state vector artificially so as to include more past sam-
ples that would automatically be estimated at the filter’s
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output, thus eliminating the need for explicit smooth-
ing, but at the cost of increased dimensionality of the
Kalman filter. However, usually this trade-off has more
conceptual than computational appeal.

Fixed-Point Smoothing
A fixed-point smoother is aimed at estimating the state
at a fixed time instant m from measurements up to
time n, extending beyond m. Namely, as n progresses,
the smoother keeps updating its estimate x̂m|n . Again,
we shall not include the explicit fixed-point smooth-
ing equation in here; note only that, in principle, the
fixed-interval smoother can again be used to compute the
fixed-point smoothing, but at significantly higher com-
putational cost, especially as n departs farther from m.

8.3.3 The Extended Kalman Filter

In many scenarios the assumption of linear transition
and/or measurement models is not realistic. In fact, the
first full implementation that transformed the Kalman
filter into a useful working tool was done in the Ames
Research Center of the NASA in Mountain View, Cal-
ifornia in 1960 [8.10], where the trajectory estimation
for the Apollo project (the first manned mission to the
moon) was studied at the time. In that context, the linear
model was observed to be inadequate for describing the
trajectory of interest. The resulting extended Kalman
filter (EKF) was derived by Stanley F. Schmidt after
Kalman’s visit. This extension of the Kalman filter is still
the most popular tool for dealing with nonlinear appli-
cations. However, it should be stressed that, as opposed
to the case of a linear model, no claims of optimality
hold, and that the EKF is merely a heuristic extension
of the linear Kalman filter.

Consider the nonlinear recursive system:

xn = φn(xn−1)+wn, n = 1, 2, . . . , (8.86)

where φn(·) is a nonlinear vector function of a vector
input. wn is the temporally uncorrelated driving noise.
Consider also the nonlinear measurement equation

yn = hn(xn)+vn, n = 1, 2, . . . , (8.87)

where hn(·) is a nonlinear vector function of a vector
input. vn is the temporally uncorrelated measurement
noise.

The simple idea behind the EKF is to approximate
the nonlinear functions by their first-order Taylor series

expansion about the estimated trajectory [8.4, 5]. Let,

Φn(x̂n−1|n−1)= ∂φn(x)

∂x
|x=x̂n−1|n−1

be the derivative matrix of the nonlinear transition func-
tion with respect to its argument at the current estimate,
namely, the (k, �)-th element of Φn(x̂n−1|n−1) is the
derivative of the k-th element of φn(x) with respect to
the �-th element of x, evaluated at x= x̂n−1|n−1. Then,
using a first-order Taylor approximation:

xn ≈ φn(x̂n−1|n−1)+Φn(x̂n−1|n−1)

· (xn− x̂n−1|n−1)+wn, n = 1, 2, . . . (8.88)

In the propagation step, based on the rationale of the
linear Kalman filter, we compute the estimate of xn by
applying the model equation to x̂n−1|n−1, ignoring the
unknown, zero-mean driving noise wn .

x̂n|n−1 = φn(x̂n−1|n−1) . (8.89)

To calculate the corresponding covariance we first derive
the error term. Let,

εn|n−1 = x̂n|n−1− xn = φn(x̂n−1|n−1)− xn

≈ φn(x̂n−1|n−1)− (φn(x̂n−1|n−1)

+Φn(x̂n−1|n−1)(xn− x̂n−1|n−1)+wn)

=Φn(x̂n−1|n−1)εn−1|n−1−wn . (8.90)

In the context of nonlinear models, it is common practice
to assume that the driving noise wn and the measure-
ment noise vn are not only uncorrelated sequences,
but are also statistically independent sequences and
are also statistically independent of the initial state x0.
Using this assumption, the estimation error εn−1|n−1
can be assumed statistically independent of the future
driving noise wn , hence E(εn−1|n−1w

T
n ) = 0. There-

fore, the covariance is approximately given, under the
small-estimation-error assumption, as:

Pn|n−1

≈Φn(x̂n−1|n−1)Pn−1|n−1Φ
T
n (x̂n−1|n−1)+Qn .

(8.91)

Now, let

Hn(x̂n|n−1)= ∂hn(x)

∂x
|x=x̂n|n−1

be the derivative of the nonlinear measurement function
with respect to its argument at the current estimate. Then,

yn ≈ hn(x̂n|n−1)+Hn(x̂n|n−1)

· (xn− x̂n|n−1)+vn, n = 1, 2, . . . (8.92)
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This equation can be reformulated as

ỹn = yn− (hn(x̂n|n−1)−Hn(x̂n|n−1)x̂n|n−1) (8.93)

≈Hn(x̂n|n−1)xn+vn, n = 1, 2, . . .

Note, that ỹn depends both on the available estimate
x̂n|n−1 and on yn . Using (8.21) the update equation
becomes,

x̂n|n = x̂n|n−1+Kn(ỹn−Hn(x̂n|n−1)x̂n|n−1)

= x̂n|n−1+Kn(yn−hn(x̂n|n−1)) , (8.94)

where the last transition is due to (8.93). The respective
covariance is approximated by

Pn|n ≈ [I−Kn(x̂n|n−1)Hn(x̂n|n−1)]Pn|n−1 . (8.95)

The Kalman gain is similar to the linear case, using the
linearized equations.

Kn=Pn|n−1HT
n (x̂n|n−1)

[Hn(x̂n|n−1)Pn|n−1HT
n (x̂n|n−1)+Rn]−1 , (8.96)

Note that, as opposed to the case of the linear Kalman
filter, the Kalman gain and the associated covariances
cannot be calculated in advance (offline), since the
matrices Φ and H are, in general, data dependent.

8.4 The Application of the Kalman Filter to Speech Processing

8.4.1 Literature Survey

Speech quality and intelligibility might significantly de-
teriorate in the presence of background noise, especially
when the speech signal is subject to subsequent process-
ing. In particular, speech coders, and automatic speech
recognition (ASR) systems, which were designed or
trained to act on clean speech signals, might be rendered
useless in the presence of background noise. Speech en-
hancement algorithms have therefore attracted a great
deal of interest over the past three decades.

Among these speech enhancement algorithms there
are numerous algorithms based on Wiener [8.11] or
Kalman filtering [8.2], both of which require knowledge
of the parameters involved. For example, for the appli-
cation of the Kalman filter, it is common to model the
speech as a quasistationary AR process [in the speech
context, the AR parameters are usually called linear pre-
dictive coefficients (LPC)], which requires knowledge
of the AR parameters. The noise level (and structure)
should also be available for the Kalman formulation.
Since these parameters are usually unknown, the prob-
lem of joint estimation of signal and parameters arises.
A typical procedure, applied to this type of problems,
is the estimate–maximize (EM) algorithm [8.12]. Un-
der the associated model assumptions, this procedure
is guaranteed to converge to the maximum-likelihood
(ML) estimate of the problem’s parameters, or at least
to a local maximum of the likelihood function, and to
yield an estimate of the speech signal, computed at the
parameter that maximizes the likelihood.

Paliwal and Basu [8.13] were, perhaps, the first
to use the Kalman filter in the context of speech en-
hancement. Their experimental results reveal its distinct

advantage over the Wiener filter, due to the ability of
the Kalman filter to account for the quasistationarity of
the speech signal. However, in their experiment the un-
known speech parameters were not estimated from the
noisy speech signal, but rather from the clean signal,
which is obviously unavailable in most practical situa-
tions. Gibson et al. [8.14,15] proposed to extend the use
of the Kalman filter by incorporating a colored-noise
model for improving the enhancement performance for
a certain class of noise sources. The proposed algorithm
iterates between Kalman filtering of the given corrupted
speech measurements, and estimation of the speech pa-
rameters given the enhanced speech waveform. Since the
authors suggest using the ordinary Yule–Walker equa-
tions [8.16] for estimating the speech AR parameters,
the resulting algorithm is only an approximated version
of the EM algorithm. The estimated speech LPC param-
eters were shown to improve speech coding systems that
rely on AR modeling of the speech signal.

A comprehensive study of the use of the EM algo-
rithm in diverse problems of joint estimation of signals
and parameters is given in a series of works by Weinstein
et al. In [8.17], the noise cancelation problem presented
by Widrow [8.18] is addressed using the EM algorithm
in the frequency domain. The more-general two-channel
noise cancelation problem is addressed in [8.19]. Both
are comprised of iterations between parameter esti-
mation and Wiener filtering. In [8.20], a time-domain
formulation of the single-microphone speech enhance-
ment problem is presented. The approach consists of
representing the signal model using linear dynamic state
equations, and applying the EM method. The resulting
algorithm is similar in structure to the Lim and Op-
penheim [8.21] algorithm, except that the noncausal
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Wiener filter is replaced by the Kalman smoothing equa-
tions. Sequential speech enhancement algorithms are
presented as well. These sequential algorithms are char-
acterized by a forward Kalman filter whose parameters
are continuously updated by gradient-descent search on
the likelihood function. In [8.22, 23] sequential approx-
imations to the EM algorithm are elaborated on in the
context of two-channels noise cancelation. The related
problem of single-microphone active noise cancelation
(ANC) is presented in [8.24].

Lee et al. [8.25, 26] extend the sequential single
sensor algorithm of Weinstein et al. by considering
an alternative speech-generation model, in which the
white Gaussian excitation sequence is replaced with
a Gaussian-mixture distributed sequence, that may ac-
count for the presence of an impulse train in the
excitation sequence of voiced speech. A recursive
gradient-based approach is applied to the parameter es-
timation. Lee et al. examined the signal-to-noise ratio
(SNR) improvement of the algorithm when applied to
synthetic speech input. Goh et al. [8.27] propose dif-
ferent modeling of the speech excitation sequence. The
proposed model is comprised of both Gaussian white
noise (modeling the unvoiced part) and an impulse train
(presenting the voiced part). The latter is modeled as
a long-term AR process. The resulting high-dimensional
Kalman filter is efficiently implemented by exploiting
the sparsity of the associated matrices. The parameter
estimation is conducted via EM iterations. When the
standard Kalman filter gain is recursively computed,
one needs to estimate the speech and noise gains. To
avoid this estimation stage, Gabrea et al. [8.28] pro-
pose checking the whiteness of the innovation sequence
to test whether the asymptotically optimal solution has
been reached. Since the estimation of the AR parameters
cannot be avoided, Gabrea et al. propose to use the mod-
ified Yule–Walker procedure [8.29]. Another extension
to the work of Weinstein et al. was proposed by Gan-
not et al. [8.30]. In this work both iterative batch and
sequential versions of the EM algorithm are considered.
The estimate stage (E-step) is implemented by apply-
ing the Kalman filter. Higher-order statistics (HOS) are
employed to obtain a robust initialization to the param-
eter estimation stage (called the maximization stage –
M-step). Fujimoto and Ariki [8.31] use Kalman filtering
in the frequency domain (without using the AR model).
Initialization of their algorithm is obtained by the clas-
sical spectral subtraction [8.32] algorithm (see also the
relevant Chap. 44 in this Handbook).

Several nonlinear extensions to the standard Kalman
filter exist. Lee et al. [8.33] propose the application of

a robust Kalman filter. Similar to other contributions,
iterations between signal enhancement and parameter
estimation are conducted. The novelty of that paper
stems from the use of nonlinear estimation procedures.
Both the parameters and signals are estimated in a ro-
bust manner by introducing a saturation function into
the cost function, rather than using the standard squared
cost function. Ma et al. [8.34] introduce the application
of a postfilter based on masking properties of the human
auditory system to further enhance the resulting audi-
tory quality of the speech signal. However, not much
attention is paid in this work to the estimation of the
associated AR parameters.

Shen and Deng [8.35] present a new and interesting
approach to speech enhancement based on H∞ filter-
ing. This approach differs from the traditional Kalman
filtering approach in the definition of the error criterion
for the filter design. Rather than minimizing a squared
error term, as in the standard Kalman filter, their proce-
dure consists of calculating a filter that minimizes the
worst possible amplification of the estimation error in
terms of the modeling errors and additive noises. The
parameters are estimated in parallel using the H∞ cri-
terion as well. The authors claim that their resulting
minimax estimation method is highly robust and more
appropriate in practical speech enhancement. It should
be noted, however, that the implementation of the min-
imax criterion in the parameter estimation stage of the
algorithm seems to be much more complicated than the
conventional estimation procedure.

Wan et al. [8.36] assume a nonlinear model of the
speech production, i. e., that the speech utterance is the
output of a neural network (NN) with unknown parame-
ters. Their algorithm is comprised of iterations between
parameter estimation and signal enhancement. The non-
linearity inherent to the NN is addressed by the applica-
tion of the EKF. The recently proposed unscented trans-
form (UT), suggested by Julier et al. [8.37], is a novel
method for calculating first- and second-order statistics
of a random variable undergoing a nonlinear transfor-
mation, that was used for constructing a Kalman filter
for the nonlinear case. The resulting filter, named the un-
scented Kalman filter (UKF), was shown to be superior
to the well-established EKF in many application of inter-
est. Wan et al. [8.38] propose to replace the EKF in [8.36]
by the UKF, resulting in improved performance. Gannot
and Moonen [8.39] use the UKF in the speech enhance-
ment application (as well as speech dereverberation),
where the nonlinearity arises from the multiplication of
the speech and the parameters. Their proposed method
is only applied to a synthetic AR process. Fong and God-
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sill [8.40] use the particle Kalman filter for the speech
enhancement task. The speech signal gain is given a
random walk model, while its partial correlation coeffi-
cients (PARCOR) [8.41] are given a constrained random
walk model (as their absolute value must be smaller than
1). Monte Carlo filtering is applied for estimating these
parameters, whereas a linear Kalman filter is applied in
parallel for enhancing the speech signal.

A distinct family of algorithms, also using the
Kalman filter, employs a training stage for estimation
of the associated parameters. In this approach a hidden
Markov model (HMM) for the clean signals is esti-
mated from the training data, and the clean signal is
estimated from the noisy signal by applying Bayesian
estimators. This method was first proposed by Ephraim
et al. [8.42, 43], where a bank of HMM state-related
Wiener filters was used. The Wiener filter was later re-
placed by the Kalman filter in [8.44, 45]. The problem
of unknown speech gain contours and noise parame-
ters is alleviated by using EM iterations. This method,
proposed by Lee and Jung [8.46], use Kalman filter in
the E-step, based on the trained AR parameters and
the estimated noise parameters. In the M-step the noise
and gain parameters are recursively estimated. An inter-
acting multiple model (IMM) algorithm, in which the
Kalman filters in the different states interact with one
another, is applied for enhancing speech contaminated
by additive white or colored noise by Kim et al. [8.47].
Finally, a nonlinear extension of the HMM concept is
proposed by Lee et al. [8.48]. The speech is assumed
to be an output of a NN with time-varying parameters
controlled by a hidden Markov chain. Both the train-
ing and the enhancement stage become nonlinear. The
nonlinearity is addressed by application of the EKF.

8.4.2 Speech Enhancement

In the following derivation we model both the speech
and noise signals as AR processes. Hence, the case of
temporally correlated noise, derived in Sect. 8.2.4, is
considered. Note, however, that the speech and noise
parameters are not known and should be estimated.
We propose the framework of the EM algorithm for
jointly estimating the signals and their parameters. For
the application of EM we have to specify the probability
distribution of the processes involved. In order to obtain
a tractable estimation scheme, we shall assume Gaussian
distribution models. Recall that in a Gaussian framework
the Kalman filter’s output is not only the optimal linear
estimate, but also the general optimal estimate, namely,
x̂n|n = E(xn|y0, y1, . . . , yn).

For the full derivation of the related EM estimation
scheme the reader is referred to [8.49].

The Signal Model
Consider a speech signal received by a single micro-
phone and contaminated by a colored noise signal. Let
the signal measured by the microphone be given by:

y(n)= x(n)+v(n) , (8.97)

where x(n) represents the sampled speech signal, and
v(n) represents additive background noise. We assume
the standard LPC modeling for the speech signal over
an analysis frame; i. e., x(n) is modeled as a Gaussian
stochastic AR process:

x(n)=−
p∑

k=1

αkx(n− k)+ws(n) , (8.98)

where the excitation ws(n) is a zero-mean white
Gaussian noise with variance E{[ws(n)]2} = σ2

ws , and
α1, . . . , αp are the AR coefficients, assumed to be time
invariant over an analysis frame, due to the quasistation-
arity assumption. We may incorporate the more-detailed
voiced speech model suggested in [8.50] in which the
excitation process is composed of a weighted linear com-
bination of an impulse train and a white-noise sequence
to represent voiced and unvoiced speech, respectively.
However, in our experiments, this approach did not
yield any significant performance improvements over
the standard LPC modeling. In reformulating (8.98) in
the state-space representation, we take an approach that
slightly differs from the state-space formulation of an
AR process, defined in Sect. 8.2. The state vector, de-
fined here, is a (p+1) × 1 vector. The extra term will
allow for more-convenient parameter estimation. Define

xs
n = (x(n− p) x(n− p+1) . . . x(n))T .

Define also the (p+1)×(p+1) speech transition matrix

Φs =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 · · · 0
... 0

. . .
. . .

...
...

...
. . .

. . .
...

...
...

. . .
. . . 0

0 0 · · · · · · 0 1

0 −αp −αp−1 · · · −α2 −α1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Let ws
n be the (p+1) × 1 driving noise vector and Hs be

the 1 × (p+1) the measurement matrix

ws
n = (0 . . . 0 ws(n))T ,

Hs = (0 . . . 0 1) .
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Then (8.98) can be rewritten as

xs
n =Φsxs

n−1+ws
n , (8.99)

y(n)=Hsxs
n+v(n) .

The additive noise v(n) is also assumed to be a real-
ization from a zero-mean, possibly nonwhite Gaussian
AR process:

v(n)=−
q∑

k=1

βkv(n− k)+wv(n) , (8.100)

where β1, . . . , βq are the AR parameters of the noise
process, and the excitation wv(n) is a white Gaussian
noise with variance E{[wv(n)]2} = σ2

wv . Many common
noise sources may indeed be closely approximated as
low-order AR processes. Significant improvement may
be obtained by incorporating the colored-noise model
into the estimation process [8.15, 30].

Equation (8.100) can be rewritten in a state-space
formulation as well. Define the (q+1) × 1 state vector
xv

n = (v(n−q) v(n−q+1) . . . v(n))T and the (q+
1) × (q+1) noise transition matrix

Φv =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 · · · 0
... 0

. . .
. . .

...
...

...
. . .

. . .
...

...
...

. . .
. . . 0

0 0 · · · · · · 0 1

0 −βq −βq−1 · · · −β2 −β1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Let wv
n be the (q+1) × 1 driving noise vector and Hv be

the 1 × (q+1) measurement vector

wv
n = (0 . . . 0 wv(n))T ,

Hv = (0 . . . 0 1) .

Using these definitions (8.100) can be rewritten as

xv
n =Φvxv

n−1+wv
n , (8.101)

y(n)= s(n)+Hvxv
n .

Equations (8.99) and (8.101) can be concatenated
into a one, larger, state-space equation.

xn =Φxn−1+wn , (8.102)

y(n)=Hxn .

The augmented (p+q+2) × 1 state vector xn is defined
by

xT
n =

((
xs

n

)T (xv
n

)T)
= ((

x̄s
n

)T
x(n)

(
x̄v

n

)T
v(n)

)
, (8.103)

where x̄s
n and x̄s

n are p × 1 and q × 1 regression vectors,
respectively, defined as

x̄s
n = (x(n− p) x(n− p+1) . . . x(n−1))T ,

x̄v
n = (v(n−q) v(n−q+1) . . . v(n−1))T .

The augmented state-transition matrix Φ is given by

Φ =
(

Φs 0
0 Φv

)
.

The driving noise vector is given by

wT
n =

((
ws

n

)T (
wv

n

)T)
and the measurement vector is given by

H= (Hs Hv) .

The respective driving noise covariance matrices are
given by the (p+1) × (p+1) matrix Qs and the (q+
1) × (q+1) matrix Qv as

Qs =

⎛
⎜⎜⎜⎜⎝

0 0 · · · 0
...
. . .

. . .
...

0 · · · 0 0

0 · · · 0 σ2
ws

⎞
⎟⎟⎟⎟⎠

Qv =

⎛
⎜⎜⎜⎜⎝

0 0 · · · 0
...
. . .

. . .
...

0 · · · 0 0

0 · · · 0 σ2
wv

⎞
⎟⎟⎟⎟⎠

and the augmented covariance matrix

Q=
(

Qs 0
0 Qv

)
.

Note that the augmented state-space representa-
tion (8.102) is noise free. The signal v(n) is treated as
another source signal, rather than as a noise signal.

Assuming that all signal and noise parameters are
known, which implies that Φ, H, and Q are known,
the optimal MMSE linear state estimate of xn (consist-
ing of the desired speech signal s(n)), given the frame
samples {y(0), y(1), . . . , y(N−1)}, is obtained by us-
ing the Kalman smoothing equations. However, since
the signal and noise parameters are not known a priori,
they must be estimated within the algorithm as well. If
the casual Kalman filter is used, rather than the Kalman
smoother, only a suboptimal estimation is obtained, but
the performance loss is usually not too significant.
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EM-Based Algorithm
The following (simplified) iterative algorithm was de-
rived in [8.30, 49]. The algorithm that iterates between
state and parameter estimation can be viewed as a simpli-
fied version of the EM [8.12] procedure for the problem
at hand.

Let θ be the vector of unknown parameters in the
extended model

θT = (
αT σ2

ws βT σ2
wv

)
, (8.104)

where

αT = (αp αp−1 . . . α1) ,

βT = (βq βq−1 . . . β1) .

The EM algorithm is an iterative procedure for
computing the ML estimate of the parameters. In
our application, the noisy signal y(n) is divided
into non-overlapping frames comprising the samples
{y(0), y(1) . . . , y(N−1)}, where N is the frame length.
The EM algorithm is applied to each frame separately.
Denote by � the iteration index in each frame. Let θ̂

(�)

be the estimate of θ after � iterations of the algorithm in
the current frame. Define, yn

0 = {y(0), y(1), . . . , y(n)},
the samples available for casual estimation. We use the
notations

x̂n|n = E
θ̂

(�)

(
xn |yn

0

)
(8.105)

�xn xT
n = E

θ̂
(�)
(
xn xT

n |yn
0

)
for designating estimates of the first- and second-order
statistics of the state vector, based on observations yn

0,

and using the current parameter estimate θ̂
(�)

. In the
Gaussian case, the term x̂n|n of (8.105) is exactly the
output of the Kalman filter (operating with the parame-
ters set θ̂

(�)
) bearing the same notation. Note, however,

that in the non-Gaussian case the Kalman filter’s out-
put is merely the optimal linear estimate of xn from yn

0,
which differ from the conditional mean, namely from the
optimal general estimate used in (8.105). The second-
moment term�xn xT

n is not directly available from the
Kalman filter, however it may be obtained indirectly as
follows.

The two terms in (8.105) are related via the corre-
sponding conditional covariance matrix

�xn xT
n − x̂n|n x̂T

n|n = E
θ̂

(�)

(
x̂n|n− xn)

· (x̂n|n− xn)T|yn
0

)
. (8.106)

Recall that the Kalman filter’s error covariance Pn|n is
essentially the unconditional MSE

Pn|n = E
θ̂

(�)

[
(x̂n|n− xn)(x̂n|n− xn)T] , (8.107)

Luckily, however, in the Gaussian case the conditional
MSE of the optimal estimate xn|n does not depend on
the data yn

0. This implies, by taking the mean of the
conditional MSE with respect to yn

0, that the condi-
tional MSE equals the (constant) unconditional MSE.
We therefore conclude that the conditional covariance
in (8.106) is given by the Kalman filter’s output MSE
Pn|n .

Hence, the following relation can be used (in the
Gaussian case) for estimating the second-order statistics
of the state vector based on the observations yn

0 and the
current parameter estimate

�xn xT
n = Pn|n+ x̂n|n x̂T

n|n . (8.108)

The terms x̂n|n and Pn|n will be calculated in the sequel
using a forward Kalman filtering recursion.

To obtain the parameter estimation in the next iter-
ation, θ̂(�+1), we use the following EM-based two-stage
iterative procedure. The Kalman filter constitutes the es-
timation stage (also known as the E-step) of the EM
algorithm. The Yule–Walker-based parameter estima-
tion constitutes the maximization stage of the algorithm,
known as the M-step.

E-step:

For n = 0, 1, 2, . . . , N−1:

Propagation equations:

x̂n|n−1 = Φ̂
(�)

x̂n−1|n−1

Pn|n−1 = Φ̂
(�)

Pn−1|n−1(Φ̂
(�)

)T+ Q̂(�)

Update equations:

x̂n|n = x̂n|n−1+kn[y(n)−Hx̂n|n−1]
Pn|n = Pn|n−1−knHPn|n−1

Kalman gain:

kn = 1

HPn|n−1HT Pn|n−1HT

Φ̂
(�)

and Q̂(�) are estimates of the matrices Φ and Q,
respectively, at the current iteration stage �.

The estimated parameters in the next iteration �+1
are computed by using equation sets similar to the
standard Yule–Walker solution for estimating the co-
efficients of an AR process, except that the correlation
values are replaced by their a posteriori empirical value.
This calculation constitutes the M-step of the algorithm.
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M-step:

α̂(l+1) =−
[

N−1∑
n=0

�

x̄s
n

(
x̄s

n

)T

]−1 N−1∑
n=0

�x̄s
n x(n)

σ̂2
ws

(l+1) = 1

N

N−1∑
n=0

[
�x2(n)+ (α̂(l+1))T�x̄s

n x(n)
]

β̂
(l+1) =−

[
N−1∑
n=0

�

x̄v
n

(
x̄v

n

)T

]−1 N−1∑
n=0

�x̄v
nv(n)

σ̂2
wv

(l+1) = 1

N

N−1∑
n=0

[
�v2(n)+ (β̂

(l+1)
)T�x̄v

nv(n)
]

We note that �x̄s
n(x̄s

n)T is the upper left p × p submatrix

of�xn xT
n .�x̄s

n x(n),�x2(n), �x̄v
n(x̄v

n)T,�x̄v
nv(n), and�v2(n) may

similarly be extracted from�xn xT
n . In fact, this is the

reason for choosing p+1- and q+1-dimensional state
vectors for this estimation scheme, although, as seen in
Sect. 8.2, p- and q-dimensional state vectors are suf-
ficient for Kalman filtering when the parameters are
known.

Although the forward Kalman filter was used in-
stead of the optimal Kalman smoother, it is empirically
shown that the EM-based method maintains a mono-
tonic convergence behavior towards the ML estimate of
all unknown parameters or at least to a local maximum of
the likelihood function. Each iteration increases the like-
lihood of the estimate of the parameters and improves
the signal state-space estimator in MMSE sense.

The iterative algorithm [designated the Kalman EM
iterative (KEMI) method in [8.30]] is summarized in
Fig. 8.2. Note, that two other blocks are depicted in the
figure. The first block, denoted framing, is responsible
for the segmentation of the noisy speech signal. The
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Fig. 8.2 Iterative Kalman algorithm based on the EM procedure

second block is the initialization block. The initialization
procedure, based on the use of HOS, is beyond the scope
of this summary.

Demonstration
The performance of the KEMI algorithm is demon-
strated using the sonograms depicted in Fig. 8.3. We
used a speech signal drawn from TIMIT [8.51] and
downsampled to 8 kHz. The speech signal was degraded
by additive noise at SNR= 5 dB. The noise source was
the speech-like noise signals drawn from the NOISEX-
92 [8.52] database. In applying the algorithm we used
an AR model with order p= 10 for the speech signal
and for modeling the nonwhite noise signal we used an
AR model with order q = 4. In this experiment, we used
five iterations.

It is clearly shown in Fig. 8.3 that the noise sig-
nal is attenuated while imposing only minor distortion
on the speech signal. For a more-comprehensive and
comparative experimental study, including objective dis-
tortion measures as well as recognition rate of a speech
recognition algorithm, please refer to [8.49].

8.4.3 Speaker Tracking

Determining the spatial position of a speaker finds
a growing interest in video conference scenarios where
automated camera steering and tracking are required.
Acoustic source localization might also be used as a pre-
processor stage for speech enhancement algorithms,
which are based on microphone array beamformers.

Usually, methods for speaker localization consist of
two stages. In the first stage, a microphone array is used
to extract the time difference between arrivals of the
speech signal at each pair of microphones. For each
pair the time difference of arrival (TDOA) is estimated
using spatially separated microphone pairs. A classi-
cal method for estimating the TDOA is the generalized
cross-correlation (GCC) algorithm [8.53].

In the second stage the noisy TDOA readings from
all pairs are combined in order to produce the source
location estimate. In a dynamic setting the source lo-
cation may be time-varying, thus its estimate must be
constantly updated (tracked) as new TDOA readings
become available. It has become common practice to
employ Kalman filtering in such tracking problems, so
as to properly weigh the effect of incoming TDOA read-
ings on the estimated source location, accounting for
a smooth propagation model of the source’s trajectory
(when applicable). Although not directly related to the
processing of the speech signal itself, the use of Kalman
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filtering in this problem serves to demonstrate the di-
versity and versatility of this remarkable and practical
estimation tool.

Algorithm Derivation
Consider an M+1-microphone array as depicted in
Fig. 8.4.

The microphones are placed at the Cartesian co-
ordinates mi = (xi yi zi)

T ; i = 0, . . . , M. To simplify
the exposition, the location of a reference microphone
m0 is set at the origin of the axes m0 = (0 0 0)T.
Define the source coordinates at time instant n by
sn = (xs(n) ys(n) zs(n))T. Each of the M microphones,
combined with the reference microphone, is used
at time instant n to extract a TDOA measurement
τi (n); i = 1, . . . , M. Denote the i-th range difference
measurement by ri (n)= cτi (n), where c is the sound
propagation speed (approximately 340 m/s in air). It
can easily be verified from simple geometrical consider-
ations (see Fig. 8.4) that this range difference is related to
the source and the microphone location by the nonlinear
equation

ri (n)= ‖sn−mi‖−‖sn‖; i = 1, . . . , M , (8.109)

where ‖sn‖ =
√

x2
s (n)+ y2

s (n)+ z2
s (n) denote the Eu-

clidean norm of the source coordinates.
Usually, only estimates of the true TDOAs are avail-

able. Thus, concatenating M estimates of the quantity
in (8.109), a nonlinear measurement model is obtained:

rn =

⎛
⎜⎜⎝
‖sn−m1‖−‖sn‖

...

‖sn−mM‖−‖sn‖

⎞
⎟⎟⎠+vn = h(sn)+vn .

(8.110)

Here, vT
n = (v1(n) v2(n) . . . vM(n)) is a vector of

estimation errors with zero mean and covariance
Rn = E(vnvT

n ). The goal of the localization task is to
extract the speaker’s trajectory sn from the measure-
ments vector rn . Any estimation procedure (e.g., [8.53])
could be used for the TDOA estimation. The method in-
troduced in the sequel, constituting the second stage of
the localization procedure, is independent of the choice
of the first stage.

We propose a dynamic model for the source trajec-
tory. As the actual track is unknown, a simplified random
walk model is used instead.

sn+1 =Φsn+wn , (8.111)
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Fig. 8.3a–c Iterative Kalman algorithm based on the EM proce-
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Fig. 8.4 Microphone array. Speaker location at time instant
n is sn with azimuth angle φs(n) and elevation angle θs(n).
Microphone position notated by mi; i = 0, . . . , M
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Fig. 8.5a,b Azimuth angle, φ (a), and elevation angle, θ
(b) estimation results in a switching scenario

where wn is the coordinate-wise, zero-mean, tem-
porally white driving noise with covariance matrix
Qn = E(wnwT

n ). Φ is a transition matrix assumed to
be close to the identity matrix. This dynamic model
together with the nonlinear measurement model given
in (8.110) constitutes the state-space equation.

Since this model is nonlinear (due to the measure-
ment equation) the classical Kalman filter cannot be
used to estimate the state vector. Hence, a nonlinear ex-
tension thereof is required. We propose to use the EKF,
derived in Sect. 8.3.3. This procedure only yields a sub-
optimal solution to the problem at hand. We provide
here, for the completeness of the exposition, the calcula-
tions involved in the EKF aiming to solve the localization
problem. Note, that in our case, (8.111) is already linear.
However the measurement model in (8.110) still needs
to be linearized. Assume that an estimate ŝn−1|n−1 of the
speaker location at time instant n−1, is known, as well
as its corresponding error covariance matrix, Pn−1|n−1.
Then, recalling that the model equation is linear, the
EKF recursion takes the following form.

Propagation equations:

ŝn|n−1 =Φŝn−1|n−1 (8.112a)

Pn|n−1 =ΦPn−1|n−1Φ
T+Qn (8.112b)

Update equations:

ŝn|n = ŝn|n−1+Kn(rn−h(ŝn|n−1)) (8.112c)

Hn =∇sn h(ŝn|n−1) (8.112d)

=

⎛
⎜⎜⎜⎜⎝

(
ŝn|n−1−m1

‖ŝn|n−1−m1‖ −
ŝn|n−1

‖ŝn|n−1‖
)T

...(
ŝn|n−1−mM

‖ŝn|n−1−mM‖ −
ŝn|n−1

‖ŝn|n−1‖
)T

⎞
⎟⎟⎟⎟⎠

Pn|n = (I−KnHn)Pn|n−1 (8.112e)

Kalman gain:

Kn = Pn|n−1HT
n

(
HnPn|n−1HT

n +Rn
)−1

(8.112f)

with the initialization ŝ0|0 and its respective covariance
P0|0.

Demonstration
Consider the following simulation, which is typi-
cal of a video conference scenario. Two speakers,
located at two different and fixed locations, speak
alternately. The camera should be able to maneu-
ver from one person to the other. For this scenario,
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simulation is conducted with one speaker located at
the polar position (φ = π

4 rad θ = π
4 rad R = 1.5 m)

and the other at (φ = 3π
4 rad θ = π

3 rad R = 1.5 m).
A directional interference is placed at the position
(φ = π

2 rad θ = π
4 rad R = 1.0 m). Six microphones

were mounted at the following positions (Cartesian coor-
dinates, in meters), relative to the reference microphone
(which is at the axes origin):

mT
1 = (0.3 0 0), mT

2 = (−0.3 0 0) ,

mT
3 = ( 0 0.3 0), mT

4 = ( 0 −0.3 0) ,

mT
5 = ( 0 0 0.3), mT

6 = ( 0 0 −0.3) .

(8.113)

We used TDOA readings estimated from the noisy
microphones data by the RS1 algorithm described
in [8.54]. For this estimation stage, room reverber-
ation (set to a reverberation time of T60 = 0.25 s)
and the directional interferer were taken into ac-
count in simulation. Room reverberation was simulated
by the image method [8.55]. The mean SNR level
was set to 10 dB. Figure 8.5 presents the azimuth
and elevation angles estimates obtained by the EKF
method. The tracking ability of the algorithm is evi-
dent, even with abrupt changes of the desired speaker
location.

8.5 Summary

In this chapter, we have introduced one of the most
important contributions to the field of statistical sig-
nal processing, namely, the Kalman filter. We provided
a rigorous derivation of the filter, based on the orthog-
onality principle. We also introduced several important
variants of the Kalman filter: various Kalman smoothers,
the Kalman predictor, a nonlinear extension (the EKF),
and the treatment of temporally correlated measurement
noise. We showed that the Kalman filter can easily deal
with quite common parametric families of processes (
AR, MA, and ARMA).

Finally, we demonstrated the application of the
Kalman filter to two important speech processing
problems, namely, speech enhancement and speaker lo-
calization. Despite the fact that the Kalman filter has

already been used for almost two decades in speech
enhancement applications, there is still much to do to
improve the performance of such Kalman-filter-based
algorithms. The main advantage of these algorithms
stems from the fact that the Kalman filter may be con-
tinuously updated. The speech obtained has a natural
sound and the residual noise is clean of annoying ar-
tifacts. However, the obtained noise suppression seems
limited. This disadvantage, in our opinion, stems from
the linear processing regime in which the Kalman filter
is applied. Incorporating nonlinearity might yield bet-
ter noise reduction, while maintaining the low distortion
and keeping the low computational load. In localization
problems, however, the Kalman filter still finds a leading
position, more than 40 years after it was first introduced.
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Homomorphi9. Homomorphic Systems
and Cepstrum Analysis of Speech

R. W. Schafer

In 1963, Bogert, Healy, and Tukey published a
chapter with one of the most unusual titles to be
found in the literature of science and engineer-
ing [9.1]. In this chapter, they observed that the
logarithm of the power spectrum of a signal plus
its echo (delayed and scaled replica) consists of
the logarithm of the signal spectrum plus a peri-
odic component due to the echo. They suggested
that further spectrum analysis of the log spectrum
could highlight the periodic component in the log
spectrum and thus lead to a new indicator of the
occurrence of an echo. Specifically they made the
following observation:

In general, we find ourselves operating on the
frequency side in ways customary on the time
side and vice versa.

As an aid in formalizing this new point of view,
they introduced a number of paraphrased words.
For example, they defined the cepstrum of a sig-
nal as the power spectrum of the logarithm of the
power spectrum of a signal. (In fact, they used
discrete-time spectrum estimates based on the
discrete Fourier transform.) Similarly, the term
quefrency was introduced for the independent
variable of the cepstrum [9.1].

In this chapter we will explore why the cep-
strum has emerged as a central concept in digital
speech processing. We will start with definitions
appropriate for discrete-time signal processing
and develop some of the general properties and
computational approaches for the cepstrum of
speech. Using this basis, we will explore the many
ways that the cepstrum has been used in speech
processing applications.
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9.1 Definitions

As stated above, Bogert et al. based their definition of the
cepstrum on a rather loose interpretation of the power
spectrum of an analog signal. Since effective application

of the cepstrum concept required digital processing, it
was necessary, early on, to develop a solid definition in
terms of discrete-time signal theory [9.2, 3].
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9.1.1 Definition of the Cepstrum

For discrete-time signals, a definition in the spirit of [9.1]
is that the cepstrum of a signal is the inverse discrete-
time Fourier transform (IDTFT) of the logarithm of
the magnitude of the DTFT of the signal. That is, the
cepstrum of a signal x[n] is defined as

c[n] = 1

2π

π∫
−π

log |X(eiω)|eiωn dω , (9.1a)

where the DTFT of the signal is defined as [9.4],

X(eiω)=
∞∑

n=−∞
x[n]e−iωn . (9.1b)

Equation (9.1a) is the definition of the cepstrum that we
shall use throughout this chapter. Note that c[n], being
an IDTFT, is nominally a function of a discrete index n.
If the input sequence is obtained by sampling an analog
signal, i. e., x[n] = xa(n/ fs), then it would be natural to
associate time with the index n in the cepstrum. How-
ever, elaborating on the cepstrum conceit, Bogert et al.
introduced the term quefrency for the name of the inde-
pendent variable of the cepstrum [9.1]. This new term is
often useful in describing the fundamental properties of
the cepstrum. For example, low quefrencies correspond
to slowly varying components in the log magnitude spec-
trum, while high quefrencies correspond to rapidly vary
components of the log magnitude. Isolated peaks at mul-
tiples of a quefrency P0 in the cepstrum correspond to
a periodic component in the log magnitude with period
2π/P0 in normalized radian frequency ω or fs/P0 in
cyclic analog frequency.

9.1.2 Homomorphic Systems

Contemporaneously with the introduction of the cep-
strum concept, Oppenheim [9.5] developed a new theory
of nonlinear systems that was based on the mathemat-
ical theory of linear vector spaces. The essence of this
theory was that certain operations of signal combination
(convolution and multiplication in particular) satisfy the

&KLM
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��LM
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Fig. 9.1 Canonic form for homomorphic systems for convolution

same postulates as does vector addition in the theory
of linear vector spaces. From this observation, Oppen-
heim showed that classes of nonlinear systems could
be defined on the basis of a generalized principle of
superposition. He termed such systems homomorphic.
Of particular importance for our present discussion is
the class of homomorphic systems for which the input
and output are combined by convolution. Such systems
are represented by the canonic form shown in Fig. 9.1,
where the operator D∗{ } is called the characteristic
system for convolution and D−1∗ { } is its inverse. This
characteristic system is defined by the property that
when x[n] = x1[n] ∗ x2[n], the corresponding output is

x̂[n] = D∗{x1[n] ∗ x2[n]}
= D∗{x1[n]}+D∗{x2[n]}
= x̂1[n]+ x̂2[n] . (9.2)

That is, the characteristic system transforms a combina-
tion by convolution into a corresponding combination
by addition.

The middle system in Fig. 9.1 is the system denoted
L{ }, which is an ordinary linear system satisfying the
principle of superposition with addition as both the input
and output operation for signal combination [9.4]. Note
that Fig. 9.1 shows the input and output operations at the
top and just outside of each block.

Finally, the inverse characteristic system must trans-
form a sum into a convolution so that the overall system
transformation satisfies H{x1[n] ∗ x2[n]} = H{x1[n]} ∗
H{x2[n]} = y1[n] ∗ y2[n].

From Fig. 9.1, all homomorphic systems for convo-
lution differ only in the (ordinary) linear part L{ }. The
key to the definition is the characteristic system D∗{ },
which turns convolution into addition, and as we will
see, it is D∗{ } that makes the connection between the
cepstrum and the theory of homomorphic systems for
convolution. Indeed, Fig. 9.2 shows a sequence of math-
ematical operators that has the desired property in (9.2).
Specifically, the output x̂[n] can be represented by the
discrete-time Fourier transform equations

X(eiω)=
∞∑

n=−∞
x[n]e−iωn (9.3a)

X̂(eiω)= log[X(eiω)] (9.3b)

x̂[n] = 1

2π

π∫
−π

X̂(eiω)eiωn dω . (9.3c)

Equation (9.3a) and (9.3c) are the DTFT and IDTFT, re-
spectively, while (9.3b) is the complex logarithm of the
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complex function X(eiω). It is easily seen that the cas-
cade of these three operations has the desired property
of turning convolution into addition. First, the DTFT of
a convolution of two sequences is the product of their
DTFTs [9.4]. Appropriately defined, the complex log-
arithm of a product of two functions is the sum of the
complex logarithms of the individual functions. Finally,
the IDTFT is a linear operator in the conventional sense,
so the IDTFT of a sum is the sum of the corresponding
inverse transforms [9.4]. (Interestingly, the DTFT is also
linear in the conventional sense, but it is also a homo-
morphic operator with input operation convolution and
output operation multiplication. Likewise, the IDTFT
operator is both conventionally linear and homomorphic
with input operation multiplication and output operation
convolution.) Hence, if the complex logarithm in Fig. 9.2
is appropriately defined and computed, then if the input
is x[n] = x1[n] ∗ x2[n], it follows that the output in in
Fig. 9.2 is x̂[n] = x̂1[n]+ x̂2[n].

The inverse of the characteristic system for convo-
lution is depicted in Fig. 9.3. It is obtained by simply
using the complex exponential to invert the effect of the
complex logarithm.

The representation of Figs. 9.2 and 9.3 was devel-
oped by Oppenheim, Schafer, and Stockham, and first
published in [9.2, 3]. Because of the obvious close rela-
tionship of the characteristic system for convolution as
defined by (9.3a), (9.3b), and (9.3c) to the definition of
the cepstrum in (9.1a) and (9.1b), they called the output
of the characteristic system for convolution, the complex
cepstrum. This is not because the complex cepstrum is
complex; indeed, if x[n] is real, then x̂[n] will also be
real. Rather, the modifier complex is used to imply that
the complex logarithm is used in the computation of the
complex cepstrum. The complex logarithm in (9.3b) is
defined as

X̂(eiω)= log{X(eiω)}
= log |X(eiω)|+ i arg{X(eiω)} , (9.4)

where if X(eiω)= X1(eiω) · X2(eiω), as for the con-
volution x[n] = x1[n] ∗ x2[n], then the following must
hold:

log |X(eiω)| = log |X1(eiω)|+ log |X2(eiω)| (9.5a)

arg
{

X(eiω)} = arg{X1(eiω)
}+ arg

{
X2(eiω)

}
.

(9.5b)

Satisfying (9.5a) presents no serious difficulty, but (9.5b)
is more problematic as we discuss below.

The relationship between the cepstrum and complex
cepstrum can be obtained by noting that, if x[n] is real,
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Fig. 9.2 DTFT representation of the characteristic system for con-
volution
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Fig. 9.3 DTFT representation of the inverse characteristic system
for convolution

then log |X(eiω)| is a real and even function of ω, while
arg{X(eiω), the imaginary part of X̂(eiω), is a real and
odd function of ω. This implies that [9.4],

c[n] = Ev{x̂[n]} = x̂[n]+ x̂[−n]
2

. (9.6)

That is, as we have defined them, the cepstrum is the
even part of the complex cepstrum.

9.1.3 Numerical Computation of Cepstra

So far, we have merely defined the cepstrum and com-
plex cepstrum in terms of mathematical operators. To be
useful for speech processing, we must replace these ope-
rators by computable operations. This can be done by
noting that the discrete Fourier transform (DFT) [com-
puted with a fast Fourier transform (FFT) algorithm]
is a sampled (in frequency) version of the DTFT of
a finite-length sequence, i. e., X[k] = X(ei2πk/N ) [9.4].
Figure 9.4 depicts the operations

X[k] =
N−1∑
n=0

x[n]e−i(2πk/N)n (9.7a)

X̂[k] = log |X[k]|+ i arg{X[k]} (9.7b)

˜̂x[n] = 1

N

N−1∑
n=0

X̂[k]ei(2πk/N)n , (9.7c)

where the DTFT has been replaced by the finite DFT
computation. Note the tilde (˜) symbol above c[n] and
x̂[n] in Fig. 9.4 and in (9.7c), which is used to emphasize
that the cepstra computed using the DFT suffer from
time-domain aliasing due to the sampling of the log
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Fig. 9.4 Computing the cepstrum or complex cepstrum using the
DFT

of the DTFT [9.4]. Specifically, the complex cepstrum
computed by the DFT is related to the complex cepstrum
defined by the DTFT by the equation

˜̂x[n] =
∞∑

r=−∞
x̂[n+rN] . (9.8)

An identical equation holds for the time-aliased cep-
strum c̃[n].

The effect of time-domain aliasing can be made
negligible by using a large value for N . A more-
serious problem in computation of the complex
cepstrum is the computation of the complex logarithm.
As discussed above, we must compute samples of
arg{X(eiω)} = arg{X1(eiω) · X2(eiω)} such that

arg{X[k]} = arg{X1[k]}+ arg{X2[k]} , (9.9)

and this requires special care. Standard arctan functions
return the principal value of the phase angle, which we
denote, −π < ARG{X[k]} ≤ π, and in general it must

be assumed that

ARG{X[k]} = ARG{X1[k]}+ARG{X2[k]} , (9.10)

when X[k] = X1[k]X2[k]. It is not that the principal
value gives the wrong phase for the product of two
DFTs, but that it is not equal to the sum of the two
individual principal value phases. The problem is the
discontinuities that result from the modulo 2π compu-
tation. If the principal value phase can be unwrapped by
finding a sequence R[k] such that

arg{X[k]} = ARG{X[k]}+2πR[k] , (9.11)

then the resulting phase would have the desired property
of (9.9). The sequence R[k] will have integer values
that are constant over subintervals of 0 ≤ k < N/2.
Abrupt changes will occur at the discontinuities of
ARG{X[k]}. The earliest phase unwrapping algorithm
for cepstrum computation took the straightforward ap-
proach of searching for discontinuities of size 2π in
ARG{X[k]} [9.2,3]. This approach requires a very small
frequency sample spacing (N large) so as not to miss dis-
continuities that occur when the phase has a steep slope.
Tribolet gave an improved algorithm that uses both the
principal value phase and the phase derivative (which
can be computed directly from X[k]) [9.6].

While phase unwrapping can be problematic in some
situations involving the complex cepstrum, it is not
a problem in computing the cepstrum, where it is not
used, and as we will see in the next section, phase
unwrapping can be avoided by using the z-transform.

9.2 Z-Transform Analysis

The characteristic system for convolution can also be
represented by the two-sided z-transform, as depicted in
Fig. 9.5. This representation is very useful for theoretical
investigations, and recent developments in polynomial
root finding have made the z-transform representation
a viable computational basis as well. For this purpose,
we assume that the input signal x[n] has a rational z-
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Fig. 9.5 z-transform representation of the characteristic system for
convolution

transform of the form

X(z)= Xmax(z) · Xuc(z) · Xmin(z) , (9.12)

where

Xmax(z)= zMo

Mo∏
k=1

(
1−akz−1)

=
Mo∏

k=1

(−ak)
Mo∏

k=1

(
1−a−1

k z
)
, (9.13a)

Xuc(z)=
Muc∏
k=1

(
1− eiθk z−1) , (9.13b)
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Xmin(z)= A

Mi∏
k=1

(
1−bkz−1)

Ni∏
k=1

(
1− ckz−1) . (9.13c)

The zeros of Xmax(z), i. e., zk = ak , are zeros of X(z)
outside of the unit circle (|ak|> 1). The factor Xmax(z) is
thus the maximum-phase part of X(z). The factor Xuc(z)
contains all the zeros (with angles θk) on the unit circle.
The minimum-phase part is Xmin(z), where bk and ck
are zeros and poles, respectively, that are inside the unit
circle (|bk|< 1 and |ck|< 1). The factor zMo implies
a shift of Mo samples to the left. It is included to simplify
the results in (9.16).

The complex cepstrum of x[n] is determined by as-
suming that the complex logarithm log[X(z)] results in
the sum of logarithms of each of the product terms, i. e.,

X̂(z)= log

∣∣∣∣∣
Mo∏

k=1

(−ak)

∣∣∣∣∣+
Mo∑

k=1

log
(
1−a−1

k z
)

+
Muc∑
k=1

log(1− eiθk z−1)

+ log |A|+
Mi∑

k=1

log
(
1−bkz−1)

−
Ni∑

k=1

log
(
1− ckz−1) . (9.14)

Applying the power series expansion

log(1−a)=−
∞∑

n=1

an

n
, |a|< 1 (9.15)

to each of the terms in (9.14) and collecting the coeffi-
cients of the positive and negative powers of z gives

x̂[n] =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Mo∑
k=1

an
k

n
n < 0

log |A|+ log

∣∣∣∣∣
mo∏

k=1

(−ak)

∣∣∣∣∣ n = 0

(
−

Muc∑
k=1

eiθkn

n

−
Mi∑

k=1

bn
k

n
+

Ni∑
k=1

cn
k

n

⎞
⎠ n > 0

. (9.16)

Given all the poles and zeros of a z-transform X(z),
(9.16) allows us to compute a finite set of samples of
the complex cepstrum with no approximation. This is
clearly the case in theoretical analysis where the poles
and zeros are specified, but (9.16) is also useful as the
basis for computation. All that is needed is a process
for obtaining the z-transform as a rational function and
a process for finding the zeros of the numerator and
denominator. This has become more feasible with in-
creasing computational power and with new algorithmic
advances in finding roots of large polynomials [9.7].

One method of obtaining a z-transform is simply to
select a finite-length sequence of samples of a signal.
The z-transform is then simply a polynomial with the
samples x[n] as coefficients, i. e.,

X(z)=
M∑

n=0

x[n]z−n (9.17)

= A
Mo∏

k=1

(
1−akz−1) Mi∏

k=1

(
1−bkz−1) .

A second method that yields a z-transform is the method
of linear predictive analysis, which we will discuss
briefly in Sect. 9.5.

9.3 Discrete-Time Model for Speech Production

A short segment of a sampled speech waveform is shown
in Fig. 9.6. Note that about the first 90 ms (720 samples
at 8000 samples/s) look like random noise, while the re-
maining samples in view appear to be almost periodic.
Such a speech signal is the output of a physical sys-
tem that produces an acoustic wave whose properties
vary in time to encode a message. To create a speech
signal, humans perform a coordinated sequence of phys-

ical gestures involving the lungs, vocal cords, tongue,
and lips. Assuming that we have a sampled speech sig-
nal, it is helpful to have a discrete-time system model
upon which to base analysis [9.8, 9]. A simple model
is depicted in Fig. 9.7. The block on the right labeled
‘time-varying digital filter’ represents a linear system
with a slowly time-varying frequency response (or im-
pulse response). Its purpose is to model the frequency
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Fig. 9.6 Segment of sampled speech waveform (samples connected
by straight lines for plotting)

resonances (formants) of the human vocal tract. It is
common to assume that, over short time intervals, the
system is not time-varying, and that it is characterized
by an all-pole rational system function of the form

H(z)= G

1−
p∑

k=1

αkz−k

= G
p∏

k=1

(
1− ckz−1) , (9.18)

where |ck|< 1 for stability. The blocks labeled ‘im-
pulse train generator’ and ‘random noise generator’
represent the glottal pulse excitation and fricative (con-
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Fig. 9.7 Simplified discrete-time model for the speech sig-
nal

striction) excitation of the vocal tract, respectively. The
multiplicative factor G is lumped with H(z) in (9.18),
but it could be considered part of the excitation since
it simply applies a gain to the excitation. By prop-
erly choosing the parameters of the excitations and
the linear system, it is possible to create discrete-time
signals that are perceived to be very close, if not identi-
cal, to a given sampled human-produced speech signal.
Therefore, the model of Fig. 9.7 is the basis for most
analysis/synthesis speech coders and automatic speech
recognition systems, and much work has been done on
estimating the time-varying parameters of this model
from sampled speech signals. Homomorphic filtering
and cepstrum analysis are important techniques for such
analysis.

9.4 The Cepstrum of Speech

A fundamental tenet of digital speech processing is that
the properties of the speech signal change slowly relative
to the sampling rate of the signal, and furthermore, that
these properties can be sampled by a process of short-
time analysis in which speech properties such as pitch
and vocal tract response are assumed to hold constant
over a short time interval (called a window or frame)
of duration on the order of 20–30 ms. This is illustrated
in Fig. 9.6 by the 401-sample signal analysis windows
placed at sample index 0 and 1000 (0 and 125 ms). Typi-
cally for the 8000 samples/s sampling rate of the speech
in Fig. 9.6, the analysis window would be moved in steps
of 80–160 samples (10–20 ms).

9.4.1 Short-Time Cepstrum of Speech

Following [9.9], we assume that the model of Fig. 9.7
represents the sampled speech signal s[n], and that over

the analysis interval the output of the model equals
the speech signal. Furthermore, over the length of the
window L , we assume that

s[n] = u[n] ∗h[n] , 0≤ n ≤ L−1 , (9.19)

where h[n] is the impulse response corresponding to the
system function in (9.18). The impulse response h[n]
models the combined effects of the gain G, the vocal-
tract frequency response, the glottal wave shape, and
radiation of sound at the lips, but we will refer to it
simply as the vocal-tract impulse response. Also, we
assume that the impulse response h[n] is short compared
to the window so that the windowed segment can be
represented as

x[n] =w[n](u[n] ∗h[n])
≈ uw[n] ∗h[n] , 0≤ n ≤ L−1 , (9.20)
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where uw[n] = w[n]u[n], i. e., any tapering due to the
analysis window is incorporated into the excitation. In
the case of voiced speech, u[n] is an impulse train of the
form

u[n] = p[n] =
Np−1∑
k=0

δ[n− kP0] , (9.21)

where δ[n] represents the unit sample sequence and P0
is the discrete-time pitch period. In the case of unvoiced
speech, the excitation would be a white noise sequence,
which is spectrally shaped by the linear filter.

For voiced speech, the windowed excitation is

uw[n] =w[n]p[n] =
Np−1∑
k=0

wP0 [k]δ[n− kP0] ,
(9.22)

where wP0 [k] is the time-sampled window sequence
defined as

wP0 [k] =
⎧⎨
⎩w[kP0] k = 0, 1, . . . , Np−1

0 otherwise
.

(9.23)

From (9.22), the DTFT of uw[n] is

Uw(eiω)=
Np−1∑
k=0

wP0 [k]e−iωkP0 =WP0 (eiωP0 ) ,

(9.24)

and from (9.24) it follows that Uw(eiω) is periodic in ω
with period 2π/P0. Therefore,

X̂(eiω)= log{H(eiω)}+ log
{
Uw(eiω)

}
(9.25)

has two components: (i) log{H(eiω)}, due to the vocal-
tract frequency response and slowly varying in ω, and
(ii) log{WP0 (eiωP0 )}, due to the excitation and periodic
with period 2π/P0. (For signals sampled with sam-
pling rate fs, this period corresponds to fs/P0 Hz in
cyclic analog frequency.) The complex cepstrum of the
windowed speech segment x[n] is therefore

x̂[n] = ĥ[n]+ ûw[n] . (9.26)

For voiced speech, the cepstral component due to the
excitation has the form

ûw[n] =
⎧⎨
⎩ŵP0 [n/P0] n = 0,±P0,±2P0, . . .

0 otherwise
.

(9.27)

(Note that ŵP0 [n] corresponds to log{WP0 (eiω)}, so
through the upsampling theorem [9.4], log{WP0 (eiωP0 )}
corresponds to (9.27).) That is, in keeping with the
2π/P0 periodicity of log{Uw(eiω)} = log{WP0 (eiωP0 )},
the corresponding complex cepstrum (or cepstrum) has
impulses (isolated samples) at quefrencies that are mul-
tiples of P0. For unvoiced speech, no such periodicity
occurs in the logarithm, and therefore no cepstral peaks
occur.

To illustrate the cepstrum analysis of speech, a 401-
sample segment of voiced speech was selected by
a Hamming window positioned at sample 1000 in
Fig. 9.6. The resulting windowed x[n] is shown in
Fig. 9.8a. The log magnitude and unwrapped phase for
X(eiω) are shown as the rapidly oscillating curves in
Figs. 9.9a and 9.9b, respectively. The resulting com-
plex cepstrum is shown in Fig. 9.10a and the cepstrum
is shown in Fig. 9.10b, i. e., Fig. 9.10a is the IDTFT
of log{X(eiω)} with Fig. 9.9a as the real part and
Fig. 9.9b as the imaginary part, while Fig. 9.10b is the
IDTFT of log |X(eiω)| with zero imaginary part. [From
(9.6), Figure 9.10b is also the even part of Fig. 9.10a.]
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Fig. 9.8a–c Time waveforms: (a) windowed speech
segment, (b) output corresponding to high-quefrency
components of the complex cepstrum, and (c) output corres-
ponding to low-quefrency components of the complex
cepstrum
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Fig. 9.10 (a) Complex cepstrum. (b) Cepstrum

Observe the rapidly varying periodic components in
Fig. 9.9a,b, and the corresponding peaks in Fig. 9.10
located at about quefrency 11.5 ms (P0 = 92 samples
at fs = 8000 samples/s rate). These peaks in the cep-
strum and complex cepstrum are due to the voiced
nature of the speech segment, and their quefrency lo-
cations correspond to the pitch period in Fig. 9.8a.
Furthermore, note that when expressed in Hz, the pe-
riod of the ripples in Fig. 9.9 is 8000/92 = 87 Hz.
Thus, we see from the cepstrum that the fundamen-
tal voice frequency for this segment of speech is about
87 Hz.

9.4.2 Homomorphic Filtering of Speech

Homomorphic filtering can be used to separate the com-
ponents of the speech model. In the terminology of
Bogert et al., we lifter the signal by multiplying its com-
plex cepstrum (or cepstrum) by a sequence �[n], i. e., we
form

ŷ[n] = �[n]x̂[n] . (9.28)

This is one choice for the linear system L{ } shown
in the canonic system of Fig. 9.1. The corresponding
liftered output is obtained by implementing the inverse
characteristic system of Fig. 9.3. Note that the corres-
ponding operation on the complex logarithm is periodic
convolution in the frequency domain, i. e.,

Ŷ (eiω)= 1

2π

π∫
−π

X̂(eiθ )L̂(ei(ω−θ))dθ . (9.29)

In words, liftering is equivalent to frequency-invariant
linear filtering of the complex logarithm. For exam-
ple, multiplication by a function such as the light-gray
curve in Fig. 9.10a would have the effect of remov-
ing the periodic component from the log magnitude
and unwrapped phase in Fig. 9.9a or b or in the case
of the cepstrum, the periodic component would be re-
moved from only the log magnitude. Specifically, if we
multiply all components of the complex cepstrum of
Fig. 9.10a above quefrency 50 (6.25 ms) by zero, and
compute the DTFT of the result, we obtain Ŷ (eiω), as
shown by the smooth curves in Fig. 9.9a,b. If we send
the resulting liftered complex logarithm through the ex-
ponential and inverse DTFT of the inverse characteristic
system of Fig. 9.3, the result is as shown in Fig. 9.8c,
which we can interpret as an estimate of h[n]. Similarly,
we can remove the low quefrencies by retaining cep-
strum components above some cutoff quefrency, and we
obtain an output that depends mainly on the excitation
components of the complex cepstrum. Such a result is
shown in Fig. 9.8b, which is an estimate of uw[n]. No-
tice that the impulses at multiples of the pitch period
retain the shape of the Hamming window as suggested
by (9.22).

The previous example illustrates that homomorphic
filtering can be used to separate the components of a con-
volution, and this technique can be used to deconvolve
short segments of voiced speech. Specific applications
of this approach will be considered in the following
sections.
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9.5 Relation to LPC

The technique of linear predictive analysis, usually re-
ferred to as linear predictive coding (LPC), is widely
used in digital speech processing systems. It is therefore
of interest to consider the relationship between cepstrum
analysis and linear predictive analysis. In LPC, an all-
pole model such as (9.18) is obtained by first assuming
that the model output s[n] is equal to the given speech
signal x[n], and then computing a set of predictor co-
efficients αk that minimize the mean-squared prediction
error

E =
〈
e2[n]

〉
=
〈(

x[n]−
p∑

k=1

αkx[n− k]
)2〉

. (9.30)

The optimum coefficients satisfy the set of p linear
equations in the p unknown coefficients αk

p∑
k=1

αkr[|k− i|] = r[i] i = 1, 2, . . . , p , (9.31a)

and the gain constant G is given by

G = r[0]−
p∑

k=1

αkr[k] , (9.31b)

where r[k] =< x[n]x[n+k]>with<> denoting aver-
aging over a finite time window. Thus, p+1 values of
the autocorrelation function r[k] are sufficient to deter-
mine all the p+1 parameters of the all-pole model of
(9.18) [9.8].

9.5.1 LPC Versus Cepstrum Smoothing

Figure 9.11 shows the autocorrelation function and the
cepstrum of the segment of speech in Fig. 9.8a. (As is
common in LPC analysis [9.8], the high frequencies
were pre-emphasized by a first difference operator prior
to LPC and cepstral analysis.) Note that the autocorre-
lation function r[k] is the IDTFT of |X(eiω)|2, while the
cepstrum c[n] is the IDTFT of log |X(eiω)|, so it is not
surprising that they should be related and have similar
properties. Like the cepstrum, the autocorrelation shows
a peak at the time corresponding to the pitch period of the
speech signal; however, this peak is not nearly as distinct
as the peak in the cepstrum. In LPC analysis, the periodic
variations of the short-time Fourier transform are re-
moved by taking p to be much less than the pitch period
P0. The faint gray line in Fig. 9.11a shows the autocorre-
lation values selected to determine a system model with
p= 12, which is much less than the value P0 = 92 de-
termined by cepstrum analysis to be the period of the
segment of speech under analysis. Such a value for p

is sufficient to represent the combined effects of the vo-
cal tract, glottal spectrum, and radiation at the lips for
a sampling rate of 8 kHz, but too small to represent the
fine detail in the short-time spectrum. If H(z) in (9.18)
is evaluated on the unit circle of the z-plane, we get an
estimate of the frequency response of the linear system
of the speech model, i. e., the function log |H(eiω/ fs )|,
which is plotted in Fig. 9.12 as the solid curve. It is su-
perimposed with the original log |X(eiω/ fs )|, shown as
the rapidly varying light-gray plot.

For comparison, the dashed line is the result of
liftering the short-time spectrum with a cepstrum cut-
off quefrency of nco = 50 samples and the dash-dot
line shows liftering with a lower cutoff quefrency of
nco = 13. Thus, both the LPC model and cepstrum lif-
tering can smooth out the periodic component of the
short-time spectrum of a segment of voiced speech.
Notice that the peaks of the LPC spectrum tend be bi-
ased toward a nearby harmonic peak of the short-time
spectrum. This can cause undesirable variability in LPC
representations. Generally, the LPC order p is chosen to
provide one resonance (two complex-conjugate poles)
per kilohertz of bandwidth with 2–4 extra poles to rep-
resent overall spectral tilt, etc. The liftered spectra, on
the other hand, are essentially local averages of the log
of the short-time Fourier transform magnitude. Thus,
they follow the slow variations of the log of the short-
time spectrum, and the lower the cutoff quefrency, the
smoother the resulting spectrum estimate.
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Fig. 9.11 (a) Autocorrelation function showing points used
in LPC analysis. (b) Cepstrum showing points used in
homomorphic smoothing of the short-time spectrum
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Fig. 9.12 Comparison of spectral smoothing methods

9.5.2 Cepstrum from LPC Model

In the LPC method, a short segment of windowed speech
is represented first by p+1 autocorrelation values r[k],
k= 0, 1, . . . , p, then by G and the predictor coefficients
αk , k = 1, 2, . . . , p, and finally by the z-transform H(z)
given by (9.18). The truncation of the autocorrelation
function to p+1 values causes the smoothing that we
seek in estimating the vocal tract system. If we realize
that, corresponding to H(z), there is an impulse response
h[n], then it follows that the LPC analysis has com-
puted the parameters of the z-transform of h[n], and
thus, we can think of LPC analysis as an implementa-
tion of the Z{ } operator in Fig. 9.5 when the input is
h[n]. In Sect. 9.2, we showed that, given the rational z-
transform of a sequence, we can compute the complex
cepstrum directly from the zeros of the numerator and
denominator polynomials. From (9.18) and (9.16) and
the fact that the LPC model estimate is minimum phase
(all poles inside the unit circle) [9.8], it follows that the
complex cepstrum of the impulse response of the LPC
model is

ĥ[n] =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 n < 0

log G n = 0
Mi∑

k=1

cn
k

n
n > 0

(9.32)

and the cepstrum would be

c[n] = Ev{ĥ[n]} =

⎧⎪⎪⎨
⎪⎪⎩

log G n = 0

1

2

Mi∑
k=1

c|n|k

|n| n = 0
. (9.33)

9.5.3 Minimum Phase
and Recursive Computation

Minimum-phase sequences like the LPC model impulse
response have a number of important properties. Some of
these properties are themselves sufficient to define the
minimum-phase condition. For example, all the poles
and zeros of the z-transform of a minimum-phase se-
quence are inside the unit circle. An equivalent statement
is that the complex cepstrum is causal, i. e., ĥ[n] = 0 for
n < 0 as in (9.32).

The special properties of a minimum-phase se-
quence can be used to derive additional computational
algorithms that can be useful in speech process-
ing. For example, using the derivative theorem for
z-transforms [9.4] and the causality of minimum-
phase sequences and their complex cepstra, it can be
shown [9.3] that the impulse response of a minimum-
phase system and its corresponding complex cepstrum
are related by the recursion formula

ĥ[n] =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 n < 0

log G n = 0

h[n]
h[0] −

n−1∑
k=1

(
k

n

)
ĥ[k]h[n− k]

h[0] n ≥ 1

(9.34)

If we write the system function of the LPC model of
(9.18) as

H(z)= G

1−
p∑

k=1

αkz−k

= G

A(z)
, (9.35)

we can define

a[n] =

⎧⎪⎪⎨
⎪⎪⎩

1 n = 0

−αn 1≤ n ≤ p

0 otherwise

(9.36)

as the sequence whose z-transform is the denomina-
tor polynomial A(z). Since the complex cepstrum is the
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inverse z-transform of Ĥ(z)= log G− log{A(z)}, it fol-
lows that ĥ[n] = (log G)δ[n]− â[n], and using (9.34)
and the fact that ĥ[n] = −â[n] for n ≥ 1, we can ex-
press the complex cepstrum ĥ[n] directly in terms of the
predictor coefficients as

ĥ[n] =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 n < 0

log G n = 0

αn+
n−1∑
k=1

(
k

n

)
ĥ[k]αn−k n > 0

, (9.37)

From (9.37) we see that the predictor coefficients can be
obtained from the complex cepstrum through

αn = ĥ[n]−
n−1∑
k=1

(
k

n

)
ĥ[k]αn−k 1≤ n ≤ p . (9.38)

From (9.38), it follows that p+1 values of the com-
plex cepstrum are sufficient to fully determine the LPC
model since all the predictor coefficients and G can be
computed from ĥ[n] for n = 0, 1, . . . , p.

Kopec et al. [9.10] showed several other ways that
linear prediction and cepstrum analysis can be com-
bined to separate the components of more-complicated
models than the all-pole model usually assumed in LPC
analysis.

9.6 Application to Pitch Detection

The cepstrum was first applied in the speech process-
ing field to determining the excitation parameters for
the discrete-time speech model of Fig. 9.7. According
to Noll [9.11], his colleague M. R. Schroeder suggested
to him that the periodic structure of voiced speech was
very similar to the echo structure that motivated their
Bell Telephone Laboratories colleagues to define the
cepstrum. He applied the cepstrum using short-time
Fourier analysis as we have described in Sect. 9.4.1,
and like Bogert et al. [9.1] he was only interested in
detecting periodicity, not in extracting the details of the
speech model. Noll proposed a pitch-detection algorithm
that was based on cepstrum analysis implemented as in
Fig. 9.4 and applied to successive short-time windowed
segments of a speech signal. This is illustrated in Fig. 9.6
for two window positions, one clearly unvoiced speech
and the later one voiced speech.

Figure 9.13 shows a plot that is very similar to the
plot first published by Noll [9.11]. On the left is a se-
quence of log short-time spectra (rapidly varying curves)
and on the right is the corresponding sequence of cep-
stra computed from the log spectra on the left. Spectrum
and cepstrum number 1 are from the segment of speech
selected by the leftmost window in Fig. 9.6. The succes-
sive spectra and cepstra are for 50 ms segments obtained
by moving the window in steps of 12.5 ms (100 samples
at 8000 samples/s). Thus, the second window position
in Fig. 9.6 corresponds to spectrum and cepstrum num-
ber 11 in Fig. 9.13. From the given window length and
time increment, we can see from Fig. 9.6 that for po-
sitions 1–5, the window will only include unvoiced
speech, while for positions 6 and 7 the signal will be
partly voiced and partly unvoiced. For positions 8–15 the

window only includes voiced speech. Note that the rapid
variations of the unvoiced spectra appear random with no
periodic structure. This is typical of Fourier transforms
(periodograms) of short segments of random signals.
On the other hand, the spectra for voiced segments have
a structure of periodic ripples due to the harmonic struc-
ture of the quasiperiodic segment of voiced speech. As
can be seen from the plots on the right, the cepstrum peak
at about quefrency 11–12 ms strongly signals voiced
speech. As we have shown, the quefrency of the peak
is an accurate estimate of the pitch period during the
corresponding speech interval. As shown in Fig. 9.11,
the autocorrelation function also displays an indication
of periodicity, but not not nearly as clearly as does the
cepstrum.

The essence of the pitch-detection algorithm pro-
posed by Noll is to compute a sequence of short-time
cepstra and search each successive cepstrum for a peak
in the quefrency region of the expected pitch pe-
riod. The presence of a strong peak implies voiced
speech, and the quefrency location of the peak gives
an estimate of the pitch period. As in most signal
processing applications such as this, the algorithm in-
cludes many features designed to handle cases that
do not fit the underlying model very well. For exam-
ple, for frames 6 and 7 the cepstrum peak is weak,
corresponding to the transition from unvoiced to voiced
speech. In other problematic cases, the peak at twice
the pitch period may be stronger than the peak at
the quefrency of the pitch period. Noll applied tem-
poral continuity constraints to prevent such errors.
The reader should consult Noll’s paper [9.11] for the
full details of his cepstrum pitch-detection algorithm.
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Fig. 9.13 (a) Short-time spectra and (b) cepstra of segment of speech in Fig. 9.6

9.7 Applications to Analysis/Synthesis Coding

In analysis/synthesis speech coding, the sampled speech
signal is divided into frames (blocks of samples), and

the excitation parameters and impulse response are de-
termined for each successive frame. The cepstrum can
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be used to estimate the parameters of the simple excita-
tion model. For compression, the excitation parameters
(voicing decision and pitch period) are quantized to-
gether with a quantized representation of the impulse
response of the vocal-tract system. The composite quan-
tized representation is then used for transmission or
storage. To reconstitute the speech signal, the model
of Fig. 9.7 is used with model parameters updated at
the frame rate from the compressed data. For example,
LPC vocoders use LPC analysis techniques to obtain the
vocal-tract system model in the form of (9.18). This all-
pole representation implies that the vocal-tract model
can be implemented by a recursive digital filter for
synthesis [9.12].

The cepstrum has also been used in ana-
lysis/synthesis speech coding to extract an estimate of
the linear system in the speech model of Fig. 9.7. We
shall discuss three approaches based on homomorphic
methods.

9.7.1 Homomorphic Vocoder

A homomorphic vocoder is an analysis/synthesis speech
coding system that uses a cepstrum pitch detector as de-
scribed in Sect. 9.6 to estimate the excitation parameters
and short-time homomorphic deconvolution to estimate
the time varying impulse response of the speech model
of Fig. 9.7 [9.13]. More specifically, the vocal-tract im-
pulse response is extracted by homomorphic filtering
from the same short-time cepstrum that is used for pitch
detection. Each frame of the speech signal is represented
by quantized versions of voiced/unvoiced decision, pitch
period, gain, and a set of low-quefrency cepstrum values
to represent the vocal tract impulse response. Since
the cepstrum is an even function of n, only c[n] for
n = 1, . . . , nco need be retained in order to construct
c[−n]. Furthermore, we can assume that c[0] = log G.

Synthesis is done by discrete convolution of an
impulse response (reconstructed from the quantized low-
quefrency cepstrum values) with an excitation signal
constructed from the voicing, pitch period, and gain in-
formation. For voiced speech frames, the excitation is
a train of unit impulses with spacing P0 (as estimated
from the cepstrum), while for unvoiced frames, the ex-
citation is a discrete random noise sequence. The gain
G is used to provide the correct signal amplitude after
synthesis.

Since the cepstrum (not the complex cepstrum) is
used to represent the linear filter for each frame, it is
not possible to estimate the fully fledged mixed-phase
impulse response as in the example of Fig. 9.8c. The

cepstrum only represents the log magnitude of the short-
time spectrum. Therefore, it is necessary to generate an
appropriate phase to pair with the smoothed log magni-
tude function. This can be achieved as part of the liftering
that extracts the low-quefrency values of the cepstrum.
The simplest approach is to simply assign zero for the
phase at each frequency. This is the case if we define

ĥz[n] = �z[n]c[n] , (9.39)

where

�z[n] =
⎧⎨
⎩1 |n| ≤ nco

0 otherwise
. (9.40)

This situation is depicted in Fig. 9.10b. Since
ĥz[n] = ĥz[−n], it follows that Ĥz(eiω) is purely real.
Therefore, if ĥz[n] is the input to the inverse characteris-
tic system D−1∗ { } (implemented with the DFT), then the
resulting output hz[n] will have even symmetry as well.
As an example, Fig. 9.14a shows the zero-phase impulse
response that has the same log magnitude function as
the mixed-phase impulse response of Fig. 9.8c, i. e., the
smooth function in Fig. 9.9a .(The zero-phase impulse
response has been truncated to the range −80≤ n ≤ 80
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Fig. 9.14 (a) Minimum-phase impulse response. (b) Max-
imum-phase impulse response. (c) Zero-phase impulse
response
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and a delay of 80 samples has been included to make the
impulse response causal.)

Another way of pairing a phase function with the
smoothed log magnitude is to impose the minimum-
phase condition, i. e., the complex cepstrum is zero for
n < 0. Specifically, if ĥmin[n] = �min[n]c[n], where

�min[n] =

⎧⎪⎪⎨
⎪⎪⎩

2 1≤ n ≤ nco

1 n = 0

0 otherwise

, (9.41)

then the resulting impulse response hmin[n] at the output
of the inverse characteristic system is a minimum-phase
impulse response whose Fourier transform has the same
log magnitude as does hz[n] corresponding to (9.39), and
whose phase is the minimum-phase function that would
be obtained through the discrete Hilbert transform [9.4].
Figure 9.14b shows the minimum-phase impulse
response that has the same Fourier transform log mag-
nitude as the impulse responses in Figs. 9.8c and 9.14a.

Still another way to obtain a nonzero phase is to
impose a maximum-phase condition; i. e., the complex
cepstrum is zero for n > 0. The maximum-phase im-
pulse response reconstructed from the cepstrum with
�max[n] = �min[−n]will be simply hmax[n] = hmin[−n].
For our example the maximum-phase impulse response
is shown in Fig. 9.14c. [Since hmax[n] = hmin[−n] is
noncausal, we have included a delay of 160 samples
(20 ms) to make it causal.]

The complex cepstrum is not generally used in the
homomorphic vocoder because it would be necessary
to quantize and encode the complex cepstrum values
for −nco ≤ n ≤ nco as opposed to just 0 ≤ n ≤ nco
for the zero-phase, minimum-phase, and maximum-
phase representations. Oppenheim [9.13] reported on
experiments that showed that synthetic speech output
using minimum-phase impulse responses was preferred
slightly over synthesis with zero-phase impulse re-
sponses. Both minimum- and zero-phase synthesis were
preferred to maximum-phase impulse response synthe-
sis, even though the maximum-phase impulse response
has the same wave shape and energy distribution (ex-
cept time-reversed) as the minimum-phase impulse
response. Oppenheim speculated that this was because
the minimum-phase approach most closely matches the
short-time phase of the natural vocal-tract system.

9.7.2 Homomorphic Formant Vocoder

Homomorphic processing has also been proposed as the
basis for a formant vocoder [9.14]. Here the approach

was like the homomorphic vocoder of Sect. 9.7.1 in that
the excitation parameters were derived from a cepstrum
pitch detector, but instead of extracting an impulse re-
sponse at each frame, the first three formant (resonance)
frequencies were estimated and tracked in time from the
liftered short-time log magnitude spectrum. These three
(quantized) formant frequency estimates were used to
represent the vocal tract filter for each analysis frame.
For synthesis, the three formant frequencies were used to
control the complex pole locations of three second-order
sections of a 10th-order cascade-form recursive digital
filter; a sampling rate of 8 kHz was used. The remaining
four poles were fixed at values that give a natural overall
average spectral shape.

The set of plots in the left panel of Fig. 9.13 illus-
trates how the formants were estimated and tracked in
the short-time log spectrum. Note that the smoothed log
spectra contain numerous local maxima (peaks). How-
ever, from a detailed study of the acoustics of speech
production and from extensive analysis of the short-time
spectrum of speech, it is well established that the formant
frequencies are confined to certain ranges of frequency
simply by physical constraints [9.8]. Furthermore, the
low-frequency peak in the spectra of Fig. 9.13 can be at-
tributed to the glottal pulse spectrum. Thus, by locating
the peaks in the liftered log spectrum that lie in the range
of approximately 200–3000 Hz, it is possible to identify
and track from frame to frame the first three formant
frequencies for voiced speech segments, as illustrated in
Fig. 9.13. For unvoiced speech, a much simpler model
was proposed consisting of one complex-conjugate pair
of zeros and one complex-conjugate pair of poles. The
pole and zero locations were estimated from the liftered
log magnitude spectra so as to match the overall general
shape of the unvoiced spectrum [9.8].

Although this representation of speech is quite sim-
plified and therefore bound to suffer in terms of quality
of the synthetic speech that can be reconstructed, its
virtue is that the information rate for transmitting the
pitch period, gain, and three formant frequencies can
be very low. With rather straightforward coding tech-
niques, it was found that the information rate could be
as low as 600 bits/s without degradation of the quality
that could be achieved when the parameters were un-
quantized. For many talkers, the synthetic speech was
highly intelligible and of acceptable quality for commu-
nications. However, the simplicity and the many fixed
parameters of the synthesis model limit the quality that
can be achieved over a wide range of voices. This is
also true of both the LPC vocoder and the homomorphic
vocoder of Sect. 9.7.1 with simplified voiced/unvoiced
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excitation modeling. Such approaches typically achieve
a level of speech quality reproduction that is accept-
able for some applications at bit rates around 2400 bps,
but not nearly transparent to modeling distortions. Such
representations are degraded by coarser quantization of
the parameters, but quality cannot be improved by sim-
ply representing the parameters with greater and greater
accuracy.

9.7.3 Analysis-by-Synthesis Vocoder

As increased computational power became readily avail-
able in decade of the 1980s, speech coding researchers
turned their attention toward more-sophisticated tech-
niques for modeling the excitation in LPC vocoders.
Such techniques as multipulse [9.15], code excita-
tion (CELP) [9.16], and self-excitation [9.17] led to
greatly improved output quality at somewhat higher
bit rates than the classical {V/UV, pitch, gain} repre-
sentation used in the LPC and homomorphic vocoders.
All these approaches were based on the idea of ana-
lysis by synthesis. Although most of the innovations in
analysis-by-synthesis methods were originally created
in the context of LPC modeling of the vocal-tract fil-
ter, Chung [9.18, 19] demonstrated that the benefits of
the improved excitation modeling also applied to the
homomorphic vocoder.

Figure 9.15 shows a general block diagram for
an analysis-by-synthesis homomorphic vocoder. In
LPC-based coders of this type, the vocal-tract filter is re-
cursive. The homomorphic analysis-by-synthesis coder
uses an finite impulse response (FIR) filter derived from
the cepstrum as discussed above. As in other coders of
this type, analysis is done frame-by-frame. The analysis-
by-synthesis excitation modeling is based on finding the
excitation sequence u[n] that minimizes the perceptually
weighted error between the speech signal samples x[n]
and the reconstructed samples s[n] = h[n] ∗u[n]. Over
a frame of length L samples, the perceptually weighted
error is

dpw[n] = (x[n]−h[n] ∗u[n])∗ gpw[n]
= xpw[n]−hpw[n] ∗u[n] (9.42)

where gpw[n] is the impulse response of the per-
ceptual weighting filter and hpw[n] = h[n] ∗ gpw[n] is
the perceptually-weighted vocal-tract impulse response.
The computation of the perceptual weighting filter
and weighted impulse response for the homomorphic
analysis-by-synthesis coder will be discussed below.

Irrespective of how the vocal-tract impulse response
is derived, the basic excitation analysis proceeds by as-
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Fig. 9.15 Analysis-by-synthesis homomorphic vocoder

suming that the excitation signal is composed of a set of
N (one or more) scaled component signals in the form

u[n] =
N∑

k=1

βkuγk [n] . (9.43)

The set of excitation components uγk [n] is predeter-
mined. In the case of multipulse [9.15], the components
are shifted unit samples δ[n−γk]; in CELP [9.16]
the components are drawn from a library or code-
book of white-noise sequences; and in the self-excited
paradigm [9.17], the components are segments drawn
from a memory of the past excitation sequence. In
fact, the composite excitation in (9.43) can consist of
a combination of such components [9.17].

The algorithm for determining u[n] for a given frame
begins by computing the output of the vocal-tract filter
due to the excitation of previous frames. This is sub-
tracted from the new frame of perceptually weighted
speech to initialize the error. Then the analysis proceeds
by a process something like the following to determine
the k-th component:

1. Choose a particular component uγ [n] from the avail-
able set, and find the value of β that minimizes the
total squared residual error over the frame.

2. Repeat step 1 for all possible input components.
Choose the component (indexed by γ ) that gave
the lowest error, and subtract the output due to that
component from the error.

These steps are repeated N times to obtain the indexes
γk for k = 1, 2, . . . , N . New values of the βk can be
determined after all the component sequences uγk [n]
have been selected.

The main difference between LPC and homo-
morphic analysis-by-synthesis coders is the way in
which the impulse responses are derived. In the case
of the homomorphic vocoder, h[n] is the quantized
minimum-phase FIR vocal-tract impulse response ob-
tained by low-pass liftering the cepstrum. The perceptual
weighting filter gpw[n] is derived directly from the cep-
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strum according to the principles set out by Atal and
Schroeder [9.20], who argued that the approximation
errors in the regions of the formant peaks would be
aurally masked, so the weighting should be designed
to emphasize the regions between the formant peaks.
In the homomorphic vocoder system, the perceptually
weighted vocal tract impulse response is obtained di-
rectly from the cepstrum by [9.18]

ĥpw[n] = �pw[n]c[n] , (9.44a)

where

�pw[n] =
⎧⎨
⎩1−α sin

(
πn

2nco

)
0≤ n ≤ nco

0 otherwise
. (9.44b)

This low-pass liftering of the cepstrum creates a per-
ceptually weighted vocal-tract filter where the formant
resonances are flattened out as suggested by Atal and
Schroeder [9.20]. To obtain the perceptual weighting
filter needed to prefilter the input in (9.42), we simply
observe that, since hpw[n] = h[n] ∗ gpw[n], it follows
that the complex cepstrum of gpw[n] is

ĝpw[n] = ĥpw[n]− ĥ[n]
= (�pw[n]−1)ĥ[n] . (9.45)

Figure 9.16 illustrates the perceptual weighting fil-
ter for the segment of speech used to create the earlier
examples. The light-gray solid curve is the smoothed
short-time log spectrum corresponding to the vocal-tract
filter impulse response h[n]. The dark solid curve is the
perceptually weighted vocal-tract filter corresponding
to hpw[n], and the dashed curve corresponds to the
perceptual weighting filter gpw[n]. Note how the percep-
tual weighting filter tends to de-emphasize the spectral
regions around the formant frequencies.

Chung [9.19] performed subjective tests of the
homomorphic analysis-by-synthesis coder, and com-

�
�#

���)
��*����+,�

%���5�����
��
�

�-

�3

�2

��

�

-� 2 3

�����	�����	"�����	���	�����	#��!����!	"�����


E�*�%����*����%���/��*��8��"
>�����1���$�������%���/���8���6
��*���
�%%��1���$����@�*�%����*����%���

Fig. 9.16 Illustration of perceptual weighting filter derived
from the cepstrum

pared it to LPC-based coders. In a comparison where
the same analysis structure was used with both LPC and
homomorphic vocal-tract filters, he found no significant
difference. However, in comparison to the state-of-
the-art Department of Defense standard CELP coder
available at the time, both his LPC and homomorphic
systems were significantly inferior. He attributed this
to enhancements such as interpolation of vocal-tract
filters and interpolated codebook search that were im-
plemented in the the DoD standard system and not in his
LPC and homomorphic coders. While the results of these
subjective tests were inconclusive, it was demonstrated
that the homomorphic vocoder could be significantly
improved by use of analysis-by-synthesis excitation ana-
lysis, and that homomorphic processing afforded new
flexibilities in implementing perceptual weighting of the
coding error.

9.8 Applications to Speech Pattern Recognition

Perhaps the most pervasive application of the cepstrum
in speech processing is its use in pattern recognition
problems such as vector quantization (VQ) and auto-
matic speech recognition (ASR). In such applications,
a speech signal is represented on a frame-by-frame basis
by a sequence of short-time cepstra. In later discus-
sions in this section, it will be useful to use somewhat
more-complicated notation. Specifically, we denote the
cepstrum of the m-th frame of a signal x[n] as c(x)

m [n],

where n denotes the quefrency index of the cepstrum. In
cases where it is not necessary to distinguish between
signals or frames, these additional designations will be
omitted as we have done up to this point.

As we have shown, cepstra can be computed either
by LPC analysis or by DFT implementation of the char-
acteristic system. In either case, we can assume that
the cepstrum vector corresponds to a gain-normalized
(c[0] = 0) minimum-phase vocal-tract impulse response
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that is defined by the complex cepstrum

ĥ[n] =
⎧⎨
⎩2c[n] 1≤ n ≤ nco

0 n < 0
, (9.46)

where we have suppressed for now the notation (x)
m .

In problems such as VQ or ASR, a test pattern c[n]
(a vector of cepstrum values n = 1, 2, . . . , nco) is com-
pared against a comparable reference pattern c̄[n]. Such
comparisons require a distortion measure. For example,
the Euclidean distance applied to the cepstrum would
give

D=
nco∑
n=1

∣∣c[n]− c̄[n]∣∣2 . (9.47a)

Equivalently in the frequency domain,

D= 1

4π

π∫
−π

∣∣∣log |H(eiω)|− log |H̄(eiω)|
∣∣∣2 dω ,

(9.47b)

where log |H(eiω)| is the log magnitude of the DTFT
of h[n] corresponding to the complex cepstrum in
(9.46) or the real part of the DTFT of ĥ[n] in (9.46).
Thus, cepstrum-based comparisons are strongly related
to comparisons of smoothed short-time spectra.

The cepstrum offers an effective and flexible repre-
sentation of speech for pattern recognition problems as
we will discuss below.

9.8.1 Compensation for Linear Filtering

Suppose that we have only a linearly filtered version of
the speech signal, y[n] = hd[n] ∗ x[n], instead of x[n].
If the analysis window is long compared to the length
of hd[n], the short-time cepstrum of one frame of the
filtered speech signal y[n] will be approximately

c(y)
m [n] = c(x)

m [n]+ c(hd)[n] , (9.48)

where c(hd)[n] will appear more or less the same in
each frame. Therefore, if we can estimate c(hd)[n],
which we assume is non-time-varying, we can obtain
c(x)

m [n] at each frame from cy[n] by subtraction; i. e.,
c(x)

m [n] = c(y)
m [n]− c(hd)[n]. (Stockham [9.21] showed

how c(hd)[n] for such linear distortions can be es-
timated from the signal y[n] by time averaging the
log of the short-time Fourier transform.) This prop-
erty is extremely attractive in situations where the

set of reference patterns c̄[n] has been obtained un-
der different recording or transmission conditions from
those used to acquire the test vectors. In these cir-
cumstances, the test vectors can be compensated for
the effects of the linear filtering prior to comput-
ing the distance measures used for comparison of
patterns.

Another approach to removing the effects of linear
distortions is to observe that the cepstrum component
due to the distortion is the same in each frame. Therefore
it can be removed by a simple first difference operation
of the form

Δc(y)
m [n] = c(y)

m [n]− c(y)
m−1[n] . (9.49)

It is clear that, if c(y)
m [n] = c(x)

m [n]+c(hd )[n]with c(hd)[n]
being independent of m, then Δc(y)

m [n] =Δc(x)
m [n]; i. e.,

the linear distortion effects are removed.
Furui [9.22] first noted that, in addition to making

the cepstrum less susceptible to linear distortions, the
sequence of cepstrum values has temporal information
that could be of value for a speaker verification system.
He used polynomial fits to cepstrum sequences to ex-
tract simple representations of the temporal variation.
The delta cepstrum as defined in (9.49) is simply the
slope of a first-order polynomial fit to the cepstrum time
evolution.

9.8.2 Weighted Distance Measures

In using LPC analysis to obtain cepstrum feature vectors
for pattern recognition problems, it was observed that
there is significant statistical variability due to a variety
of factors, including short-time analysis window posi-
tion, bias toward harmonic peaks, and noise [9.23, 24].
A solution to this problem is to use weighted distance
measures of the form

D=
nco∑
n=1

�2[n] ∣∣c[n]− c̄[n]∣∣2 , (9.50a)

which can be written as the Euclidean distance of liftered
cepstra

D=
nco∑
n=1

∣∣�[n]c[n]−�[n]c̄[n]∣∣2 . (9.50b)

Tohkura [9.23] found, for example, that when av-
eraged over many frames of speech and speakers,
cepstrum values c[n] have zero means and variances
on the order of 1/n2. This suggests that �[n] = n for
n = 1, 2, . . . , nco could be used to equalize the contri-
butions for each term to the cepstrum distance.
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Juang et al. [9.24] observed that the variability due
to the vagaries of LPC analysis could be lessened by
using a high-pass lifter of the form

�[n] = 1+0.5nco sin(πn/nco) , n = 1, 2, . . . , nco
(9.51)

Tests of weighted distance measures have shown con-
sistent improvements in automatic speech recognition
tasks [9.24].

9.8.3 Group Delay Spectrum

The weighted cepstral distance measures of the previous
subsection were given a new interpretation by Itakura
and Umezaki [9.25], who invoked the following basic
property of the DTFT:

nĥ[n] ⇐⇒ i
dĤ(eiω)

dω
, (9.52)

where ⇐⇒ denotes the unique relationship between
a sequence and its DTFT. An interesting result can be
obtained if we represent the complex cepstrum as

ĥ[n] = c[n]+ g[n] , (9.53)

where c[n] = Ev{ĥ[n]} is the even part and g[n] =
Odd{ĥ[n]} is the odd part of the complex cepstrum. Re-
calling that the DTFT of the complex cepstrum is by
definition Ĥ(eiω)= log |H(eiω)|+ i arg{H(eiω)}, it can
be shown that the following DTFT relations hold:

nc[n] ⇐⇒ i
d log |H(eiω)|

dω
(9.54a)

and

ng[n] ⇐⇒− d arg{H(eiω)}
dω

. (9.54b)

The DTFT expression on the right in (9.54b) is the group
delay for the DTFT H(eiω); i. e.,

grd{H(eiω)} = − d arg{H(eiω)}
dω

. (9.55)

Now if h[n] is obtained by LPC analysis as discussed
in Sect. 9.5, the complex cepstrum satisfies ĥ[n] = 0 for
n < 0. This means that ĥ[n] = 2c[n] = 2g[n] for n > 0.
If we define �[n] = n, then

D=
∞∑

n=−∞

∣∣�[n]g[n]−�[n]ḡ[n]∣∣ (9.56a)

is equivalent to

D= 1

2π

π∫
−π

∣∣∣grd{H(eiω)}−grd{H̄(eiω)}
∣∣∣ dω

(9.56b)

or, alternatively,

D= 1

2π

π∫
−π

∣∣∣∣∣ d log |H̄(eiω)|
dω

− d log |H(eiω)|
dω

∣∣∣∣∣ dω .

(9.56c)

The result of (9.56c) was also given by Tohkura [9.23].
Instead of �[n] = n for all n, or the lifter of (9.51), Itakura
proposed the lifter

�[n] = ns e−n2/2τ2
. (9.57)

This lifter has great flexibility. For example, if s = 0 we
have simply low-pass liftering of the cepstrum. If s = 1
and τ is large, we have essentially �[n] = n for small
n with high-quefrency tapering. The effect of liftering
with (9.57) is illustrated in Fig. 9.17, which shows in
(a) the short-time Fourier transform of a segment of
voiced speech along with an LPC spectrum with p= 12.
Figure 9.17b shows the liftered group delay spectrum
for s = 1 and τ ranging from 5 to 35 in steps of 10.
Observe that, as τ increases, the formant frequencies are
increasingly emphasized. If larger values of s are used,
even greater enhancement of the resonance structure is
observed.

Itakura and Umezaki [9.25] tested the group delay
spectrum distance measure in an automatic speech
recognition system. They found that, for clean test ut-
terances, the difference in recognition rate was small for
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Fig. 9.17a,b Illustration of Itakura’s liftered group delay
spectrum (after [9.25])
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different values of s when τ ≈ 5, although performance
suffered with increasing s for larger values of τ . This was
attributed to the fact that, for larger s, the group delay
spectrum becomes very sharply peaked and thus more
sensitive to small differences in formant locations. How-
ever, in test conditions with additive white noise and
also with linear filtering distortions, recognition rates
improved significantly with τ = 5 and increasing values
of the parameter s.

9.8.4 Mel-Frequency Cepstrum Coefficients
(MFCC)

As we have seen, weighted cepstrum distance meas-
ures have a directly equivalent interpretation in terms
of distance in the frequency domain. This is significant
in light of models for the human perception of sound,
which are based on a frequency analysis performed in
the inner ear. With this in mind, Davis and Mermel-
stein [9.26] were motivated to formulate a new type of
cepstrum representation that has come to be widely used
and known as the mel-frequency cepstrum coefficients
(MFCC).

The basic idea is to compute a frequency analysis
based upon a filter bank with approximately criti-
cal band spacing of the filters and bandwidths. For
4 kHz bandwidth, approximately 20 filters are used.
In most implementations, a short-time Fourier analysis
is done first, resulting in a DFT Xm[k] for the m-
th frame. Then the DFT values are grouped together
in critical bands and weighted by triangular weight-
ing functions as depicted in Fig. 9.18. Note that the
bandwidths in Fig. 9.18 are constant for center frequen-
cies below 1 kHz and then increase exponentially up
to half the sampling rate of 4 kHz, resulting in 24 fil-
ters. The mel-spectrum of the m-th frame is defined for
r = 1, 2, . . . , R as

MFm[r] = 1

Ar

Ur∑
k=Lr

|Vr [k]Xm[k]|2 (9.58a)

where Vr [k] is the weighting function for the
r-th filter ranging from DFT index Lr to Ur ,
and

Ar = 1

Ar

Ur∑
k=Lr

|Vr [k]|2 (9.58b)

is a normalizing factor for the r-th mel-filter. This
normalization is built into the weighting functions in
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Fig. 9.18 Weighting functions for mel-scale filtering

Fig. 9.18. It is needed so that a perfectly flat input Fourier
spectrum will produce a flat mel-spectrum. For each
frame, a discrete cosine (DCT) transform of the log of
the magnitude of the mel-filter outputs is computed to
form the function mfcc[n] as in

mfcc[n]

= 1

R

R∑
r=1

log (MFm[r]) cos

[
2π

R

(
r+ 1

2

)
n

]
(9.59)

Typically, mfcc[n] is evaluated for a number of coeffi-
cients Nmfcc that is less than the number of mel-filters,
e.g., Nmfcc = 13 and R = 24. Figure 9.12 shows the re-
sult of MFCC analysis of a frame of voiced speech
compared with the short-time spectrum, LPC spec-
trum, and two homomorphically smoothed spectra. The
large dots are the values of log (MFm[r]) and the curve
interpolated between them is a spectrum reconstructed
at the original DFT frequencies. Note that all these
spectra are different, but they have in common that
they have peaks at the formant resonances. At higher
frequencies, the reconstructed mel-spectrum of course
has more smoothing due to the structure of the filter
bank.

Note that the delta cepstrum idea expressed by (9.49)
can be applied to MFCC to remove the effects of linear
filtering as long as the frequency response of the distort-
ing linear filter does not vary much across each of the
mel-frequency bands.

The MFCC have become firmly established as the
basic feature vector for many speech and acoustic pattern
recognition problems. For this reason, new and efficient
ways of computing MFCC are of interest. An intriguing
proposal is to use floating gate electronic technology to
implement the filter bank and the DCT computation with
only microwatts of power [9.27].
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9.9 Summary

This chapter has attempted to summarize the many ways
in which the cepstrum has been used in speech process-
ing. We started with definitions and showed many of
the analytical results that flow from those definitions.

These results have found application in many areas of
speech and audio processing. With the advent of new
approaches to cepstrum computation, new applications
are likely to continue to emerge.
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Pitch and Vo10. Pitch and Voicing Determination of Speech
with an Extension Toward Music Signals

W. J. Hess

This chapter reviews selected methods for pitch
determination of speech and music signals. As
both these signals are time variant we first define
what is subsumed under the term pitch. Then we
subdivide pitch determination algorithms (PDAs)
into short-term analysis algorithms, which apply
some spectral transform and derive pitch from
a frequency or lag domain representation, and
time-domain algorithms, which analyze the signal
directly and apply structural analysis or determine
individual periods from the first partial or compute
the instant of glottal closure in speech. In the 1970s,
when many of these algorithms were developed,
the main application in speech technology was the
vocoder, whereas nowadays prosody recognition in
speech understanding systems and high-accuracy
pitch period determination for speech synthesis
corpora are emphasized. In musical acoustics, pitch
determination is applied in melody recognition or
automatic musical transcription, where we also
have the problem that several pitches can exist
simultaneously.
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Pitch and voicing determination of speech signals are
the two subproblems of voice source analysis. In voiced
speech, the vocal cords vibrate in a quasiperiodic way.
Speech segments with voiceless excitation are gener-
ated by turbulent air flow at a constriction or by the
release of a closure in the vocal tract. The parameters
we have to determine are the manner of excitation, i. e.,

the presence of a voiced excitation and the presence of
a voiceless excitation, a problem we will refer to as voic-
ing determination and, for the segments of the speech
signal in which a voiced excitation is present, the rate of
vocal cord vibration, which is usually referred to as pitch
determination or fundamental frequency determination
in the literature.
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182 Part B Signal Processing for Speech

Unlike the analysis of vocal-tract parameters, where
a number of independent and equivalent representations
are possible, there is no alternative to the parameters
pitch and voicing, and the quality of a synthesized sig-
nal critically depends on their reliable and accurate
determination. This chapter presents a selection of the
methods applied in pitch and voicing determination. The
emphasis, however, is on pitch determination.

Over the last two decades, the task of fundamen-
tal frequency determination has become increasingly
popular in musical acoustics as well. In the begin-
ning the methodology was largely imported from the
speech community, but then the musical acoustics com-
munity developed algorithms and applications of their
own, which in turn became increasingly interesting to
the speech communication area. Hence it appears jus-
tified to include the aspect of fundamental frequency
determination of music signals and to present some of
the methods and specific problems of this area. One
specific problem is multipitch determination from poly-
phonic signals, a problem that might also occur in speech
when we have to separate two or more simultaneously
speaking voices.

Pitch determination has a rather long history which
goes back even beyond the times of vocoding. Liter-
ally hundreds of pitch determination algorithms (PDAs)
have been developed. The most important developments
leading to today’s state of the art were made in the
1960s and 1970s; most of the methods that are briefly
reviewed in this chapter were extensively discussed dur-
ing this period [10.1]. Since then, least-squares and other

statistical methods, particularly in connection with si-
nusoidal models [10.2], entered the domain. A number
of known methods were improved and refined, whereas
other solutions that required an amount of computational
effort that appeared prohibitive at the time the algorithm
was first developed were revived. With the widespread
use of databases containing many labeled and processed
speech data, it has nowadays also become possible to
thoroughly evaluate the performance of the algorithms.

The bibliography in [10.1], dating from 1983, in-
cludes about 2000 entries. To give a complete overview
of the more-recent developments, at least another 1000
bibliographic entries would have to be added. It goes
without saying that this is not possible here given the
space limitations. So we will necessarily have to present
a selection, and many important contributions cannot be
described.

The remainder of this chapter is organized as fol-
lows. In Sect. 10.1 the problems of pitch and voicing
determination are described, definitions of what is sub-
sumed under the term pitch are given, and the various
PDAs are grossly categorized. Sections 10.2 and 10.3
give a more-detailed description of selected PDAs.
Section 10.4 shortly reviews a selection of voicing de-
termination algorithms (VDAs); Sect. 10.5 deals with
questions of error analysis and evaluation. Selected ap-
plications are discussed in Sect. 10.6, and Sect. 10.7
finally presents a couple of new developments, such
as determining the instant of glottal closure or process-
ing signals that contain more than one pitch, such as
polyphonic music.

10.1 Pitch in Time-Variant Quasiperiodic Acoustic Signals

10.1.1 Basic Definitions

Pitch, i. e., the fundamental frequency F0 and fundamen-
tal period T0 of a (quasi)periodic signal, can be measured
in many ways. If a signal is completely stationary and
periodic, all these strategies – provided they operate cor-
rectly – lead to identical results. Since both speech and
musical signals, however, are nonstationary and time
variant, aspects of each strategy such as the starting
point of the measurement, the length of the measuring
interval, the way of averaging (if any), or the operating
domain (time, frequency, lag etc.) start to influence the
results and may lead to estimates that differ from algo-
rithm to algorithm even if all these results are correct
and accurate. Before entering a discussion on individ-
ual methods and applications, we must therefore have

a look at the parameter pitch and provide a clear defi-
nition of what should be measured and what is actually
measured.

A word on terminology first. There are three points
of view for looking at such a problem of acoustic signal
processing [10.3]: the production, the signal-processing,
and the perception points of view. For pitch deter-
mination of speech, the production point of view is
obviously oriented toward phonation in the human lar-
ynx; we will thus have to start from a time-domain
representation of the waveform as a train of laryn-
geal pulses. If a pitch determination algorithm (PDA)
works in a speech-production oriented way, it measures
individual laryngeal excitation cycles or, if some aver-
aging is performed, the rate of vocal-fold vibration. The
signal-processing point of view, which can be applied
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Fig. 10.1a,b Time-domain definitions of T0. (a) Speech
signal (a couple of periods), (b) glottal waveform (recon-
structed). For further detail, see the text

to any acoustic signal, means that (quasi)periodicity
or at least cyclic behavior is observed, and that the
task is to extract those features that best represent
this periodicity. The pertinent terms are fundamental
frequency and fundamental period. If individual cy-
cles are determined, we may (somewhat inconsistently)
speak of pitch periods or simply of periods. The per-
ception point of view leads to a frequency-domain
representation since pitch sensation primarily corre-
sponds to a frequency [10.4, 5] even if a time-domain
mechanism is involved [10.6]. This point of view is as-
sociated with the original meaning of the term pitch.
Yet the term pitch has consistently been used as some
kind of common denominator and a general name for
all those terms, at least in the technical literature on
speech [10.7]. In the following, we will therefore use
the term pitch in this wider sense, even for musical
signals.

When we proceed from production to perception,
we arrive at five basic definitions of pitch that apply to
speech signals and could read as follows ([10.1, 8, 9];
Fig. 10.1):

1. T0 is defined as the elapsed time between two
successive laryngeal pulses. Measurement starts
at a well-specified point within the glottal cycle,
preferably at the instant of glottal closure.
PDAs that obey this definition will be able to locate
the points of glottal closure and to delimit individ-
ual laryngeal cycles. This goes beyond the scope of
ordinary pitch determination in speech; if only the
signal is available for the analysis, it must be totally
undistorted if reliable results are to be expected. For
music signals we can apply this definition if we an-
alyze a human voice or an instrument that operates
in a way similar to the human voice.

2. T0 is defined as the elapsed time between two
successive laryngeal pulses. Measurement starts
at an arbitrary point within an excitation cycle.
The choice of this point depends on the individual
method, but for a given PDA it is always located at
the same position within the cycle.
Time-domain PDAs usually follow this definition.
The reference point can be a significant extreme,
a certain zero crossing, etc. The signal is tracked
period by period in a synchronous way yielding
individual pitch periods. This principle can be ap-
plied to both speech and music signals. In speech it
may even be possible to derive the point of glottal
closure from the reference point when the signal is
undistorted.

3. T0 is defined as the elapsed time between two suc-
cessive excitation cycles. Measurement starts at an
arbitrary instant which is fixed according to exter-
nal conditions, and ends when a complete cycle has
elapsed.
This is an incremental definition. T0 still equals the
length of an individual period, but no longer from
the production point of view, since the definition
has nothing to do with an individual excitation
cycle. The synchronous method of processing is
maintained, but the phase relations between the la-
ryngeal waveform and the markers, i. e., the pitch
period delimiters at the output of the algorithm, are
lost. Once a reference point in time has been es-
tablished, it is kept as long as the measurement is
correct and the signal remains cyclic, for instance as
long as voicing continues. If this synchronization is
interrupted, the reference point is lost, and the next
reference point may be completely different with
respect to its position within an excitation cycle.

4a. T0 is defined as the average length of several
periods. The way in which averaging is performed,
and how many periods are involved, is a matter of
the individual algorithm.
This is the standard definition of T0 for any
PDA that applies stationary short-term analysis,
including the implementations of frequency-
domain PDAs. Well-known methods, such as
cepstrum [10.10] or autocorrelation [10.11] ap-
proaches follow this definition. The pertinent
frequency-domain definition reads as follows.

4b. F0 is defined as the fundamental frequency of an
(approximately) harmonic pattern in the (short-
term) spectral representation of the signal. It
depends on the particular method in which way
F0 is calculated from this pattern.
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184 Part B Signal Processing for Speech

The perception point of view of the problem leads to
a different definition of pitch [10.5]:

5. F0 is defined as the frequency of the sinusoid that
evokes the same perceived pitch (residue pitch,
virtual pitch, etc.) as the complex sound that rep-
resents the input speech signal.
Above all, this definition is a long-term defi-
nition [10.12]. Pitch perception theories were first
developed for stationary complex sounds with
constant F0. The question of the behavior of
the human ear with respect to short-term per-
ception of time-variant pitch is not yet fully
understood. The difference limen for F0 changes,
for instance, goes up by at least an order
of magnitude when time-variant stimuli are in-
volved [10.13, 14]. In practice even such PDAs
that claim to be perception oriented [10.15, 16]
enter the frequency domain in a similar way as
in definition 4b, i. e., by some discrete Fourier
transform (DFT) with previous time-domain signal
windowing.

Since the results of individual algorithms differ ac-
cording to the definition they follow, and since these
five definitions are partly given in the time (or lag)
domain and partly in the frequency domain, it is nec-
essary to reestablish the relation between the time- and
frequency-domain representations of pitch,

F0 = 1/T0 (10.1)

in such a way that, whenever a measurement is carried
out in one of these domains, however T0 or F0 is defined
there, the representation in the other domain will always
be established by this relation.
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Fig. 10.2 Speech signal excitation with different voice registers
(male speaker, vowel [ε])

10.1.2 Why is the Problem Difficult?

Literally hundreds of methods for pitch determination
have been developed. None of them has been reported to
be error free for any signal, application, or environmental
condition.

At first glance the task appears simple: one just has
to detect the fundamental frequency of a quasiperiodic
signal. When dealing with speech signals, however, the
assumption of (quasi)periodicity is often far from reality.
For a number of reasons, the task of pitch determination
must be counted among the most difficult problems in
speech analysis.

• In principle, speech is a nonstationary process; the
momentary position of the vocal tract may change
abruptly at any time. This leads to drastic variations
in the temporal structure of the signal, even between
subsequent pitch periods.• In fluent speech there are voiced segments that last
only a few pitch periods [10.17].• Due to the flexibility of articulatory gestures and the
wide variety of voices, there exist a multitude of
possible temporal structures. Narrowband formants
at low harmonics (especially at the second or third
harmonic) are a particular source of trouble.• For an arbitrary speech signal uttered by an un-
known speaker, the fundamental frequency can vary
over a range of almost four octaves (50–800 Hz).
Especially for female voices, F0 thus often coin-
cides with the first formant (the latter being about
200–1400 Hz). This causes problems when inverse-
filtering techniques are applied.• The excitation signal itself is not always regular.
Even under normal conditions, i. e., when the voice
is neither hoarse nor pathologic, the glottal wave-
form exhibits occasional irregularities. In addition,
the voice may temporarily fall into vocal fry or creak
([10.18, 19]; Fig. 10.2).• Additional problems arise in speech communication
systems, where the signal is often distorted or band
limited (for instance, in telephone or even mobile-
phone channels).

For music signals, the situation is comparable. The range
of F0 can be even wider than for speech. However, struc-
tural changes of the signal usually occur more slowly for
music. The maximum speed at which a musical instru-
ment can be played is about 10 notes per second so that
a single note usually lasts at least 100 ms. For speech,
on the other hand, 100 ms is already a lot of time which
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can consist of three or more segments. An additional
problem in music is that we may have to analyze poly-
phonic signals with several pitches present at the same
time.

10.1.3 Categorizing the Methods

A PDA is defined as consisting of three processing
steps: (a) the preprocessor, (b) the basic extractor,
and (c) the postprocessor [10.1, 20]. The basic extrac-
tor performs the main task of converting the input
signal into a series of pitch estimates. The task
of the preprocessor is data reduction and enhance-
ment in order to facilitate the operation of the basic
extractor. The postprocessor (Sect. 10.5.4) is more ap-
plication oriented. Typical tasks are error correction,

pitch tracking, and contour smoothing, or visualiza-
tion.

The existing PDA principles can be split into two
gross categories when the input signal of the basic ex-
tractor is taken as a criterion. If this signal has the same
time base as the original input signal, the PDA operates
in the time domain. It will thus measure T0 according
to one of the definitions 1–3 above. In all other cases,
somewhere in the preprocessor the time domain is left.
Since the input signal is time variant, this is done by
a short-term transform; and we will usually determine
T0 or F0 according to definitions 4a,b or 5; in some
cases definition 3 may apply as well. Accordingly, we
have the two categories: time-domain PDAs, and short-
term analysis PDAs. These will be discussed in the next
two sections.

10.2 Short-Term Analysis PDAs

In any short-term analysis PDA a short-term (or short-
time) transformation is performed in the preprocessor.
The speech signal is split into a series of frames; an in-
dividual frame is obtained by taking a limited number
of consecutive samples of the signal s(n) from a starting
point, n = q, to the ending point, n = q+K . The frame
length K (or K +1) is chosen short enough so that the
parameter(s) to be measured can be assumed approxi-
mately constant within the frame. On the other hand, K
must be large enough to guarantee that the parameter re-
mains measurable. For most short-term analysis PDAs
a frame thus requires two or three complete periods at
least. In extreme cases, when F0 changes abruptly, or
when the signal is irregular, these two conditions are in
conflict with each other and may become a source of
error [10.21]. The frame interval Q, i. e., the distance
between consecutive frames (or its reciprocal, the frame
rate), is determined in such a way that any significant
parameter change is documented in the measurements.
100 frames/s, i. e., Q = 10 ms, is a usual value.

The short-term transform can be thought of as behav-
ing like a concave mirror that focuses all the information
on pitch scattered across the frame into one single peak
in the spectral domain. This peak is then determined
by a peak detector (the usual implementation of the
basic extractor in this type of PDAs). Hence this al-
gorithm yields a sequence of average pitch estimates.
The short-term transform causes the phase relations be-
tween the spectral domain and the original signal to be
lost. At the same time, however, the algorithm loses

much of its sensitivity to phase distortions and signal
degradation.

Not all the known spectral transforms show the de-
sired focusing effect. Those that do are in some way
related to the (power) spectrum: correlation techniques,
frequency-domain analysis, active modeling, and stat-
istical approaches (Fig. 10.3). These methods will be
discussed in more detail in the following.

10.2.1 Correlation and Distance Function

Among the correlation techniques we find the well-
known short-term autocorrelation function (ACF)
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Fig. 10.3 Methods of short-term analysis (short-time analysis) pitch
determination. (Time t and lag d scales are identical; the frequency
f scale in the box ‘Harmonic analysis’ has been magnified)
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186 Part B Signal Processing for Speech

usually given by

r(d, q)=
q+K−d∑

n=q

s(n)s(n+d) . (10.2)

The autocorrelation function of a periodic signal exhibits
a strong peak when the lag d equals the period T0/T of
the signal, T being the time-domain sampling interval
of the signal.

The autocorrelation PDA is among the oldest prin-
ciples for short-term analysis PDAs. However, it tends
to fail when the signal has a strong formant at the sec-
ond or third harmonic. Therefore this technique became
successful in pitch determination of band-limited speech
signals when it was combined with time-domain linear
or nonlinear preprocessing, such as center clipping or
inverse filtering [10.22, 23].

The counterpart to autocorrelation is given by ap-
plying a distance function, for instance the average
magnitude difference function (AMDF) [10.24, 25]:

AMDF(d, q)=
q+K∑
n=q

|s(n)− s(n+d)| . (10.3)

If the signal were strictly periodic, the distance func-
tion would vanish at the lag (delay time) d = T0/T .
For quasiperiodic signals there will be at least a strong
minimum at this value of d. So, in contrast to other
short-term PDAs where the estimate of T0 or F0 is indi-
cated by a maximum whose position and value have to
be determined, the minimum has an ideal target value of
zero so that we only need to determine its position. For
this reason, distance functions do not require (quasi)-
stationarity within the measuring interval; they can cope
with very short frames of one pitch period or even less.
This principle is thus able to follow definition 3.

Shimamura and Kobayashi [10.26] combine ACF
and AMDF in that they weight the short-term ACF with
the reciprocal of the AMDF, thus enhancing the principal
peak of the ACF at d = T0/T . For the PDA they named
YIN, De Cheveigné and Kawahara [10.27] start from
a squared distance function,

D(d, q)=
q+K∑
n=q

[s(n)− s(n+d)]2 (10.4)

and normalize it to increase its values at low lags,

D′(d, q)= D(d, q)

1
d

d∑
δ=1

D(δ, q)

; d> 0 (10.5)

with D′(0)= 1. In doing so, the authors were able to drop
the high-frequency limit of the measuring range and to

apply their PDA to high-pitched music signals as well.
The normalized distance function is locally interpolated
around its minima to increase the accuracy of the value
of D′ at the minima and the pitch estimate at the same
time.

Knowing that many errors arise from a mismatch
during short-term analysis (which results in too few or
too many pitch periods within a given frame), Fujisaki
et al. [10.21] investigated the influence of the relations
between the error rate, the frame length, and the actual
value of T0 for an autocorrelation PDA that operates
on the linear prediction residual. The optimum occurs
when the frame contains about three pitch periods. Since
this value is different for every individual voice, a fixed-
frame PDA runs nonoptimally for most situations. For an
exponential window, however, this optimum converges
to a time constant of about 10 ms for all voices. For
a number of PDAs, especially for the autocorrelation
PDA, such a window permits recursive updating of the
autocorrelation function, i. e., sample-by-sample pitch
estimation without excessive computational effort.

Hirose et al. [10.28] and Talkin [10.17] showed that
the autocorrelation function can also be computed in
a nonstationary way using a suitable normalization,

r(d, q)=

q+K∑
n=q

s(n)s(n+d)

√√√√[
q+K∑
n=q

s2(n)

][
q+K∑
n=q

s2(n+d)

] . (10.6)

In Talkin’s PDA a 7.5 ms frame is used; the effective
frame length is of course 7.5 ms plus the longest pitch
period in the measuring range.

Terez [10.29] applies a multidimensional embed-
ding function and a scatter plot procedure derived from
chaos theory. The underlying idea, however, is quite
straightforward and leads to a distance function in a mul-
tidimensional state space. The problem is how to convert
the one-dimensional speech signal into a multidimen-
sional representation. In Terez’s algorithm a vector is
formed from several equally spaced samples of the
signal,

s(n)= [
s(n) s(n+d) · · · s(n+ Nd)

]T
, (10.7)

(where the frame reference point q has been omitted
here and in the following for sake of simplicity) whose
components create an N-dimensional space, the state
space. In Terez’s algorithm, N = 3 and d = 12 samples
gave the best results. If the signal is voiced, i. e., cyclic,
the vector s will describe a closed curve in the state
space as time proceeds, and after one pitch period it is
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Pitch and Voicing Determination of Speech 10.2 Short-Term Analysis PDAs 187

expected to come back near the starting point. We can
thus expect the (Euclidian) distance

D(n, p)= ‖s(n)− s(n+ p)‖ (10.8)

generally to become a minimum when the trial period
p equals the true period T0/T . If we compute D(n, p)
for all samples s(n) within the frame and all values of
p within the measuring range and count the number of
events, depending on p, where D lies below a prede-
termined threshold, we arrive at a periodicity histogram
that shows a sharp maximum at p= T0/T .

As it develops the distance function D for all sam-
ples of a frame, this PDA follows the short-term analysis
principle. Yet one can think of running it with a compara-
tively short window, thus following definition 3.

The idea of using a multidimensional representa-
tion of the signal for a PDA (and VDA) dates back to the
1950s [10.1]. In 1964 Rader [10.30] published the vector
PDA where he used the output signals from a filterbank
(cf. Yaggi [10.31], Sect. 10.3.3) and their Hilbert trans-
forms to form a multidimensional vector s(n, q). Rader
then used the Euclidian distance between the vector at
the starting point n = q of the measurement and the
points q+ p to set up a distance function which shows
a strong minimum when p equals the true period T0/T .
This PDA follows definition 3 as well.

Medan et al. [10.32] present a PDA (they called
the super-resolution PDA) that explicitly addresses the
problem of granularity due to signal sampling and ap-
plies a short-term window whose length depends on the
trial pitch period p in that it takes on a length of exactly
2p. A similarity function is formulated that expresses
the relation between the two periods in the window,

s(n, q)= a · s(n+ p, q)+ e(n, q) ;
n = q, · · · , q+ p−1 . (10.9)

Here, a is a positive amplitude factor that takes into
account possible intensity changes between adjacent
periods. Equation (10.9) is optimized with respect to
a and the unknown period p applying a least-squares
criterion to minimize the error e,

p̂= argmina,e

⎛
⎜⎜⎜⎝

q+p−1∑
n=q

[s(n)−as(n+ p)]2

q+p−1∑
n=q

s2(n)

⎞
⎟⎟⎟⎠ .

(10.10)

This optimization finally results in maximization of the
correlation term

p̂= argmax

⎛
⎜⎜⎜⎜⎜⎝

[
q+p−1∑

n=q
s(n)s(n+ p)

]2

[
q+p-1∑
n=q

s2(n)

][
q+p-1∑
n=q

s2(n+p)

]
⎞
⎟⎟⎟⎟⎟⎠ .

(10.11)

This resembles Talkin’s ACF approach [10.17] except
that here the trial period p determines the length of the
window as well.

From (10.11) a pitch period estimate can only be de-
rived as an integer number of samples. In a second pass,
this estimate is refined (to yield the super-resolution) by
expanding (10.11) for a fraction of a sample using linear
interpolation.

10.2.2 Cepstrum and Other
Double-Transform Methods

The sensitivity against strong first formants, especially
when they coincide with the second or third harmonic,
is one of the big problems in pitch determination. This
problem is suitably met by some procedure for spectral
flattening.

Spectral flattening can be achieved in several ways.
One of them is time-domain nonlinear distortion, such
as center clipping ([10.11, 22]; see previous section).
A second way is linear spectral distortion by inverse fil-
tering (e.g., [10.23]). A third way is frequency-domain
amplitude compression by nonlinear distortion of the
spectrum. This algorithm operates as follows: (1) short-
term analysis and transformation into the frequency
domain via a suitable discrete Fourier transform (DFT),
(2) nonlinear distortion in the frequency domain, and
(3) inverse DFT back into the time domain (which we
will call the lag domain to avoid ambiguity).
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Fig. 10.4 Cepstrum pitch determination. Signal: vowel [i], 48 ms
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188 Part B Signal Processing for Speech

If we take the logarithm of the power spectrum as
the frequency-domain nonlinear distortion, we arrive at
the well-known cepstrum PDA ([10.10]; Fig. 10.4). In-
stead of the logarithmic spectrum, however, one can
also compute the amplitude spectrum or its square root
and transform it back [10.33, 34]. The inverse Fourier
transform of the power spectrum gives the autocorre-
lation function. All these so-called double-transform
techniques [10.33] lead to a lag-domain representation
that exhibits a strong maximum at the lag d = T0/T . The
independent variable, lag (or quefrency, as it is called
with respect to the cepstrum [10.10]), has the physical
dimension of time, but as long as the phase relations are
discarded by the nonlinear distortion, all values of d re-
fer to a virtual point d = 0 where we will always find
a pitch pulse, and then the next one necessarily shows
up at d = T0/T .

Two members of this group were already mentioned:
the autocorrelation PDA [10.11] and the cepstrum
PDA [10.10]. It is well known that the autocorrela-
tion function can be computed as the inverse Fourier
transform of the power spectrum. Here, the distortion
consists of taking the squared magnitude of the com-
plex spectrum. The cepstrum, on the other hand, uses
the logarithm of the spectrum. The two methods there-
fore differ only in the characteristics of the respective
nonlinear distortions applied in the spectral domain.
The cepstrum PDA is known to be rather insensitive
to strong formants at higher harmonics but to develop
a certain sensitivity to additive noise. The autocorrela-
tion PDA, on the other hand, is insensitive to noise but
rather sensitive to strong formants. Regarding the slope
of the distortion characteristic, we observe the dynamic
range of the spectrum being expanded by squaring the
spectrum for the autocorrelation PDA, whereas the spec-
trum is substantially flattened by taking the logarithm.
The two requirements – robustness against strong for-
mants and robustness against additive (white) noise –
are in some way contradictory. Expanding the dynamic
range of the spectrum emphasizes strong individual
components, such as formants, and suppresses wide-
band noise, whereas spectral flattening equalizes strong
components and at the same time raises the level of low-
energy regions in the spectrum, thus raising the level of
the noise as well. Thus it is worth looking for other char-
acteristics that perform spectral amplitude compression.
Sreenivas [10.36] proposed the fourth root of the power
spectrum instead of the logarithm. For larger amplitudes
this characteristic behaves very much like the logarithm;
for small amplitudes, however, it has the advantage of
going to zero and not to−∞. Weiss et al. [10.33] used the

amplitude spectrum, i. e., the magnitude of the complex
spectrum.

10.2.3 Frequency-Domain Methods:
Harmonic Analysis

Direct determination of F0 as the location of the lowest
peak in the power or amplitude spectrum is unreli-
able and inaccurate; it is preferable to investigate the
harmonic structure of the signal so that all harmonics
contribute to the estimate of F0. One way to do this is
spectral compression combined with harmonic pattern
matching, which computes the fundamental frequency
as the greatest common divider of all harmonics. The
power spectrum is compressed along the frequency axis
by a factor of two, three etc. and then added to the orig-
inal power spectrum. This operation gives a peak at F0
resulting from the coherent additive contribution of the
higher harmonics [10.35,37]. Some of these PDAs stem
from theories and functional models of pitch perception
in the human ear [10.12, 15, 16].

The PDA described by Martin [10.35] (Fig. 10.5)
modifies the harmonic pattern-matching principle in
such a way that the computational effort for the spectral
transform is minimized. The signal is first decimated
to 4 kHz and then Fourier transformed by a 128 point
fast Fourier transform (FFT). This yields a spectral res-
olution of about 30 Hz, which is sufficient to represent
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Fig. 10.5 Frequency-domain PDA by harmonic compres-
sion and pattern matching (after Martin [10.35])
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Pitch and Voicing Determination of Speech 10.2 Short-Term Analysis PDAs 189

values of F0 down to 60 Hz. The algorithm then en-
hances any spectral information that may pertain to
a harmonic structure by preserving only those spectral
samples that represent local maxima or their immediate
neighbors and setting everything else to zero. To mea-
sure F0 with sufficient accuracy, the spectral resolution
is then increased to 1 Hz. A spectral comb filter, which
is applied over the whole range of F0, yields the har-
monic estimation function A(p); the value of p where
this function reaches its maximum is taken as the es-
timate for F0. In a more-recent version of this PDA,
Martin [10.38,39] applies a logarithmic frequency scale
for the computation of A(p), which results in another
substantial reduction of the computational effort and has
the additional advantage that the relative accuracy of the
PDA is now constant over the whole range of F0.

Similar to Martin’s [10.38] PDA for speech,
Brown [10.41] developed a frequency-domain PDA for
music which uses a logarithmic frequency scale. In
Brown’s PDA the spacing on the frequency axis equals
a quarter tone (about 3%), i. e., 1/24 of an octave. In
such a scale that corresponds to a musical interval scale,
a harmonic structure, if the timbre is unchanged, al-
ways takes on the same pattern regardless of the value
of its fundamental frequency (Fig. 10.6). Consequently,
a pattern-recognition algorithm is applied to detect such
patterns in the spectrum and to locate their starting point
corresponding to F0. The patterns themselves depend
on the kind of instrument analyzed and can be adjusted
according to the respective instruments.

Special attention is given to the frequency resolu-
tion of the PDA. To apply a pattern-recognition method,
patterns are expected to align with the semitone scale.
This requires the frequency scale spacing of a quarter
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Fig. 10.6 Harmonic patterns in log frequency scale (after
Brown and Puckette [10.40])

tone. To make sure that a harmonic shows up in one and
only one frequency bin, we need a window length of
34 fundamental periods to satisfy the sampling theorem
in the frequency domain. For F0 = 100 Hz this would
give a window of 340 ms, which is far beyond reality
for speech and even excessive for music. However, if
we adapt the window-length requirement to the funda-
mental frequency to be determined, we would need 34
periods at any F0 to be measured, which results in much
shorter windows for higher-frequency bins. For the DFT,
this leads to a window whose length is inversely propor-
tional to the bin’s frequency. If the spectral values are
computed individually, both an individual time-domain
window for each frequency bin and unequal spacing
of the frequency bins are possible. Brown and Puck-
ette [10.40] showed that a fast Fourier transform can
be applied if its kernel is slightly modified. The PDA by
Medan et al. [10.32] is a time-domain counterpart to this
approach.

As the accuracy of this PDA was not sufficient to
determine F0 for instruments that can vary their frequen-
cies continuously (such as string or wind instruments or
a human voice), and as the required window length was
excessive even for music, a PDA with a 25 ms win-
dow was developed [10.40] whose frequency resolution
was refined using a phase-change technique. This tech-
nique is based on the instantaneous-frequency approach
by Charpentier [10.42] (see below) who used the short-
term phase spectrum at two successive samples in time
to determine the frequencies of the individual harmon-
ics without needing spectral interpolation. When a Hann
window is used to weight the time signal, the time shift of
one sample can be recursively computed in the frequency
domain without needing another DFT.

Lahat et al. [10.43] transfer the autocorrelation
method into the frequency domain. The amplitude spec-
trum is passed through a bank of 16 spectral filters
(lifters), which cover the measuring range of F0. At the
output of each lifter a frequency domain autocorrelation
function is calculated covering the respective range of
each lifter. The estimate for F0 is then determined as the
location of the maximum of that function and refined by
interpolation.

For harmonic analysis it is often convenient to es-
timate the number of harmonics, i. e., the order of
a harmonic model, simultaneously with the fundamen-
tal frequency. For instance, Doval and Rodet [10.44]
apply such a procedure for a PDA with an extremely
wide measuring range (40–4000 Hz) for music signals.
The algorithm is based on a harmonic-matching proce-
dure using a maximum-likelihood criterion. To obtain
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Fig. 10.7a–c PDA with active model-
ing. (a) Signal: 32 ms, vowel [e], male
voice; (b) zeros of the 41-st-order
LP polynomial in the z plane (up-
per half; sampling frequency reduced
to 2 kHz); (c) reconstructed impulse
response with zero phase and equal
amplitude of all partials

a rapid initial estimate, the measuring range is split into
subranges that have an equal number of partials in the
frequency range for which the spectrum is analyzed. The
initial estimate is obtained by selecting the subrange that
is most likely to contain the optimal estimate for F0. For
the final step of refining the estimate, only this subrange
is further processed.

The principle of instantaneous frequency (IF)
was introduced into pitch determination by Charpen-
tier [10.42]. Instantaneous frequency is defined as the
time derivative of the instantaneous phase,

ϕ̇(t) := dϕ

dt
for s(t)= a(t) exp[iω(t)t] , (10.12)

where a(t) is the instantaneous amplitude. The short-
term Fourier transform can be viewed as a set of
bandpass filters as follows,

S( f, t)=
∞∫

−∞
s(τ)w(t− τ)e−2πi f τ dτ (10.13)

= e−2πi ft

∞∫
−∞

s(τ)w(t− τ)e−2πi f (t−τ) dτ

F( f, t)= e2πi ft S( f, t) . (10.14)

Here, the signal F is the output of the bandpass centered
around the frequency f . The IF for this signal becomes

ϕ̇( f, t)= ∂

∂t
arg[F( f, t)] . (10.15)

There are different ways to effectively compute the
IF from the discrete short-term spectrum [10.42,45,46].
The bandpass filters have a certain bandwidth that de-
pends on the time-domain window applied [10.42] and
extends over more than one DFT coefficient. If we now
compute the IF for each frequency bin of the DFT spec-
trum of a voiced speech signal, the IFs of bins adjacent
to a strong harmonic tend to cluster around the true
frequency of this harmonic, and so it is possible to
enhance the harmonics in the spectrum if the bins are re-
grouped according to their respective IFs, thus forming

the so-called IF amplitude spectrum. Abe et al. [10.45]
transform the IF amplitude spectrum back into the
time domain, thus obtaining a representation similar to
that of a double-spectral-transform PDA. Nakatani and
Irino [10.46] define a spectral dominance function that
suppresses insignificant information in the IF amplitude
spectrum and derive F0 by harmonic matching of this
dominance function.

10.2.4 Active Modeling

Linear prediction (LP) is usually applied to estimating
the transfer function of the vocal tract. If a high-order
LP filter is applied to a voiced speech signal, however,
its poles will match the individual harmonics of the sig-
nal rather than the resonances of the vocal tract. A PDA
based on this principle was designed by Atal (unpub-
lished; see [10.47], or [10.1]). The algorithm operates as
follows (Fig. 10.7):

• After decimation to 2 kHz, the signal is analyzed
with a 41-st-order LP filter using the covariance
method of linear prediction. The high order guar-
antees that even at the low end of the F0 range, i. e.,
at F0 = 50 Hz, two complex poles are available for
each harmonic. Each complex pole pair represents
an exponentially decaying (or rising) oscillation.• To eliminate phase information, all residues at the
pole locations in the z plane are set to unity. The
pertinent computation can be avoided when the lo-
cations of the poles are explicitly determined.• The impulse response of the filter now supplies
a waveform for the estimation of T0 (Fig. 10.7c).
When the poles are explicitly available, it is sufficient
to determine and to sum up the impulse responses
of the individual second-order partial filters. This
method has the advantage that the sampling fre-
quency of the impulse response – and with it the
measurement accuracy – can easily be increased. In
addition, poles that are situated outside or far inside
the unit circle can be modified or excluded from
further processing.
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Pitch and Voicing Determination of Speech 10.2 Short-Term Analysis PDAs 191

Arévalo [10.48] showed that this PDA is extremely
robust to noise and that one can also use it with short
frame lengths so that it matches definition 3.

10.2.5 Least Squares
and Other Statistical Methods

The first statistical approach in pitch determination
is based on a least-squares principle. Originally this
approach was based on a mathematical procedure to
separate a periodic signal of unknown period T0 from
Gaussian noise within a finite signal window [10.49]. It
computes the energy of the periodic component at a trial
period τ and varies τ over the whole range of T0. The
value of τ that maximizes the energy of the periodic
component for the given signal is then taken as the esti-
mate of T0. Friedman [10.50] showed that this PDA has
a trivial maximum when τ equals the window length K ,
and developed a work-around.

With respect to robustness, the least-squares PDA
behaves like the autocorrelation principle: it is extremely
robust against noise but somewhat sensitive to strong
formants. However, there is no algorithmic shortcut so
that an order of K2 operations are needed to compute
the estimate for a frame. So this PDA was slower than
its counterparts that can make use of the FFT; hence this
principle was not further pursued until more powerful
computers became available.

The method was revived with the upcoming of the si-
nusoidal model of speech [10.2]. The continuous speech
signal s(n) is modeled as a sum of sinusoids with time-
varying amplitudes, frequencies, and phases. Within
a short-term frame, these parameters can be assumed
constant,

s(n)=
M∑

m=1

Sm exp (iΩmn+ϕm) . (10.16)

The parameters of this model are estimated from the
peaks within the short-term Fourier spectrum of the
frame. This can be converted into a PDA [10.51] when
the sinusoidal representation in (10.16), whose frequen-
cies are generally not harmonics of a fundamental, is
matched against a harmonic model,

u(n)=
K∑

k=1

Uk exp (ikΩ0n+ψk) . (10.17)

Starting from the difference between s(n) and u(n), the
match is done using a modified least-squares criterion,
which finally results in maximizing the expression with

respect to the trial (angular) fundamental frequency p,

�(p)=
K (p)∑
k=1

U(k p)

×

{
max

Ωm∈L(k p)
[Sm D(Ωm − k p)]− 1

2
U(k p)

}
.

(10.18)

Like the model of virtual-pitch perception [10.4], this
criterion takes into account near-coincidences between
a harmonic k p and the (angular) frequency Ωm of the
respective component of the sinusoidal model, and it
defines a lobe L of width p around each harmonic and
the corresponding weighting function

D(Ω− k p)= sin[2π(Ω− k p)/p ]
(Ω− k p)/p

(10.19)

within the lobe, and zero outside. The lobe becomes
narrow for low values of p and broader for higher values.
If there are several components Ωm within a lobe, only
the largest is taken. The amplitude estimates U(k p) are
derived from a smoothed Fourier or LP spectrum of the
frame. The measurement may be confined to a subband
of the signal, e.g., to 2 kHz.

Both the sinusoidal model and the PDA have been
applied to speech and music signals.

For pitch detection in noisy speech, third-order
statistics are occasionally applied. One such PDA was
developed by Moreno and Fonollosa [10.52]. Their PDA
applies a special third-order cumulant,

C(0, d) :=
∑

n

s(n) s(n) s(n+d) , (10.20)

which tends to vanish for noises with symmetrical dis-
tribution, such as Gaussian noise. It also tends to vanish
for voiceless fricatives, as Wells [10.53] discovered for
his VDA. If the signal is periodic, the cumulant C is also
periodic, but one cannot expect a maximum to occur
at d = 0. This PDA thus treats C(0, d) like an ordinary
signal, takes the autocorrelation function, and derives
T0 therefrom in the same way as it is done in an or-
dinary autocorrelation PDA. The algorithm was tested
with speech in various additive noises at various signal-
to-noise ratios (SNRs) against an autocorrelation PDA
(without any pre- or postprocessing) and found superior,
especially when noise levels were high.

The PDA by Tabrikian et al. [10.54] determines the
parameters of a harmonic-plus-noise model by max-
imizing a log-likelihood measure, i. e., the unknown
fundamental frequency, the spectral amplitudes of the
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harmonics, and the variance of the noise, which is mod-
eled to be Gaussian. It then performs pitch tracking over
consecutive frames using a method based on the max-
imum a posteriori probability. The authors tested their
PDA under extreme noise conditions and found that it
worked even at SNRs of−5 dB and worse. A similar al-
gorithm was developed by Godsill and Davy [10.55] for
music signals.

10.2.6 Concluding Remarks

Short-term analysis PDAs provide a sequence of average
pitch estimates rather than a measurement of individual
periods. They are not very sensitive to phase distortions
or to the absence of the first partial. They collect informa-
tion about pitch from many features and (mostly) from
several periods of the signal. They are thus robust against
additive noise. Some of them still work at SNRs of 0 dB
or worse. On the other hand, they are sensitive when the
signal does not fulfil their basic requirement, i. e., peri-
odicity. Rapid within-frame changes of F0 of irregularly
excited signals (e.g., laryngealizations) lead to failure.

One advantage of this principle that is not always
explicitly mentioned is the ability to give rather accu-
rate estimates and to overcome measurement granularity
due to signal sampling. To decrease computational com-
plexity, many of these PDAs perform some moderate
low-pass filtering and/or decrease the sampling fre-
quency in the first step and thus increase the granularity.
Once a crude estimate is available, it can be refined
via a local interpolation routine, which is frequently
implemented. This is most evident in active modeling
(Sect. 10.2.4) where the impulse response of the model
filter can be generated with an arbitrarily high sampling
frequency independently from the sampling frequency
of the signal. However, any other representation from
which pitch is derived – ACF, AMDF, cepstrum, etc.
– can be treated like a signal and can be locally up-
sampled, e.g., via a standard multirate finite impulse
response (FIR) filter, to increase measurement accuracy.
The evaluation by McGonegal et al. [10.56] showed that
an increased accuracy is honored by the human ear when
listening to synthetic speech generated with such a pitch
contour.

10.3 Selected Time-Domain Methods

This category of PDAs is less homogenous than that
of the short-term analysis methods. One possibility to
group them is according to how the data reduction is
distributed between the preprocessor and the basic ex-
tractor, and we find most of these PDAs between two
extremes.

• Data reduction is done in the preprocessor. In the ex-
treme case, only the waveform of the first harmonic
is offered to the basic extractor. The basic extractor
processes this harmonic and derives pitch from it.• Data reduction is done in the basic extractor, which
then has to cope with the whole complexity of the
temporal signal structure. In the extreme case, the
preprocessor is totally omitted. The basic extractor
investigates the temporal structure of the signal, ex-
tracts some key features, and derives the information
on pitch therefrom.

A third principle is situated somewhere in the mid-
dle of these extremes. Temporal structure simplification
performs a moderate data reduction in the preprocessor
but preserves the harmonic structure of the signal.

Time-domain PDAs are principally able to track the
signal period by period. At the output of the basic extrac-

tor we usually obtain a sequence of period boundaries
(pitch markers). Since the local information on pitch is
taken from each period individually, time-domain PDAs
are sensitive to local signal degradations and are thus
less reliable than most of their short-term analysis coun-
terparts. On the other hand, time-domain PDAs may still
operate correctly even when the signal itself is aperiodic
(but still cyclic), in speech for instance due to temporary
voice perturbation or laryngealization.

Most time-domain PDAs, especially those which
follow definitions 2 and 3, were developed before the
1990s. With the introduction of time-domain pitch
modification methods [10.57], research in this area
concentrated on high-precision algorithms for determi-
nation of the instant of glottal closure. This issue will be
discussed in Sect. 10.7.1.

10.3.1 Temporal Structure Investigation

A pitch period in speech is the truncated response of
the vocal tract to an individual glottal impulse. Since
the vocal tract behaves like a lossy linear system, its
impulse response consists of a sum of exponentially
damped oscillations. It is therefore to be expected that
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Pitch and Voicing Determination of Speech 10.3 Selected Time-Domain Methods 193

the magnitude of the significant peaks in the signal is
greater at the beginning of the period than versus the end.
Appropriate investigation of the signal peaks (maxima
and/or minima) leads to an indication of periodicity.

There are some problems with this approach, how-
ever. First, the frequencies of the dominant damped
waveforms are determined by the local formant pattern
and may change abruptly. Second, damping of the for-
mants, particularly of a low first formant, is often quite
weak and can be hidden by temporary changes of the sig-
nal level due to articulation. Third, if the signal is phase
distorted, different formants may be excited at differ-
ent points in time. These problems are solvable but lead
to complex algorithmic solutions investigating a great
variety of temporal structures.

The usual way to carry out the analysis is the fol-
lowing [10.58].

• Do a moderate low-pass filtering to remove the
influence of higher formants.• Determine all the local maxima and minima in the
signal.• Exclude those extremes that are found to be insignif-
icant until one significant point per period is left; this
point will become the local pitch marker.• Reject obviously wrong markers by local correction.

Many individual (and heuristic) solutions have been
developed, but they cannot be reviewed here for lack
of space. For more details, the reader is referred to the
literature [10.1].

10.3.2 Fundamental Harmonic Processing

F0 can be detected in the signal via the waveform
of the fundamental harmonic. If present in the signal,
this harmonic is extracted from the signal by extensive
low-pass filtering in the preprocessor. The basic extrac-
tor can then be relatively simple. Figure 10.8 shows
the principle of three basic extractors: zero-crossings
analysis as the simplest one, nonzero threshold ana-
lysis, and finally threshold analysis with hysteresis. The
zero-crossings analysis basic extractor sets a marker
whenever the zero axis is crossed with a defined po-
larity. This requires that the input waveform has two
and only two zero crossings per period. The threshold
analysis basic extractor sets a marker whenever a given
nonzero threshold is exceeded. When operating with
hysteresis, the marker is only set when a second (lower)
threshold is crossed in the opposite direction. This more-
elaborate device requires less low-pass filtering in the
preprocessor.
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Fig. 10.8 Example of the performance of basic extractors
for fundamental harmonic extraction in speech. Signals:
(1) original (vowel [i], 32 ms), (2) low-pass filtered at
6 dB/oct, (3) low-pass filtered at 12 dB/oct, and (4) low-
pass filtered at 18 dB/oct. The signal is such that success
and failure are displayed at the same time

The requirement for extensive low-pass filtering is
a severe weak point of this otherwise fast and simple
principle when applied to speech signals. In a number
of applications, however, such as voice quality meas-
urement or the preparation of reference elements for
time-domain speech synthesis, where the signals are
expected to be clean, the use of a PDA applying first-
partial processing may be advantageous. Dologlou and
Carayannis [10.59] proposed a PDA that overcomes
a great deal of the problems associated with the low-
pass filter. An adaptive linear-phase low-pass filter that
consists of a variable-length cascade of second-order fil-
ters with a double zero in the z plane at z=−1 is applied.
These filters are consecutively applied to the input sig-
nal; after each iteration the algorithm tests whether the
higher harmonics are sufficiently attenuated; if they are,
the filter stops. T0 is then derived from the remaining
first partial by a simple maximum detector. Very low-
frequency noise is tolerable since it barely influences the
positions of the maxima.

10.3.3 Temporal Structure Simplification

Algorithms of this type take some intermediate posi-
tion between the principles of structural analysis and
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Fig. 10.9 Example PDA by Yaggi (1962 [10.31]). The signal is split into 19 subbands. In each channel (CH) the filtered
signal is rectified and smoothed; the weighted outputs of the channels are added, and pitch markers are derived from the
resulting signal via maximum detection

fundamental harmonic extraction. The majority of these
algorithms follow one of two principles: (1) inverse fil-
tering, and (2) epoch detection. Both of these principles
deal with the fact that the laryngeal excitation function
has a temporal structure that is much simpler and more
regular than the temporal structure of the speech signal
itself, and both methods when they work properly are
able to follow definition 1 if the signal is not grossly
phase distorted.

The inverse filter approach cancels the transfer func-
tion of the vocal tract and thus reconstructs the laryngeal
excitation function. If one is interested in pitch only and
not in the excitation function itself, a crude approxima-
tion of the inverse filter is sufficient. For instance, we
can confine the analysis to the first formant [10.60].

The second principle, epoch extraction [10.61], is
based on the fact that at the beginning of each laryngeal
pulse there is a discontinuity in the second derivative of
the excitation function. Usually this discontinuity can-
not be reliably detected in the speech signal because of
phase distortions that occur when the waveform passes

the vocal tract. The signal is thus first phase shifted by
90◦ (by applying a Hilbert transform). The squares of the
original and the phase-shifted signals are then added to
yield a new signal that shows a distinct peak at the time
when the discontinuity in the excitation function occurs.
In principle this yields the instantaneous amplitude of
the complex analytic signal constructed from the origi-
nal signal as its real part and the phase-shifted signal as
its imaginary part.

The original method [10.61] works best when the
spectrum of the investigated signal is flat to some extent.
To enforce spectral flatness, the analyzed signal can be
band limited to high frequencies well above the narrow-
band lower formants. Another way is to analyze the LP
residual or to filter the signal into subbands.

One prototype of these algorithms, which never be-
came widely known, was developed by Yaggi [10.31]. It
splits the signal into 19 subbands and subsequently rec-
tifies and smoothes the signal in each channel so that
the envelope is extracted. The individual channels are
then added, and the individual periods are derived from
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Pitch and Voicing Determination of Speech 10.4 A Short Look into Voicing Determination 195

the resulting signal (Fig. 10.9). Another prototype is the
PDA by Dolanský [10.62] that models the envelope of
the pitch period by a decaying exponential function (in
analog technology) and sets a marker whenever the sig-
nal exceeds the modeled envelope, resetting the envelope
at the same time.

Both the inverse filter approach and the epoch de-
tection principle have one weak point, which frequently
arises with female voices. When F0 is high, it may co-
incide with the first formant F1. In this case the signal
becomes nearly sinusoidal since we have something like
a double pole glottal formant and F1 at the same fre-
quency) in the overall transfer function. If an inverse
filter is not blocked in this case, it removes the funda-
mental harmonic from the signal and brings the PDA
to failure. For epoch detection, we know that the enve-
lope of a sinusoid is a constant (cos2 x+ sin2 x = 1) and
does not show any discontinuity. Hence these algorithms
need a work-around for low values of F1.

This drawback was overcome by the finding that the
global statistical properties of the waveform change with
glottal opening and closing as well. We will come back
to this issue in Sect. 10.7.1.

Structural analysis of the signal itself or of some
simplified representation, especially when many possi-
ble structures have to be reviewed, is a good candidate for

self-organizing, nonlinear pattern-recognition methods,
i. e., for artificial neural networks. Such a PDA for
speech was introduced by Howard and Walliker [10.63].
The speech signal is divided into nine subbands with
a subsequent half-wave rectification and second-order
linear smoothing in each channel. The underlying idea
is to obtain a representation similar to that in a wide-band
spectrogram. The basic extractor consists of a four-layer
perceptron structure, the input layer consisting of 41
successive samples in each subband. Two hidden lay-
ers with 10 units each and a fully connected network are
followed by a one-unit output layer, which is intended to
yield an impulse when the network encounters a signal
structure associated to the instant of glottal closure. The
network is trained using (differentiated) output signals
of a laryngograph as reference data. Such a structure has
the advantage that it can be based upon several features
occurring at different instants during a pitch period.

10.3.4 Cascaded Solutions

Among the many possibilities of such solutions, one
is of particular interest here: the cascade of a robust
short-term PDA and an accurate but less-robust time-
domain PDA. Such an algorithm is further described in
Sect. 10.7.1.

10.4 A Short Look into Voicing Determination

The task of voicing determination of speech signals may
be split up into two subtasks: (1) a decision of whether
or not a voiced excitation is present and (2) a decision of
whether or not a voiceless excitation is present. If nei-
ther of these excitations is active, the current segment
represents pause or silence; if both excitations are sim-
ultaneously active, we speak of mixed excitation. The
two features voiced and voiceless are binary unless they
occur simultaneously. In segments with mixed excita-
tion the degree of voicing – for instance, the energy
ratio of the voiced and voiceless excitations – may play
a role, although this feature is rarely exploited.

Most voicing determination algorithms (VDAs) thus
apply decisions. VDAs exploit almost any elementary
speech signal parameter that may be computed indepen-
dently of the type of input signal: energy, amplitude,
short-term autocorrelation coefficients, zero-crossings
count, ratio of signal amplitudes in different subbands
or after different types of filtering, linear prediction er-
ror, or the salience of a pitch estimate. According to the

method applied, VDAs can be grouped into three ma-
jor categories: (1) simple threshold analysis algorithms,
which exploit only a few basic parameters [10.64];
(2) more-complex algorithms based on pattern recog-
nition methods; and (3) integrated algorithms for both
voicing and pitch determination.

In this section, we distinguish between voiceless and
unvoiced. Unvoiced means that a frame can be anything
but voiced, i. e., it can be voiceless or silence. Voice-
less means that voiceless excitation is present so that
the frame is neither voiced nor silence. We will not re-
view such algorithms that distinguish between speech
and nonspeech – many of such algorithms have been
developed for other applications, such as voice over
Internet protocol (IP) or bandwidth reduction in mo-
bile telephony (see, for instance, Davis et al. [10.65],
for a survey). The basic task of the VDA in the con-
text of pitch determination is to decide whether a frame
or signal segment is voiced (and thus subject to pitch
determination) or unvoiced.
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10.4.1 Simultaneous Pitch
and Voicing Determination

A number of PDAs – usually pertaining to the short-
term analysis category – permit estimation the salience
of their results without having to know the actual value
of the pitch estimate. This is always possible when the
amplitude of the significant maximum or minimum at T0
or F0 in the basic extractor of the PDA can be compared
to a reference value. As an example, the ratio of the
values of the autocorrelation function at d = T0 and at
d = 0 (the latter equalling the signal energy) gives a di-
rect measure of the degree of periodicity of the signal. It
is dangerous, however, to rely on this feature alone. Of
course, it is correct (and almost trivial) to state that pitch
can exist only when the signal is voiced. However, this
statement cannot be simply reversed; i. e., we cannot say
that a segment is unvoiced because pitch is not existent
(or not measurable). The corresponding PDA may mo-
mentarily fail, or the signal may be voiced but irregular
([10.47, 66]; see also Fig. 10.2 or Sect. 10.1.2). Ampli-
tude changes and especially small intraframe changes
of F0 severely degrade the salience of the pitch es-
timate [10.36]. It is thus at least necessary to check
adjacent frames before making a decision [10.10]. In this
respect, such a VDA behaves very much like a median
smoother in pitch determination.

In principle, these VDAs do not make a voiced–
unvoiced discrimination; rather they check for the
presence of a (sufficient but not absolutely necessary)
condition for a voiced signal. An improvement is to be
expected when such criteria are only used for declaring
a frame as voiced, and when the decision to declare it as
unvoiced is based on additional criteria [10.67].

The VDA by Lobanov [10.68] avoids this problem,
although it is based on a similar principle. A voice-
less segment of speech represents a stochastic signal
which is continuously excited. In contrast, the excita-
tion of a voiced signal is confined to a few instants per
period; major parts of the pitch period are composed of
exponentially decaying oscillations, and adjacent sam-
ples of the signal are highly correlated. This contrast of
a highly stochastic versus a highly deterministic signal
is preserved even when a voiced signal becomes irreg-
ular or aperiodic. Lobanov’s VDA exploits this feature
by computing the Hilbert transform of the speech signal,
combining the original signal and its Hilbert transform
to yield the complex analytic signal, and plotting the mo-
mentary amplitude and phase of the analytic signal in
the so-called phase plane. For voiced frames the analytic
signal will describe a closed curve. During unvoiced

segments, where the signal and its Hilbert transform
are much less correlated, the curve will touch almost
any point in the phase plane within a short interval. In
Lobanov’s algorithm the phase plane is crudely quan-
tized, and the algorithm simply counts the number of
points which have been touched within a given frame.

Talkin’s PDA [10.17] integrates the VDA into
the postprocessor that applies dynamic programming.
Among the various estimates for T0 to be tracked, there
is always a candidate unvoiced, which is selected when
it lies on the optimal path (Sect. 10.5.4).

Ahmadi and Spanias [10.67] present an improved
VDA module within an implementation of the cepstrum
PDA [10.10] for telephone-bandwidth speech. An utter-
ance is processed in two passes. The first pass, covering
the whole utterance, is to derive gross initial thresholds
for a rough voiced–unvoiced decision. Distributions are
taken for the relative amplitude of the main cepstral peak,
the relative zero-crossings rate, and normalized signal
energy. The medians of these distributions serve as ini-
tial thresholds for the decisions to be made in the second
pass. A frame is roughly declared unvoiced if its en-
ergy and cepstral peak amplitudes are below and its zero
crossings rate is above the respective threshold. Frames
are declared voiced according to their cepstral peak
amplitudes and a continuity criterion. The algorithm
was evaluated on data from the TIMIT corpus; refer-
ence values were obtained using the PDA by McAulay
and Quatieri [10.51] with visual inspection of uncer-
tain frames. For clean speech, voiced-to-unvoiced and
unvoiced-to-voiced errors together were about 1.5%.

McAuley and Quatieri [10.51] use their harmonic-
model PDA (Sect. 10.2.5) to incorporate a VDA. It is
based on the energy ratio between the harmonic energy
and the energy of the nonharmonic part of the signal (the
noise) which consists of everything not captured by the
harmonic structure. Frames for which this ratio is above
10 dB are certainly voiced, while those for which the
ratio is below 4 dB are certainly unvoiced.

Fisher et al. [10.69] start from a generalized log
likelihood measure that is separately and independently
evaluated for the two hypotheses that the frame is
(1) voiced, or that it is (2) unvoiced. The measure
for the frame being voiced is based on the aforemen-
tioned ratio between harmonic and nonharmonic energy,
whereas the measure for unvoiced is based on a model
of colored Gaussian noise. The hypothesis with the
higher likelihood value wins for each frame; a dynamic-
programming postprocessor (Sect. 10.5.4) integrates the
VDA into the PDA which is also based on the harmonic-
plus-noise model.
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10.4.2 Pattern-Recognition VDAs

One of the motivations for applying a pattern-
recognition algorithm in a VDA was the wish to get
away from the conjunction of voicing determination and
pitch determination [10.70]. The VDA by Atal and Ra-
biner [10.70] (the first of a series of VDAs developed at
Bell Laboratories in the late 1970s) uses a statistical clas-
sifier and is based on five parameters: the signal energy,
the zero-crossing rate, the autocorrelation coefficient at
a delay of one sample, the first predictor coefficient of
a 12 pole LP analysis, and the energy of the normalized
prediction error. For a given environmental condition
the algorithm works well, but it is rather sensitive to en-
vironmental changes, e.g., from high-quality speech to
a telephone channel [10.47].

The usual classification problems in speech recog-
nition, where we have to cope with a large number of
different classes, require that the input parameters form
specific clusters in the parameter space, which are then
separated by the classifier. In contrast, the voicing deter-
mination problem has at most four categories (silence,
voiced, voiceless, and mixed) and the distribution of
the patterns in the parameter space is rather diffuse.
It is thus appropriate to concentrate the VDA on pat-
terns that are situated at or near the boundaries between

the different categories in the parameter space. Such
a VDA was developed by Siegel and Bessey [10.66].
For some applications, such as high-quality analysis–
synthesis systems, incorporation of a mixed excitation
source is desirable: (1) for voiced fricatives, and (2) for
some high vowels, which tend to become partly devoiced
in connected speech [10.71]. Siegel and Bessey further
found that for the voiced–voiceless–mixed classifica-
tion, the number of features used for a voiced-unvoiced
classifier is insufficient. Their VDA is realized in two
steps using a binary decision tree structure. The first
step is a classifier which separates frames that are
predominantly voiced from those that are predomi-
nantly unvoiced. It uses a minimum-distance statistical
classifier exploiting seven features: normalized auto-
correlation coefficient at unit sample delay, minimum
normalized LP error, zero-crossings rate, signal energy,
overall degree of periodicity (via AMDF), and degree
of periodicity measured via the cepstrum in two sub-
bands. In both categories the mixed frames are split off
during the second step. The voiced–mixed decision uses
another six features, mostly cepstral and LP measures,
whereas the voiceless–mixed decision is based on two
features alone. The VDA is reported to work with 94%
overall accuracy and 77% correct identification of the
mixed frames.

10.5 Evaluation and Postprocessing

To evaluate the performance of a measuring device, one
should have another instrument with at least the same ac-
curacy. If this is not available, at least objective criteria –
or data – are required to check and adjust the behavior of
the new device. In pitch and voicing determination both
these bases of comparison are tedious to generate. There
is no VDA or PDA that operates without errors [10.47].
There is no reference algorithm, even with instrumen-
tal support, that operates completely without manual
inspection or control [10.8, 72]. Yet nowadays speech
databases with reference pitch contours and voicing in-
formation have become widely available so that at least
reliable reference data are there and are being used for
evaluation.

In this section, we first deal with the question of
how to generate reference data (Sect. 10.5.1). Then we
consider the question of error analysis (Sect. 10.5.2)
and present the results of some comparative evaluations
(Sect. 10.5.3). Finally, we describe the problem of pitch
tracking (Sect. 10.5.4), which is the foremost task of the
postprocessor.

10.5.1 Developing Reference PDAs
with Instrumental Help

A number of evaluations compared the algorithm(s) to
be tested to the results of a well-known algorithm such
as the cepstrum PDA, whose performance was known
to be good. Rabiner et al. [10.47] used an interactive
PDA to generate reference data. This procedure proved
reliable and accurate but required a great deal of hu-
man work. Other evaluations [10.1] used the output
signal of a vocoder for which the pitch contour was
exactly known or the output signal of a mechanic ac-
celerometer which derives the information on pitch from
the vibrations of the neck tissue at the larynx. The
latter device [10.73] was used by Viswanathan and Rus-
sell [10.74] for their evaluation of five PDAs. Indefrey
et al. [10.34] used a laryngograph to obtain the signal
for generating a reference contour.

Among the algorithms used for determining a ref-
erence pitch contour, methods that make use of an
instrument (such as a mechanic accelerometer or a laryn-
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198 Part B Signal Processing for Speech

gograph) that derives pitch directly from the laryngeal
waveform have been shown to be most effective. This
type of algorithm avoids most errors pertinent to the
problem of pitch determination from the speech signal,
and permits using natural speech for the evaluation of
the performance of PDAs. Among the many instruments
available, the laryngograph [10.72,75] is especially well
suited for this kind of application. It is robust and
reliable, does not prevent the speaker from natural articu-
lation, and gives a good estimate for the instant of glottal
closure. A number of PDAs have been designed for this
device [10.8,72]. In addition, Childers et al. [10.76] pro-
pose a four-category VDA that exploits the speech signal
and the laryngogram.

The principle of the laryngograph [10.75] is well
known. A small high-frequency electric current is passed
through the larynx by a pair of electrodes that are pressed
against the neck at the position of the larynx from both
sides. The opening and closing of the glottis during each
pitch period cause the laryngeal conductance to vary;
thus the high-frequency current is amplitude modulated.
In the receiver the current is demodulated and ampli-
fied. Finally, the resulting signal is high-pass filtered
to remove unwanted low-frequency components due to
vertical movement of the larynx.

Figure 10.10 shows an example of the laryngogram
(the output signal of the laryngograph) together with the
corresponding speech signal. In contrast to the speech
signal, the laryngogram is barely affected by the instan-
taneous configuration of the vocal tract, and the changes
in shape or amplitude are comparatively small. Since
every glottal cycle is represented by a single pulse, the
use of the laryngograph reliably suppresses gross period-
determination errors. In addition, it supplies the basis for
a good voiced–unvoiced discrimination since the laryn-
gogram is almost zero during unvoiced segments, when
the glottis is always open. Nonetheless, the laryngograph
is not free from problems: it may fail temporarily or per-
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Fig. 10.10 Speech signal, laryngogram, differentiated la-
ryngogram, and instants of glottal closure

manently for some individual speakers, or it may miss
the beginning or end of a voiced segment by a short inter-
val – for instance, when the vocal folds, during the silent
phase of a plosive, continue to oscillate without produ-
cing a signal, or when voicing is resumed after a plosive
and the glottis does not completely close during the first
periods [10.72]. For such reasons, visual inspection of
the reference contour is necessary even with this con-
figuration; these checks, however, can be confined to
limited segments of the signal.

The instant of glottal closure is the point of max-
imum vocal-tract excitation, and it is justifiable to define
this instant as the beginning of a pitch period. In the
laryngogram this feature is well documented. As long
as the glottis is open, the conductance of the larynx is at
a minimum and the laryngogram is low and almost flat.
When the glottis closes, the laryngeal conductance goes
up and the laryngogram shows a steep upward slope.
The point of inflection during the steep rise of the laryn-
gogram, i. e., the instant of maximum change of the
laryngeal conductance, was found best suited to serve as
the reference point for this event.

10.5.2 Error Analysis

According to the classic study by Rabiner et al. [10.47],
which established the guidelines for the performance
evaluation of these algorithms for speech, PDAs and
VDAs commit four types of errors:

1. Gross pitch-determination errors
2. Fine pitch-determination errors, i. e., measurement

inaccuracies
3. Voiced-to-unvoiced errors
4. Unvoiced-to-voiced errors

The latter two types represent errors of voicing
determination, whereas the former two refer to pitch
determination.

Gross pitch-determination errors are drastic fail-
ures of a particular method or algorithm to determine
pitch [10.47]. Usually an error is considered to be gross
when the deviation between the correct value of T0 or
F0 and the estimate of the PDA exceeds the maximum
rate of change a voice can produce without becoming
irregular (Rabiner et al. [10.47]: 1 ms; Hess and Inde-
frey [10.8], Mousset et al. [10.77]: 10%; Krubsack and
Niederjohn [10.78]: 0.25 octave). Typical gross errors
are confusions between F0 and the formant F1, which
usually falls into the measuring range. Other typical er-
rors are the so-called octave errors, i. e., taking F0/2 or
2F0 as the pitch estimate.
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On the other hand, error situations may also arise
from drastic failures of the voice to produce a regular
excitation pattern, which is not very frequent in well-
behaved speech but is nearly always the case when the
voice temporarily falls into creak or vocal fry. Hedelin
and Huber [10.18] distinguish between four main types
of irregularity of phonation that occur frequently in
running speech: (1) laryngealization (a temporal near-
closure of the glottis resulting in single, irregular glottal
pulses); (2) creak or vocal fry as a temporal voice register
(Fig. 10.2); (3) creaky voice, which is even less struc-
tured than creak; and (4) diplophonic excitation, which
shows an irregular pattern between adjacent periods but
a more-regular one between every second pitch period.
A further problem, which may sometimes become se-
vere, is the rate of change of fundamental frequency.
Xu and Sun [10.79], also referring to earlier studies,
give data for the maximum rate of change of F0 that
a human voice is able to produce without becoming ir-
regular. They found that a human voice can change its
F0 at a speed up to 100 semitones per second, and that
this limit is frequently reached during running speech.
One hundred semitones per second means one semi-
tone (6%) per 10 ms or two semitones (12%) per 20 ms.
According to Sreenivas [10.36], a 4% within-frame F0
change already affects the salience of the estimate in the
same way as additive noise with 15 dB SNR. As we see
from these data, a 10% change of F0 within a frame can
easily occur. If we interpret these data with respect to
individual pitch periods, we see that deep male voices
with long periods (10 ms and more) are more strongly
affected than female voices. Nonetheless, a deviation of
10% for F0 estimates between adjacent frames seems
reasonable as a lower bound for gross errors because
a larger change is beyond the capabilities of a human
voice.

Hence, gross errors arise mainly from three standard
situations.

• Adverse signal conditions: strong first formants,
rapid change of the vocal-tract position, band-
limited or noisy recordings. Good algorithms reduce
these errors to a great extent but cannot completely
avoid them [10.47].• Insufficient algorithm performance, e.g., mismatch
of F0 and frame length [10.21]; temporary absence
of the key feature in some algorithms.• Errors that arise from irregular excitation of voiced
signals. Since most algorithms perform some aver-
aging or regularity check, they can do nothing but
fail when the source becomes irregular.

When a PDA is equipped with an error-detecting
routine (the majority of cases, even if no postprocessor
is used), and when it detects that an individual esti-
mate may be wrong, it is usually not able to decide
reliably whether this situation is a true measurement er-
ror, which should be corrected or at least indicated, or
a signal irregularity, where the estimate may be correct
and should be preserved as it is. This inability of most
PDAs to distinguish between the different sources of er-
ror situations is one of the great unsolved problems in
pitch determination.

In the study by Rabiner et al. [10.47] gross errors
are simply counted, and the percentage of frames with
gross errors compared to the total number of (correctly
recognized) voiced frames is given as the gross error
rate. However, the perceptual importance of gross errors
depends on the deviation between the estimate and the
correct value as well as the energy of the frame [10.74,
80], from which a weighted gross error measure was
derived [10.67],

GPE= 1

K

K∑
k=1

(
E(k)

Emax

)2 ∣∣∣∣ p(k)− F0(k)

F0(k)

∣∣∣∣ , (10.21)

where p(k) is the incorrect estimate, E(k) is the en-
ergy of the frame, and Emax is the maximum energy
in the utterance. It appears useful to include both these
measures in an evaluation. The gross error count eval-
uates the PDA performance from a signal-processing
point of view, whereas GPE says something about their
perceptual relevance.

Measurement inaccuracies cause noisiness of the
obtained T0 or F0 contour. They are small deviations
from the correct value but can nevertheless be annoying
to the listener. Again there are three main causes.

• Inaccurate determination of the key feature. This
applies especially to algorithms that exploit the tem-
poral structure of the signal, for instance, when the
key feature is a principal maximum whose position
within a pitch period depends on the formant F1.• Intrinsic measurement inaccuracies, such as the ones
introduced by sampling in digital systems.• Errors from small fluctuations (jitter) of the voice,
which contribute to the perception of naturalness
and should thus be preserved.

Voicing errors are misclassifications of the VDA. We
have to distinguish between voiced-to-unvoiced errors,
in which a frame is classified as unvoiced although it is
in fact voiced, and unvoiced-to-voiced errors, with the
opposite misclassification. This scheme, as established
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in [10.47], does not take into account mixed excitation.
Voiced-to-unvoiced and unvoiced-to-voiced errors must
be regarded separately because they are perceptually
inequivalent [10.74], and the reasons for such errors
in an actual implementation may be different and even
contradictory. A number of VDAs even allow a tradeoff
between these two errors by adjusting their parameters.

10.5.3 Evaluation of PDAs
and VDAs– Some Results

Due to the absence of reliable criteria and systematic
guidelines, few publications on early PDAs included
a quantitative evaluation. As this situation has thor-
oughly changed, publications presenting new PDAs
increasingly also evaluate them. Mostly the newly de-
veloped PDA is evaluated against some well-known
PDA(s) to show that the new approach is in some way
or for some kind of signals and conditions better or at
least equivalent to the known algorithms [10.46,52]. The
Keele database [10.81] has played a major role in this
respect. We will not discuss these evaluations here due
to lack of space; we rather deal with a couple of stud-
ies that did not aim at developing a new PDA but were
done to establish guidelines and show the state of the
art.

The classic studies by Rabiner et al. [10.47] and
McGonegal et al. [10.56] investigated seven PDAs (two
time domain, five short-term analysis) with respect to
pitch and voicing determination. The main results were:

• None of the PDAs investigated were error free, even
under good recording conditions. Each PDA had its
own favorite error; nevertheless, all error conditions
occurred for all of the PDAs.• Almost any gross error was perceptible; in addi-
tion, unnatural noisiness of a pitch contour was well
perceived.• The subjective evaluation did not match the prefer-
ence of the objective evaluation. In fact, none of the
objective criteria (number of gross errors, noisiness
of the pitch contour, or voicing errors) correlated
well with the subjective scale of preference.

Hence the question of which errors in pitch and voic-
ing determination are really annoying for the human
ear remained open. This issue was further pursued by
Viswanathan and Russell [10.74], who developed objec-
tive evaluation methods that are more closely correlated
to the subjective judgments. The individual error cate-
gories are weighted according to the consistency of the
error, i. e., the number of consecutive erroneous frames,

the momentary signal energy, the magnitude of the error,
and the special context.

Indefrey et al. [10.34], concentrating on the evalu-
ation of pitch determination errors only, investigated
several short-term PDAs in various configurations. They
showed that in many situations different short-term ana-
lysis PDAs behave in a complementary way so that
combining them in a multichannel PDA could lead to
better overall performance.

Indefrey et al. [10.34] also investigated the perfor-
mance of double-transform PDAs (cf. Sect. 10.2.2) with
additive Gaussian noise. Under this condition these al-
gorithms tend to break down at SNRs between 0 and
−6 dB. It does not make a big difference whether the
SNR is defined globally (i. e., with a constant noise level
over a whole utterance) or segmentally (i. e., with the
same SNR for each frame), except that the slope of the
error curve at the breakdown point is larger for segmental
SNR. These results were confirmed in a number of other
studies [10.26, 46, 52]. Moreno and Fonollosa [10.52]
evaluated several autocorrelation PDAs (among them
their own) with several kinds of noise signals and found
that for the low-frequency-biased car noise the break-
down starts at an SNR of about 6 dB. The same holds
for babble noise [10.46].

De Cheveigné and Kawahara [10.27] investigated
eight PDAs whose software was available via the In-
ternet together with two of their own developments
([10.27], cf. Sect. 10.2.1; [10.82], based on an IF princi-
ple). Only gross errors were considered. The evaluation
was based upon an extensive database (almost two hours
of speech) with samples from three languages (En-
glish, French, and Japanese), including falsetto speech
from male speakers, and laryngograms as reference sig-
nals. Obviously aperiodic voiced signals were excluded.
Postprocessors and VDAs were disabled in the algo-
rithms as far as possible. The evaluation showed great
differences between algorithms and partly rather bad
performance (more than 10% gross errors for some of
them); the best one produced about 0.6% on average.
The evaluation also showed considerable dependency
of the error rate on the data so that the authors claim
the need for large databases when performing such
evaluations.

All these evaluations show that there is still no PDA
that works without errors, although they work better
now than 20 years ago. A gross error count of 0.6% is
regarded as excellent; nonetheless we must not forget
that, with the usual frame rate of 100 frames per sec-
ond, such an algorithm still produces a grossly wrong
estimate every two seconds of speech on average.
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10.5.4 Postprocessing and Pitch Tracking

A standard procedure for the reduction of pitch deter-
mination errors is smoothing. Smoothing is possible
when a pitch contour is given as a sequence of T0
or F0 estimates and not as delimiters of individual
periods. The two standard smoothing methods are lin-
ear smoothing using some kind of low-pass filter and
(nonlinear) median smoothing [10.83]. Linear smooth-
ing reduces measurement inaccuracies but is unable to
cope with the effect of gross pitch determination er-
rors, which are reduced in size and distributed over
a larger amount of time but are not really removed.
Median smoothing, on the other hand, replaces each
pitch estimate with the middle value of an ordered
sequence of three, five, or seven adjacent estimates;
gross outliers are removed, but measurement inaccura-
cies remain unchanged. Rabiner et al. [10.83] combine
these methods and propose a two-step smoothing pro-
cedure with median smoothing coming first, followed
by a linear smoother. Linear smoothing, however, can
be dangerous since it may replace a gross error that has
been left in the median-smoothed contour by some esti-
mates lying between the correct value and the error and
so cause an inflection in the contour that is not due to
the signal.

Applying such a smoothing algorithm was shown
to substantially improve the (objective and subjective)
performance of any PDA to which it was applied [10.47,
56]. Specker [10.84] showed that postprocessing is able
to reduce the number of gross errors in a time-domain
PDA by almost an order of magnitude.

Secrest and Doddington [10.80] used dynamic pro-
gramming methods to find an optimal path through a list
of pitch estimate candidates with the smoothness of the
contour as the major criterion. They showed that this
technique performed better than any linear, nonlinear,
or median smoothing. This approach was further devel-
oped by Talkin [10.17]. Dynamic programming is well
suited to pitch tracking since it allows the basic extrac-
tor to give several pitch candidates so that we can deal

with more than only the best choice in each frame. Each
candidate is accompanied by a salience measure (usu-
ally the relative amplitude of the corresponding peak in
the representation from where the estimate is derived,
with respect to the reference point, e.g., the value of
the ACF at zero lag). In addition, Talkin’s PDA sup-
plies one candidate unvoiced per frame. Pitch tracking
is done by searching for an optimal path through the can-
didates from consecutive frames by minimizing a global
cost function. This global cost function is formed as
the sum of weighted local per-frame cost functions of
two types: (1) candidate costs, and (2) transition costs
between consecutive frames.

Candidate costs distinguish between pitch candi-
dates and the unvoiced candidate. The cost of a pitch
candidate equals one minus the salience measure of this
candidate. The cost of the unvoiced candidate is a con-
stant penalty plus the maximum salience measure within
the current frame.

The transition cost between consecutive frames also
depends on voicing. Between two unvoiced candidates
it is zero. Between two pitch candidates it depends on
the difference in frequency between the two estimates,
and special attention is given to octave jumps, which
are made costly but not totally impossible. The costs for
voiced-to-unvoiced transitions and vice versa include
a term with the reciprocal Itakura distance [10.85], an
energy term, and an extra penalty for this transition.
The rationale is that (1) these transitions are not too
frequent, (2) there are usually large spectral changes
between a voiced and an unvoiced frame, and (3) en-
ergy usually decreases at the end of a voiced part and
increases at its beginning.

There is no latency limit for the algorithm to find
the optimal path; in principle the search can extend over
a whole utterance. Talkin [10.17], however, reports that
it rarely takes more than 100 ms for all possible paths to
converge to a single point. The algorithm is part of the
well-known ESPS software package for speech analysis.
A comparable postprocessor operating on a probabilistic
approach is described in [10.86].

10.6 Applications in Speech and Music

Applications for PDAs in speech can be grouped into
four areas [10.1]:

1. Speech technology

2. Basic linguistic research, e.g., investigation of into-
nation

3. Education, such as teaching intonation to foreign-
language learners or to hard-of-hearing persons
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4. Clinical applications, such as the investigation of
voice quality

Some of these application areas have changed
greatly over the last two decades. The vocoder, which
was the main application for earlier speech technol-
ogy, has almost disappeared. Instead, investigating
prosodic events such as intonation, particularly in spon-
taneous speech, has become an important issue in
speech understanding systems [10.87], and many of
these systems now contain a prosody module. As it
is a long-term goal in speech technology to make
such devices operable from almost anywhere, a PDA
may even have to cope with signals from mobile
phones, which can be extremely bad and inconsis-
tent. Another new application area is data-driven speech
synthesis. Algorithms for time-domain pitch modifica-
tion, such as the well-known pitch-synchronous overlap
add (PSOLA) algorithm [10.57], require precise pitch
period determination to work properly, and with the
recent technology of nonuniform unit selection syn-
thesis large speech corpora have to be analyzed, yet
usually with excellent-quality signals free from phase
distortions.

What are the implications of this application shift
for the development of algorithms? PDAs for precise
pitch period determination of good-quality speech sig-
nals have been known for a long time; nonetheless the
main problem is exact synchronization with laryngeal
cycles, such as the instant of glottal closure. Such algo-
rithms, which originally come from clinical applications
where they were applied to isolated vowels, have been
extended to work for running speech as well.

In prosody recognition, intonation research and
speech technology now go together to a certain extent.
Prosody recognition needs intonation contours, not in-
dividual periods, and a certain lag between the running
time of the signal and the time of release of an esti-
mate is tolerable, in contrast to a vocoder where the
result must be available without delay. On the other
hand, prosody recognition must rely on automatic esti-
mates and cope with adverse conditions; above all, this
requires robustness.

The number of devices available for computer-aided
intonation teaching has been small [10.88]. However,
with the increased use of high-quality PDAs for into-
nation research, this will change. In the clinical area,
digital hearing prostheses have created a new application
area [10.63, 89]. We cannot discuss these applica-

tions here for reasons of space; the reader is referred
to [10.88, 89] for surveys.

Pitch determination of musical signals has three
main application areas, two of which are closely related:

1. Automatic notation of melodies and tunes, and au-
tomatic scoring

2. Information retrieval from audio data
3. Real-time capturing of tone frequencies of musical

instruments for musical instrument digital interface
(MIDI) applications

Automatic notation of melodies is a long-standing
problem. As early as 1979 Askenfelt [10.90] reported on
a project to automatically transcribe folk melodies that
had been collected in a large corpus. In this case most of
the melodies were one-voiced so that PDAs developed
for speech signals could be used.

This is not always the case for music, however, and
we must therefore count as a particular problem in music
that more than one note can be played at the same time,
and that PDAs for this application may have to cope
with multiple pitches and have to determine them all, if
possible.

Information retrieval from audio data (audio data
mining) also involves pitch determination of musical
signals. This application area is closely related to the
preceding one and also involves the problem of mul-
tiple pitches. An evolving application is the so-called
query by humming. Consider a person who listens to
an unknown tune in the radio, likes it, calls a call
center with a musical database, hums or sings the
melody, and wants the title of the song retrieved. This
is a difficult task with pitch determination being a part
thereof.

Transcription of a musical melody into musical notes
is much more than mere pitch determination. One has
to recover the rhythm from the timing of the melody,
and one has to take care of the timing, i. e., when
one note ends and another one starts. These questions,
which are partly still open, go beyond the scope of
pitch determination and will not be further discussed
here.

Real-time capturing for MIDI is closely related to
the old vocoder application in speech. A PDA is always
desirable if a MIDI synthesizer is to be driven from an
instrument other than a keyboard, e.g., from an electric
guitar. Here the main problem is that the response must
be almost instantaneous; a delay of even 50 ms could be
detrimental for a live performance.
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10.7 Some New Challenges and Developments

This section will concentrate on three problems:

1. Detecting the instant of glottal closure for applica-
tions in speech synthesis

2. Multiple pitch detection, particularly in mu-
sic [10.93]

3. Instantaneousness versus reliability

10.7.1 Detecting the Instant
of Glottal Closure

If a PDA in speech is required to be very accurate, it is
optimal to synchronize it with the instants of glottal clo-
sure. A cascaded PDA for this purpose was developed
by Hess [10.92] based on a previous algorithm by Cheng
and O’Shaughnessy [10.91]. It is intended for work in
time-domain speech synthesis and determines the glot-
tal closure instant (GCI) from undistorted signals. The
first part of the cascade is a short-term PDA applying
a double-spectral-transform principle [10.34]. The sec-
ond part uses the estimate of the first PDA to restrict its
momentary F0 range to an octave around this value.

According to Mousset et al. [10.77] a GCI detector
consists of four steps:

1. Acoustic speech signal pre-emphasis (optional)
2. A transformation aiming to produce peaks at GCIs
3. Postprocessing aiming to increase contrast in the

resulting signal (optional)
4. A peak picking operation

The algorithm described here follows this scheme.
In the source-filter approach the speech signal is the

response of the supraglottal system to the pulse train
generated by the source, and a pitch period can be re-
garded as the beginning of the impulse response of the
vocal tract. If we now compute the correlation function
c(n) between the speech signal s(n) and the beginning
of the pertinent impulse response h(n) of the vocal tract,

c(n)=
∑

k

s(n+ k)h(k) (10.22)

there will be maxima at those instants n that correspond
to an GCI. The impulse response h(n) is estimated via
linear prediction. The main peaks of c(n) synchronize
well with the individual GCIs. Strong formants, how-
ever, also show up in c(n), and further processing is
required. Cheng and O’Shaughnessy suggested that one
should calculate the envelope of c(n), send it through
a high-pass filter and a half-way rectifier to enhance the

leading amplitudes at the beginning of each pitch period,
and multiply c(n) by the resulting waveform d(n). The
envelope

e(n)=
√

[c(n)]2+ [cH(n)]2 , (10.23)

where cH(n) is the Hilbert transform of c(n), is calcu-
lated using a digital Hilbert filter. Figure 10.11 shows an
example.

This approach has the problem known from all PDAs
that apply some sort of inverse filtering (cf. Sect. 10.3.3)
that it fails systematically when the formant F1 coin-
cides with F0 and the signal becomes almost sinusoidal.
Then e(n) becomes a constant, and d(n) is either zero or
fluctuates at random around zero instead of displaying
the envelope of a damped formant oscillation. A way
out of this problem is to partly bridge the high-pass
filter so that the constant component of the envelope
is not completely removed. If the short-term analysis
enters a reliable estimate of T0, rather stringent cor-
rection routines can remove the unwanted peaks in
c(n) and at the same time preserve correct processing.
The exact position of the GCIs is derived from c(n)
anyway.

Group delay methods have also been proposed for
GCI determination [10.94, 95]. Group delay is defined
as the derivative of the phase spectrum with respect to

��

��

��

��

��

Fig. 10.11a–e Determining the instant of glottal closure
via a maximum-likelihood criterion [10.91, 92]: example
of performance. (a) Signal frame (45 ms); (b) impulse
response h(n) of the vocal tract, estimated by linear predic-
tion; (c) correlation function c(n); (d) envelope e(n) (dotted
line) and high-pass filtered envelope; (e) product of c(n)
and the filtered envelope
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frequency and can be calculated [10.94] via the DFT:

τG(m)= Re

(
S̃(m)

S(m)

)
; (10.24)

S(m)= DFT{s(n)} ; S̃(m)= DFT{ns(n)}
If a frame contains a single impulse at position k = n0,
this will produce a constant group delay of n0 for all
frequency indexes m. If there is additional noise in the
frame, one can expect that at least the average group
delay (averaged over all frequencies) equals n0. If we
now compute the average group delay for each sample
of the time signal s(n), it will show a negative-going
zero crossing (with a slope of −1) when the impulse is
at the starting position of the frame. GCIs mark non-
stationarities in the signal and show up as impulse-like
structures, for instance, in an LP residual. This makes
the method useful for GCI detection, and there are al-
gorithmic shortcuts that allow the average group delay
to be computed without needing two DFTs per sam-
ple. Brookes et al. [10.95] investigate several weighted
measures for the average group delay and find that
these measures are quite robust against additive noise;
however, they critically depend on the length of the time-
domain window used for group delay measurement. If
there is no impulse in the frame, the average group de-
lay will vary around zero; if there is more than one
impulse, the results are unpredictable. In a cascaded im-
plementation using an auxiliary short-term PDA, when
an estimate for T0 is available, it is straightforward to
adjust the window length according to this estimate.

Another method, rather simple to implement, is
based on singular value decomposition. Ma et al. [10.96]
show that the Frobenius norm ||S||F of an N × (K +1)
matrix S, being

||S||F =
√√√√ N∑

n=1

K+1∑
k=1

s2
nk with (10.25)

S= (snk; 1≤ n ≤ N; 1≤ k ≤ K +1)

equals the product of the squared singular values of the
singular value decomposition (SVD) of S,

||S||F =
√√√√K+1∑

k=1

σ2
k . (10.26)

SVD is known to model linear dependencies of the rows
and columns of the associated matrices. GCIs provide
new information and cannot be covered by linear mod-
eling. Hence, singular values tend to be large when the

pertinent speech data matrix representing a signal frame,

S=

⎛
⎜⎜⎜⎜⎝

s(K ) s(K −1) · · · s(0)

s(K +1) s(K ) · · · s(1)
...

...
. . .

...

s(K + N−1) s(K + N−2) · · · s(N−1)

⎞
⎟⎟⎟⎟⎠

contains a glottal impulse. (We assume N > K and full
column rank of the matrix S [10.96].) The singular values
become largest when the glottal impulse is found in the
first row of S. So the Frobenius norm gives an algorith-
mic shortcut to the costly SVD of S which would have
to be performed otherwise. This algorithm had a couple
of forerunners that are well described in [10.96].

Other methods to determine the GCI involve neu-
ral networks with appropriate training [10.63], wavelet
functions [10.97], simplified inverse filtering [10.77],
nonlinear filtering [10.98] or statistical evaluation of the
nonstationarity of the signal at the GCI [10.99]. Mous-
set et al. [10.77] evaluated several of these methods
using the Keele database for PDA evaluation [10.81].
They used the analysis scheme proposed by Rabiner
et al. [10.47] and extended it by two error classes suit-
able for any time-domain PDA: (1) insertion of a GCI
marker where no GCI is present, and (2) miss (deletion)
of a GCI that should have been detected. Their results
show that the methods evaluated are about equivalent
but show some sensitivity to the length of the respective
time windows and to the speakers.

10.7.2 Multiple Pitch Determination

Simultaneous tones with different frequencies require
some frequency-domain processing since, in this do-
main, peaks resulting from different tones show up at
their respective frequencies. The same holds for the lag
domain of a double-spectral-transform PDA when the
nonlinear distortion in the frequency is of local nature,
such as in computing a cepstrum or an autocorrelation
function. Hence PDAs that explicitly or implicitly in-
volve a Fourier transform will have this property, as was
shown in [10.33] using simultaneous speech from two
talkers as well as musical signals. Although not expli-
citly stated in the literature, active modeling would also
allow multipitch tracking.

Such PDAs have been used in several configura-
tions for speaker separation. The usual procedure is
that the PDA determines pitch for one of the speak-
ers; then a speech enhancement procedure (e.g., spectral
subtraction) is applied to remove this speaker from the
signal. The PDA then determines the pitch of the sec-

Part
B

1
0
.7



Pitch and Voicing Determination of Speech 10.7 Some New Challenges and Developments 205

ond speaker. The problem with this configuration is the
correct assignment of the signal to the two speakers,
particular when the signal from a speaker is unvoiced.
De Cheveigné [10.100] describes a PDA designed for
this purpose that estimates two pitches simultaneously
using a cascaded comb filter and a two-dimensional
AMDF estimation procedure.

Multiple pitch determination, particularly for mu-
sic, is a wide field that would justify a chapter of
its own. In this section we can give only a small se-
lection of examples. For more-comprehensive surveys
of the activities in this field, the reader is referred to
De Cheveigné [10.100] or Klapuri [10.101].

Goto’s algorithm [10.102] for music signals fo-
cuses on extracting leading voices from a polyphonic
signal, in this case a melody line and a bass line
which occupy different and non-overlapping F0 ranges
(32–260 Hz versus 260–4100 Hz). The PDA works in
the frequency domain. It basically estimates the fun-
damental frequency of the most predominant harmonic
structure corresponding to the melody or bass line. It
simultaneously takes into account all possibilities for
F0 and treats the input spectrum as if it contains all
possible harmonic structures with different weights (am-
plitudes). It regards a probability density function (PDF)
of the input frequency components as a weighted mix-
ture of harmonic-structure tone models (represented by
PDFs) of all possible pitches and simultaneously esti-
mates both their weights corresponding to the relative
dominance of every possible harmonic structure and
the shape of the tone models by maximum a-posteriori
probability (MAP) estimation regarding their prior dis-
tribution. It then considers the maximum-weight model
as the most predominant harmonic structure and obtains
its fundamental frequency. A multiple-agent architecture
evaluates the temporal continuity of the estimates.

The PDA uses a logarithmic frequency scale corre-
sponding to the musical notation unit cent,

f

cent
= 1200 log2

f/Hz

440 ·2 3
12−5

, (10.27)

where 1 cent equals 1/100 of a tempered semitone so that
an octave consists of 1200 cents. Each tone model corre-
sponds to a trial fundamental frequency p and provides
a harmonic structure; the individual harmonics are mod-
eled as weighted one-dimensional Gaussian distribution.
The weights of all models are estimated simultaneously,
where the same frequency can be shared by different
harmonics of different tone models. The tone model
with maximum weight yields the estimate for the pre-
dominant F0. A multiple-agent architecture performs

a temporal track across frames and gives the most sta-
ble trajectory as the final result. It consists of a salience
detector that picks promising F0 candidates, and a num-
ber of agents that interact to allocate the salient peaks
among themselves according to peak closeness. Each
agent has its own penalty record, and it gets a penalty
when no suitable peak can momentarily be allocated to
it. If a penalty threshold is exceeded, the agent is termi-
nated. If a peak cannot be assigned to a running agent,
a new agent is created. The final output is determined
on the basis of which agent has the highest reliability
and greatest total power along the trajectory of the peak
it is tracking. Detection rates for melody and bass are
reported as 80–90% and depend on the respective tune
being processed.

The PDA by Tolonen and Karjalainen [10.103] uses
a perception-oriented double-transform PDA based on
the unitary model of pitch perception [10.6]. The original
model in [10.6] employs a large number of critical-band
filters (spaced at much less than a critical band). In each
channel the signal is half-wave rectified and low-pass fil-
tered, and its short-term ACF is determined. The ACFs
of all channels are then added to give an estimate of
pitch. In Tolonen and Karjalainen’s PDA the signal is
first filtered by an optional pre-whitening filter and then
split into only two subbands with a cutoff frequency of
1000 Hz. The high-frequency channel is then rectified
and smoothed. The lag-domain representations obtained
by the double-spectral-transform principle for each sub-
band are added up to the so-called summary ACF. This
function is then enhanced. It is first clipped from under
so that only positive values are retained. Then it is time
stretched by a factor of 2, 3, etc. and subtracted from the
original summary ACF, and again only positive values
are retained. From this enhanced summary ACF signif-
icant maxima are sought. For musical sound analysis,
relatively long windows (up to 180 ms) are employed.
The algorithm works well when the simultaneous tones
in the input signal do not differ too much in amplitude.
The method is limited to fundamental frequencies below
1000 Hz [10.101].

Klapuri [10.101], besides giving a comprehensive
survey of PDAs for multipitch determination, devel-
oped two PDAs for this task. One of these is based
on the unitary model of pitch perception [10.6], with
some modification that makes the PDA more reliable
and computationally less costly. The other is based on
an iterative frequency-domain technique. The predomi-
nant pitch is detected, then the corresponding harmonic
structure is removed from the spectrum, and the pro-
cedure is repeated for the next predominant pitch. The
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iteration is stopped when the energy of the harmonic
structure drops below a given threshold.

Determination of the predominant harmonic struc-
ture follows a perception-oriented approach that
resembles Terhardt’s virtual pitch model [10.4] in that it
is tolerant toward inharmonicity. The spectrum is sub-
divided into 18 subbands with overlapping triangular
transfer functions which add to unity for adjacent sub-
bands. In each subband salience estimates are made for
each trial fundamental frequency p in the measuring
range,

L(p, k)=max
m

⎛
⎝c(m, i)

(in subband k)∑
i

S(m+ i p)

⎞
⎠ ,

(10.28)

where m stands for a possible (small) offset due to in-
harmonicity, and c specifies a weighting function that
depends on m and the harmonic number i. The salience
estimates are then added over all subbands with the ad-
ditional possibility of taking into account shift of higher
harmonics toward higher frequencies, as it sometimes
occurs with musical instruments. One of the trial fre-
quencies p emerges as predominant, and the pertinent
harmonic amplitude spectrum is smoothed. To remove
the tone, the smoothed harmonic structure is subtracted
from the overall spectrum.

Special attention is given to the problem of several
tones with harmonic frequency ratios. The smoothing
procedure helps to solve this problem. Think of two
tones with a frequency ratio of 1:3. All the harmonics
of the higher tone coincide with harmonics of the lower
one, but we can expect that every third harmonic has an
outstanding amplitude. It is likely that the lower tone will
be detected first. The smoothing procedure equalizes
these amplitude fluctuations so that the higher tone will
be preserved when the lower one is removed.

The PDA by Kameoka et al. [10.104] performs
simultaneous multipitch extraction in the frequency do-
main based on a statistical model given by

{Θ} = {μ(k), w(k), σ |k = 1, . . . , K} . (10.29)

The model consists of a set of K harmonic structures.
Each of these is described by a tied Gaussian mixture
(which corresponds to Goto’s PDA [10.102], see above).
Its vector μ of mean values stands for the frequencies
of the partials and has only one degree of freedom, i. e.,
its fundamental frequency. The weight w(k) stands for
the predominance of the k-th harmonic structure; the
variance is kept constant for the sake of simplicity. The
model is initialized, and the parameters are iteratively

improved using a log likelihood criterion and the ex-
pectation maximization algorithm [10.105]. As the true
number of simultaneous tones in the signal is unknown,
the model order K is initialized too high and becomes
part of the optimization. Akaike’s information criterion
(AIC), which specifies a tradeoff between the order of
a model and its accuracy,

AIC= 2 · (number of free parameters)

−2 · (maximum of log likelihood) (10.30)

is used to determine the optimal value of K . A harmonic
structure is abandoned when its weight becomes low
or when it is placed between two other structures that
move toward each other and have higher weights. If
a harmonic structure is abandoned, the number of free
parameters decreases by two (frequency and weight),
and the likelihood gets worse. Whenever a harmonic
structure is to be abandoned, AIC is computed. The
iteration is stopped when AIC has reached a minimum.

The role of gross pitch determination errors in this
context differs from that in speech. In speech we have
the special problem of octave errors (cf. Sect. 10.5.2)
which are to be strictly avoided. In polyphonic mu-
sic, on the other hand, two instruments frequently play
an octave apart from each other, and should then both
be detected. Klapuri’s smoothing procedure [10.101]
explicitly takes into account two tones at any harmonic
interval. Nevertheless it is reported [10.101,104] that the
PDAs have problems when notes are played at certain
musical intervals, among them the octave.

10.7.3 Instantaneousness Versus Reliability

It is always desirable to get the estimate from a PDA in-
stantaneously. Processing time depends on two factors:
(1) computational complexity of the PDA and speed of
the device running it, and (2) latency, i. e., the amount of
signal required to get a reliable estimate plus comput-
ing time. A PDA runs in real time if the processing time
required is less than the elapsed time, say, between two
successive frames. As today’s computers are able to run
even complex PDAs in real time, we can put aside the
first issue. With the amount of signal required, however,
there may be a hidden problem. An ordinary short-term
PDA needs (at least) two complete pitch periods to de-
tect periodicity in an orderly manner. If the spectral
transform is done in one step for the whole range of
F0, latency will be twice the longest possible period in
the window. For speech, with F0 ranging from 50 Hz for
a deep male voice up to, say, 1000 Hz for a child in spon-
taneous speech, this means a lag of at least 40 ms from
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Fig. 10.12 The latency problem. Latency is defined as the
elapsed time from the beginning of the frame until the
estimate is available

the beginning of the window until we obtain an estimate,
not including processing time. In vocoder telephony this
may just be tolerable, but this will be a problem for on-
line capturing of music in a MIDI application. Of course
the latency will go down when the lower end of the
frequency range gets higher. One period of the low-
est tone of an ordinary guitar lasts about 12 ms, while
that of a violin lasts about 5 ms. However, if the PDA
applies postprocessing, for instance, pitch contour track-
ing by dynamic programming methods [10.17], latencies
will go up drastically. It goes without saying that such
methods cannot be applied when tough time constraints
are given.

How can this problem be solved? If reliability re-
quires a short-term analysis PDA, we must speed it up.
If we can assume that the signal is nearly sinusoidal, we
can apply time-domain methods, which may be more
instantaneous.

Several attempts have been made to speed up short-
term analysis PDAs. It has been known for a long time
that distance functions, such as the AMDF, can work
with short frames. Since no Fourier transform is in-

volved, the function can be computed synchronously as
time runs, and so we may be able to obtain estimates of
T0 in little more than the duration of the period to be
measured. Estimates of short periods will thus be avail-
able sooner than those of long ones. Such nonstationary
approaches do not only exist for distance functions.
For instance, Talkin’s PDA ([10.17]; Sect. 10.2.1) uses
a nonstationary autocorrelation function. Yoo and Fu-
jinaga [10.106] performed some practical experiments
with several hardware and software PDAs for MIDI cap-
ture on a violin and found latencies of 15–90 ms. For
a MIDI application this may already be unacceptable.

If the signal is near-sinusoidal, time-domain pitch
determination can be very fast. The lag between two con-
secutive zero crossings or between a maximum and the
consecutive minimum of a sinusoid equals half a period,
and only a quarter of a period elapses between an ex-
treme (maximum or minimum) and the adjacent zero
crossing. Even faster methods needing fewer signal sam-
ples can be conceived, leading to a kind of anytime
algorithm that can yield a rather imprecise estimate al-
most instantaneously but is able to refine this estimate
when given more time. (Remember, however, that in
MIDI applications a tone command can be given only
once; if it is in error, the wrong tone will come out.)
In this case the problem is: how can we obtain a signal
close to a sinusoid? In speech this is unrealistic due to
the transfer function of the vocal tract, where lip radia-
tion introduces a zero at f = 0 that strongly attenuates
the first harmonic. In music, however, such an approach
can be of interest when an instrument yields a signal that
is almost sinusoidal, or when the capturing microphone
or sensor is placed on the instrument in such a way that
it performs as a low-pass filter.

10.8 Concluding Remarks

The problem of pitch determination and fundamen-
tal frequency tracking is long-standing, known, and
yet unsolved in a general sense. However, for most
applications, algorithms that yield good and accept-
able solutions have been developed. Applications in
speech and music have moved away from the vocoder
toward prosody recognition, automatic melody detec-

tion, acoustic data retrieval, computational auditory
scene analysis, and high-precision analysis of speech
synthesis corpora. New challenges for the develop-
ment of PDAs, among others, include high-precision
pitch period determination, processing of signals with
multiple pitches, and PDAs with very short laten-
cies.
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Formant Esti11. Formant Estimation and Tracking

D. O’Shaughnessy

This chapter deals with the estimation and
tracking of the movements of the spectral res-
onances of human vocal tracts, also known
as formants. The representation or model-
ing of speech in terms of formants is useful
in several areas of speech processing: coding,
recognition, synthesis, and enhancement, as
formants efficiently describe essential aspects
of speech using a very limited set of param-
eters. However, estimating formants is more
difficult than simply searching for peaks in
an amplitude spectrum, as the spectral peaks
of vocal-tract output depend upon a vari-
ety for factors in complicated ways: vocal-tract
shape, excitation, and periodicity. We de-
scribe in detail the formal task of formant
tracking, and explore its successes and diffi-
culties, as well as giving reasons for the various
approaches.
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11.1 Historical

In this chapter, we deal with a focused problem of
speech analysis – trying to identify some very spe-
cific aspects of speech that have been found to be
of great use in a wide variety of speech applica-
tions. These parameters of speech are called formants.
They are generally viewed to be the resonances of
the vocal tract (VT), which often appear in spectral
displays (such as spectrograms) as regions of high en-
ergy, slowly varying in time as the vocal tract moves
(Fig. 11.1).

Formants are useful in the coding, recognition, syn-
thesis, and enhancement of speech, as they efficiently
describe essential aspects of speech using a very limited
set of parameters. For coding, if speech can be reduced
to formant parameters to represent the VT shape (and
a few other parameters to represent VT excitation), then
very efficient coding is possible [e.g., 2.4 kbps linear
predictive coding (LPC)]. Standard coders (e.g., in cell-
phone technology) use LPC with 10 or so coefficients
to characterize the VT; it is feasible instead to repre-

sent the VT with even fewer parameters if formants are
properly employed.
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Fig. 11.1 Wideband spectrogram of an adult male speaker saying
‘Say newsreel instead’. Light vertical lines (added manually) denote
phoneme boundaries
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214 Part B Signal Processing for Speech

In the 1970s, formants were the primary focus of
automatic speech recognizers (ASRs), as it is necessary
in ASR (as in coding) to greatly reduce the information
present in a speech signal (e.g., 64 kbps for toll-quality
speech in the basic telephone network), without sac-
rificing useful information about VT shape [11.1]. As
many studies of human speech production and percep-
tion have identified formants as prime candidates to
represent the VT spectrum efficiently, they were pop-
ular parameters to try to estimate from speech signals.
It was found, however, that tracking formants reliably
was not an easy task. Since the mid-1980s, ASR has
primarily relied on the mel-frequency cepstral coeffi-
cients (MFCCs) instead of formant-based parameters to
represent VT information. The advantage of the MFCC
approach has been an automatic way to reduce the
amount of information in a Fourier transform (FT) of
a frame of speech (which is always assumed to reason-
ably capture the essential information about VT shape
at any specific point in time; a frame is a short section
of speech, e.g., 20 ms) to a small set of parameters, e.g.,
10–16. The data reduction factor is about the same as
for LPC, except that the MFCC is able to utilize some
auditory factors in warping frequency scales to model
the human ear better than LPC can (i. e., a mel or bark
scale: linear up to 1 kHz, and logarithmic thereafter).
Nonetheless, there still remains interest in formants for
ASR purposes, as MFCC and LPC tend to suffer signif-
icantly when increasing amounts of noise are present
in the received speech signal. Both MFCC and LPC
take global approaches to speech analysis, which makes
it difficult to separate noise from speech in corrupted
signals.

The MFCC and LPC have been so popular for
speech recognition and coding, respectively, because
they are parameters that are obtained by simple math-
ematical rules (algorithmic transformations not subject
to discrete, and hence nonlinear, decisions). Such trans-
formations reduce the size of speech representations.
A Fourier display does little data reduction as it oc-
cupies about as much data space as the untransformed
speech. The MFCC and LPC are more compressed,
but still leave room for further compression, as is pos-
sible with formants. Features such as formants must
be estimated using error-prone methods, as they can
only be obtained by applying (possibly faulty) deci-
sions in the data reduction process. They achieve greater

data reduction, at the cost of making errors. Given the
widespread use of MFCC for ASR, some formant track-
ers employ the MFCC as the spectral input to their
algorithms [11.2, 3], even though the MFCC tend to
smooth spectra in ways that may obscure complicated
formant structure. (Because ASRs using MFCCs rarely
track formants, any formant tracking errors that might
result from such an approach would not be pertinent
for ASR, but it is nonetheless useful to see how well
one can track formants using such a popular spectral
estimation method.)

If instead we return to an original (possibly noisy)
spectrum and properly examine the short-time Fourier
transform (STFT) to find formants amid any interfer-
ing noise, there is still potential to carry out better
ASR with formants [11.4]. Recently, formants have
seen increasing use in text-to-speech (TTS) synthesis
applications [11.5], as the trend has been to employ very
large databases of small speech units (extracted from
the speech of a single professional training speaker). In
TTS, given a text to pronounce, a phonetic sequence
is automatically determined, allowing access to these
units. A major issue in recent research has been the
efficient determination of which units to use, which re-
quires searching a large space of alternatives (typically,
through a Viterbi search) making many cost estimations
about the spectral similarity between units. If these units
are characterized via formants, these costs are often eas-
ier to compute than if other parameters are used.

Finally, aids for people with speech difficulties are
often designed around the essential aspects or features
of speech such as formants. In some speech aids, infor-
mation additional to the normal speech input may be
available to assist in the formant tracking task. Attach-
ing a laryngeal sensor to a speaker’s throat can provide
detailed information about the VT excitation in a rela-
tively unobtrusive fashion, and appears to assist in some
formant tracking methods [11.6].

Certainly, a visual display capturing the mouth of
the speaker corresponding to the input speech can help
both ASR and formant tracking, as such imagery yields
important information about (at least) mouth opening.
As most speech applications do not have access to im-
agery, but only to the speech itself, we will not assume
image assistance in this section. There are several for-
mant trackers in commercial applications; a common
one freeware package is Wavesurfer [11.7].
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Formant Estimation and Tracking 11.2 Vocal Tract Resonances 215

11.2 Vocal Tract Resonances

While formants are commonly viewed as peaks in the
speech spectrum, we must be more rigorous in defining
them, as spectral displays of speech vary greatly in the
number and types of peaks seen (Fig. 11.2). Formants
are usually understood to be broad spectral peaks in an
STFT of speech, corresponding to the underlying vo-
cal tract resonances (VTRs). Such basic resonances can
often be calculated from VT area functions, if available,
e.g., via X-rays or electromyography. Few speech ap-
plications have access to such data, however, and thus
resonance estimations must usually be based on ana-
lysis of the speech coming from the mouth. However,
such resonances are only present in output speech en-
ergy to the extent that the VT system is excited with
sufficient energy at those frequencies. We must recall
that speech output is the convolution of the VT excita-
tion waveform and the impulse response of the VT (or,
equivalently, the speech spectrum is the product of these
two spectral representations), and thus the nature of the
VT excitation is a major factor in whether VTRs form
visible peaks in the output speech STFT.

As we are primarily interested in formant estimation
during strong sonorants, we first look at VT excita-
tion for vowels, where the excitation consists of glottal
puffs of air modulated by the vocal folds with a low-
pass nature (about −12 dB/octave fall-off). As a result,
the first formant (F1) normally has the highest inten-
sity, and the amplitude decreases at about−6 dB/octave
for formants at higher frequencies (−6 is the net re-
sult, after including the +6 dB/octave radiation effect
at the lips). Spectrograms often show clear bands of for-
mant energy for the first 3–5 formants in vowels, but
this situation varies greatly depending on the spectrum
of each vowel [e.g., /u/ has a greater fall-off, with lit-
tle energy above F2 (second formant), as its F1 and F2
are quite low in frequency, whereas /i/, with a much
higher frequency F2, has much more energy in the F3–
F4 region]. The style of speech also has effects: breathy
voice has a greater rate of fall-off, and hence weaker for-
mants at high frequencies, than a shouting voice. Few
speech applications have shown interest in the estima-
tion of formants above F4, as higher formants are quite
weak (especially relative to any background noise) and
have much less perceptual relevance than F1–F4. In-
deed, estimations of F3 and F4 are often difficult owing
to the low energy in their frequency ranges (e.g., for
back vowels such as /u/).

Issues of weak formants are not limited to high fre-
quencies. Nonvowel phonemes, such as nasals and

obstruents, partly owing to the presence of zeros in their
spectra, have varied spectral displays in terms of which
resonances are visible. In the case of obstruents, a ma-
jor additional factor is the different nature and location
of the noise excitation, which is much higher in the
VT, hence exciting only higher resonances, as will be
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Fig. 11.2a–d Time signals and spectra of a vowel. (a) Speech sig-
nal weighted by a 50 ms Hamming window, (b) the corresponding
spectrum, (c) speech signal weighted by a 5 ms Hamming window,
and (d) the corresponding spectrum
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Fig. 11.3 Wideband spectrogram of the same speaker saying ‘Say
driveway instead’

discussed later. Thus, the varying display of bands of
energy that we wish to associate with VTRs is a major
factor in the difficulty of formant tracking, and not just
for a minority of speech sounds.

Part of the difficulty of formant estimation and
tracking has been not properly exploiting much of what
is known about human speech production and percep-
tion. This failing has occurred too often in the speech
research field (e.g., for many years, ASR ignored the
fact that speech had an underlying message compo-
nent; it was only in the 1980s that language models

were commonly used for ASR). A major difficulty of
tracking formants is their tendency in spectral displays
to weaken, disappear, and/or merge (Figs. 11.1–11.3),
as the VT undergoes changes in shape or as the VT
excitation changes. As speech is inherently dynamic
(e.g., 12 phonemes/second on average), the ability to
track temporal changes in any parametric representa-
tion (e.g., formants) is essential. While such changes
(e.g., abrupt appearance or disappearance of formants,
as well as formants approaching each other so closely
as to appear as one band of energy in time displays)
are readily apparent, the underlying resonances of the
VT are much more well behaved, albeit harder to ob-
serve. VTRs derive directly from VT shape, and are
the poles of the VT transfer function. As the VT
moves smoothly from one position to another, the VTRs
smoothly change values [11.8]. Even when occlusions
are made or released (as in stop consonants), the po-
sitions of the VTRs change smoothly. As such, VTRs
would be much easier to track than formants (whose
appearance on spectrograms is more varied). However,
lacking visual displays of the VT (e.g., a camera fo-
cused on the speaker’s mouth, or a radiographic image
of the inside of the mouth), which is normally the case
in almost all speech applications, we must rely on for-
mant rather than VTR tracking. We can, nonetheless,
exploit presumed knowledge about VTRs when estimat-
ing formants.

11.3 Speech Production

To better understand the foundation for formants, let
us examine some aspects of human speech production.
In any estimation task, it is often useful to examine
important properties of the data source, rather than at-
tack a problem with few assumptions. Too often in
the past, research on formant estimation simply viewed
STFTs, looked for bands of energy, and applied ba-
sic peak-picking approaches (with some constraints on
continuity), without further regard for the nature or ori-
gin of the speech signal. It is true that the essential
information about formants (for most speech applica-
tions) is readily available in such displays, but such
an approach is like doing ASR without a language
model. An essential step of any pattern recognition task,
whether complete ASR or simpler formant tracking, is
to reduce the input data while minimizing loss of use-
ful information; this preprocessing step not only makes
the process more efficient (as subsequent recognition

steps treat smaller amounts of data), but also allows
more-accurate estimation decisions, by focussing more
closely on aspects of the data that are crucial (for the
task at hand). In many cases of pattern recognition, an
underlying source undergoes several (often nonlinear)
mappings before a data acquisition device can cap-
ture a readily observable signal. A better understanding
of these mappings can aid the parameter estimation
process. In our case, the basic underlying source is
a message in a speaker’s brain. ASR attempts to recover
that message (e.g., a text), given the observed speech
signal. More specifically here we are concerned with
identifying certain intermediate parameters – the for-
mants – in this process. In any event, better knowledge
about where formants originate is useful.

In human speech production, the lungs (as a pres-
sure source) push air past the vocal folds, which often
modulate the airflow to create the excitation sound for
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Formant Estimation and Tracking 11.3 Speech Production 217

the VT, which in turn acts as a filter to amplify cer-
tain frequencies while attenuating others. The VT is
the most important component in speech production,
as it controls the formants and its variation leads di-
rectly to the perception (by listeners) of the individual
phonemes (sounds) of speech. A tubular passageway
composed of muscular and bony tissues, the VT, via
its shape, modifies the spectral distribution of energy
in glottal sound waves. Different sounds of speech are
primarily distinguished by their periodicity (voiced or
unvoiced), spectral shape (which frequencies have the
most energy), and duration. The vocal folds specify the
voicing feature, but the major partitioning of speech into
sounds is accomplished by the VT via spectral filtering.
The VT is often modeled as an acoustic tube with res-
onances called formants, but it can have antiresonances
as well. In z-transform terminology, each resonance cor-
responds to a complex conjugate pair of poles, whose
angular position corresponds to the center frequency of
the resonance (usually, we refer to this as the formant
value) and whose radial position corresponds to the res-
onance bandwidth. (In formant tracking, the amplitudes
of the resonance peaks are usually of considerably less
interest than the center frequencies and bandwidths, as
amplitudes are greatly influenced by the spectral tilt of
the glottal excitation, as well as by the proximity of
nearby formants; listeners seem to take account of this
by utilizing rather little relative peak amplitude infor-
mation in speech perception.) The formants are often
abbreviated as Fi , e.g., F1 is the formant with the low-
est frequency. (F0 is associated with the fundamental
frequency of the vocal folds during voiced speech, and
is not a resonance. F0 is quite visible in narrowband
spectrograms, as speech consists of F0 and its many har-
monics, modulated by the VT transfer function, i. e., the
spectral envelope.)

Figure 11.2 shows displays of the amplitude of
an STFT for a typical vowel. If, as is usual, we use
a time window (i. e., the length of the STFT) of about
20–25 ms, perhaps shaped by a Hamming window to
reduce edge effects [11.1], the display will show a large
amount of detail, corresponding to many aspects of the
windowed speech signal. (Typical FFT lengths are 256,
512, or 1024 samples, which correspond to common
frame durations at sampling rates around 16 kHz; as
a result, sample points in the STFT are about 30 Hz
apart, which means that each harmonic has a few values,
and the STFT is highly variable in frequency.) Most
notable are the harmonics, peaks spaced every F0 Hz
(Fig. 11.2b), which correspond to multiples of the vocal

fold vibration rate. (These equally spaced peaks have fi-
nite width, corresponding to the inverse of the window
duration; if one were to theoretically reiterate a vow-
el’s pitch period indefinitely, we would see an actual
line spectrum.) Superimposed on this base periodic set
of spectral lines is the VT transfer function or spectral
envelope, as the STFT is the product of the excitation
spectrum (F0 lines) and the VT filter response. It is
this spectral envelope, and more particularly its formant
peaks, that interest us the most in this Section. Note,
however, that the formants are not immediately accessi-
ble in the FT, as the spectral envelope is essentially only
specified at multiples of F0. Typically, one may smooth
the STFT to render the formants more evident.

Another way to suppress the spectral effects of the
(interfering) harmonics is to use an STFT with a shorter
time window (i. e., one shorter than the pitch period)
(Fig. 11.2d). A disadvantage of this approach is that the
shorter window needs to be placed synchronously with
the pitch period for optimal formant estimation, and any
corrupting noise in the speech signal has greater nega-
tive effects on formant estimation, as a much shorter set
of speech data is used (owing to the shorter window).

Antiresonances correspond to zeros in the output
speech, and occur owing to aspects of glottal excita-
tion or to the existence of side-branches in the airflow
path in the VT. This section examines formants, which
correspond to the resonances. As such, we will not ex-
plicitly try to track the zeros, which are considerably
more difficult to locate reliably (very recently, particle
filtering has been used to track the poles and zeros of
the VT [11.9]). Luckily, zeros are much less relevant
for most speech applications.

Figures 11.1 and 11.3 show typical wideband spec-
trograms. Many speech applications make reference to
such spectrograms, although few actually include these
three-dimensional displays explicitly in their speech
analysis (e.g., LPC and the MFCC are much more
commonly used in coding and in ASR, respectively).
They clearly show the formant bands of energy (where
darkness indicates intensity) as a function of both
time and frequency. In wideband spectrograms, use of
a short time window yields much better time resolution
(e.g., about 3 ms, making the vocal fold closure exci-
tations readily visible as increases in energy every pitch
period). As a result, frequency is typically smoothed au-
tomatically over a range of 300 Hz (roughly the inverse
of 3 ms, and chosen to exceed most people’s F0, and
hence include two or more harmonics within the win-
dow’s low-pass filter range of smoothing). In such a dis-
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218 Part B Signal Processing for Speech

play, the time signal is covered roughly continuously,
thus obviating the need for pitch-synchronous analysis;

a frame-based analysis method, as in ASR applications,
would, on the other hand, need to address that issue.

11.4 Acoustics of the Vocal Tract

Speech is produced when air passes through the VT,
which can be modeled as an acoustic tube of variable
cross-sectional area A(x, t), approximately closed at the
glottal end and roughly open at the lips [A varies in
space (x = 0 at the glottis and x = L at the lips; L will
be assumed to be 17 cm) and in time t]. VT length varies
greatly among speakers (about 13 cm for women, and
less for children); we choose 17 cm as the nominal value
here as this is an average value for men, and yields sim-
ple values for the average positions of the formants:
500 Hz, 1500 Hz, 2500 Hz, 3500 Hz, . . . etc. (as we will
see later). Glottal area is small relative to typical A
values, although the glottal end of the VT is truly closed
only during glottal stops and during the closed phases
of voicing. Lip rounding or closure often narrows the
acoustic tube at the lips. A tube (e.g., the VT) closed at
one end and open at the other resembles an organ pipe
and is called a quarter-wavelength resonator, as the fre-
quencies at which the tube resonates are those where
sound waves traveling up and down the tube reflect and
coincide at the ends of the tube. VTRs can be heuris-
tically computed using only the boundary conditions
of the VT, along with the phase relationship between
the pressure and volume velocity in the traveling sound
waves. Formant frequencies match the boundary condi-
tions for pressure P (relative to atmospheric pressure)
and volume velocity U: a closed end of the tube makes
U = 0, whereas P ≈ 0 at an open end. P is 90◦ out
of phase with U , owing to the inductance and capaci-
tance of the VT. Resonances occur at frequencies Fi ,
i = 1, 2, 3, . . . , where |U| is maximum at the open end
of the VT and |P| is maximum at the closed end. Such
frequencies have wavelengths where the VT length l
is an odd multiple of a quarter-wavelength; hence, at
500 Hz, 1500 Hz, 2500 Hz, . . . etc..

A uniform VT is only a good model for a schwa
vowel /@/. With other sounds, A(x) is a complicated
function of space along the VT, and as a result, the
formants move to other frequencies. Normally, the de-
viations are within a range of a few (or several) hundred
Hz. Thus, for a 17 cm VT, F1 is usually in the range
300–800 Hz; F1 tends to be low when the VT is rela-
tively closed (e.g., for most consonants, and for vowels
with a raised tongue – high vowels), and high for low
vowels. F2 is usually in the range 700–2200 Hz; F2

tends to be high when the tongue is relatively forward,
and low when the tongue is more to the rear. In general,
the range of F2 is greater than for the other formants.
F3 is usually in the range 1800–2800 Hz; F3 tends to
be high when the tongue is relatively forward and high,
and low when the tongue is retroflexed (as in /r/). Higher
formants are usually progressively weaker in intensity,
and less relevant for most applications. (Synthesizers
that use formants often fix F4 near 3500 Hz and F5 near
4500 Hz; variations in these numbers appear to have lit-
tle useful perceptual effect.) Thus, formant estimators
focus on tracking F1–F3.

Almost all languages employ the cardinal vowels
of /i/, /a/, /u/, and these three often represent VT shapes
that are far from a neutral schwa (uniform VT) shape,
i. e., other vowels (if present for a given language) have
more intermediate shapes, and therefore formant fre-
quencies that are closer to the neutral values (500, 1500,
2500 Hz). Tracking formants is typically more diffi-
cult for more extreme VT shapes, as some formants
often appear to merge in such cases. (Examples are
seen in Figs. 11.1 and 11.3, where formants change in-
tensity suddenly and make apparent jumps, usually at
phoneme boundaries, but certainly not at all phoneme
boundaries.) Thus, let us examine further how VT shape
relates to such vowels. The vowel /a/ can be roughly
modeled by a (lower) narrow tube (representing the
pharynx) opening relatively abruptly into a wide (upper)
tube (the oral cavity). Assuming a 17 cm VT, for sim-
plicity suppose that each tube has a length of 8.5 cm;
then, each tube would produce the same set of reso-
nances, at odd multiples of 1 kHz (1000, 3000, 5000 Hz,
. . . ). Each tube is a quarter-wavelength resonator, since
its back end is relatively closed and its front end is rel-
atively open (i. e., the two tubes are half-versions of the
full schwa VT, and thus have formants at twice the orig-
inal values). As with all 17 cm models of the VT, this
two-tube model has the same number (one) of formants
per kHz, on average, but each one is moved by 500 Hz.

11.4.1 Two-Tube Models for Vowels

At any boundary between sections of the VT, whenever
the change in areas is sufficiently abrupt (as with /a/,
near the velum), the acoustic coupling between cavities
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is small and the interaction between cavity resonances
will be slight; each section then controls its own number
of the overall set of formants. Due to some acoustic cou-
pling, formants never approach each other by less than
about 200 Hz; thus, e.g., F1 and F2 for /a/ are not both
at 1000 Hz, but rather near these values: F1 = 900 Hz,
F2 = 1100 Hz, F3 = 2900 Hz, and F4 = 3100 Hz. The
reverse holds for /i/: a wide pharyngeal tube narrow-
ing abruptly into the oral cavity tube. Theory would
have F1 = 100 Hz, F2 = 1900 Hz, F3 = 2100 Hz, and
F4 = 3900 Hz, but in practice, F1 is closer to 280 Hz,
and F4 often approaches F3 (making a group of 2–3
formants around 2 kHz). Actual observed values for
real versions of /a/ and /i/ will show deviations from
these model numbers due to modeling inaccuracies;
nonetheless, these simple models give reasonably accu-
rate results and are easy to interpret physically.

The third cardinal vowel /u/ has a more-complicated
analysis: anytime that the lips are rounded (as in /u/),
all formants lower in frequency. This can be roughly
seen by considering a VT mostly closed at both ends;
the VT then becomes a half-wavelength resonator, as
its boundary conditions are the opposite of the nor-
mal open-mouth model (e.g., the volume velocity is
minimized at both (closed) ends of the VT, whereas
it is maximized at the mouth in the open-mouth ver-
sion). The theoretical locations for such a VT model
are F1 = 0, F2 = 1000 Hz, F3 = 2000 Hz, etc. Again, in
practice, F1 rarely goes so low, and approaches 200 Hz
as the lips are almost closed. Examining such an ana-
lysis, one may be tempted to conclude that formants do
not deviate more than about 400 Hz from the nominal
neutral values of 500, 1500, 2500 Hz. Empirical evi-
dence, however, shows that F2, in particular, has a rather
wider range (and F3 goes as low as 1900 Hz). Again, all
values given here assume a typical man’s VT; for peo-
ple of other sizes, one generally scales frequency values
by the average length of the VT, relative to 17 cm; as
VTs are not linear versions of each other, there may be
significant deviations from such simple modeling.

11.4.2 Three-Tube Models
for Nasals and Fricatives

We cannot easily extend the simple results of the two-
tube VT model to more-complicated VT shapes for
other phonemes. Nonetheless, some approximate exten-
sions are feasible, and help understanding of the task
of formant estimation. Nasal consonants require ana-
lysis of a three-tube VT model, as the nasal cavity is
involved when the velum is lowered for such conso-

nants. The entire system can be modeled as three tubes
(pharyngeal, nasal, and oral) joined at one point (the
velum), with acoustic circuits for the three in paral-
lel. The poles of such a model are specified by [11.1]:
1/Zp+1/Zm+1/Zn = 0, where Zp =−iZ0pcot(βlp),
Zm =−iZ0mcot(βlm), and Zn = iZ0ntan(βln). Zp, Zm,
and Zn refer to the acoustic impedance seen in the
velar region of the VT, in the direction of the phar-
ynx, nasal passages, and mouth, respectively, while Z0p,
Z0m, and Z0n are the characteristic impedances of these
respective cavities. The mouth and pharyngeal tubes
have closed acoustic terminations, while the nasal tube
is open (at the nostrils). Dimensional similarity of the
pharyngeal and nasal tubes allows a simplification: if
lp = ln = 10.5 cm, each of 1/Zp and 1/Zn has periods of
about 1.6 kHz and the function 1/Zp+1/Zn has infinite
values about every 800 Hz.

The mouth tube for nasal consonants is often signif-
icantly shorter than the other tubes (e.g., 3–7 cm). As
a result, nasal consonants are characterized by: (a) for-
mants every 800 Hz (due to the longer pharynx+nasal
tube than the normal pharynx+mouth tube), (b) wider
formant bandwidths, and (c) zeros in the spectrum.
When airflow from the lungs reaches the velum junc-
tion, it divides according to the impedances of the
mouth and nasal tubes. Spectral zeros occur at frequen-
cies where Zm = 0, which results in no airflow into the
nasal tube and thus no nasal speech output. Solving
Zm =−iZ0mcot(2πFilm/c)= 0 for Fi yields zeros at
odd multiples of c/4lm. The mouth tube for /m/ is about
7 cm, which gives zeros at 1.2, 3.6, 6.0 kHz, . . . Shorter
tubes for /n/ and /η/, about 5 and 3 cm, respectively,
mean fewer zeros below 5 kHz: only one each at 1.7 and
2.8 kHz, respectively. Besides the poles due to the phar-
ynx and nasal cavities, which occur every 800 Hz, nasal
spectra have pole–zero pairs due to the mouth cavity;
i. e., each zero is close in frequency to a mouth cavity
pole. In spectra, nasal consonants appear as sounds with
relatively steady formants, weaker than for vowels and
with less coarticulation, as movements within the VT
are muffled by oral tract closure.

Unlike the sonorants, all obstruents (except the glot-
tal /h/) have an excitation source in the (upper) oral
cavity. Air passing through a narrow constriction there
creates frication noise just in front of the opening, which
excites the remainder of the oral cavity in front of the
constriction. This is usually modeled as random (Gaus-
sian) noise with an approximately flat spectrum. For
voiced obstruents (e.g., /v/ and /z/), the noise is mod-
ulated to be pulse-like, as the vocal folds vibrate; in
spectrograms, this adds a voice bar at very low fre-
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quencies (0–150 Hz). This bar is weak enough not to
be confused with formants, as well as being outside the
range of F1.

11.4.3 Obstruents

As noted above, formants are dynamic, varying greatly
in time and intensity. They often come close together,
and at other times fade in or out. Such changes are
due to VT movements, and to the nature of VT exci-
tation. Voiced excitation is glottal and usually relatively
strong, but its intensity decreases with increasing fre-
quency, owing to the low-pass nature of glottal puffs
of air. As a result, a voiced speech spectrum falls off
with frequency at about -6 dB/octave, which leads to
weaker high-frequency formants. For most obstruent
sounds (i. e., stops and fricatives) the VT excitation oc-
curs much higher in the VT than at the glottis (except
for the fricative /h/), and as a result, a much shorter
VT is excited. This (often much) shorter VT leads to
much higher resonances appearing in speech spectra,
or more precisely, to the lower-frequency resonances
being canceled by antiresonances of the back cavity
of the VT. Many researchers do not refer to details
of obstruent spectra as formants (i. e., they reserve the
term formants for spectra of sonorant phonemes); to de-
scribe obstruents, they instead note general details such
as the approximate cutoff frequency below which little
energy occurs. The justification for this is that listen-
ers pay much less attention to detailed aspects of the
spectra in obstruents, and speakers appear to exercise
less control over the positioning of resonances there.
Hence, we focus our attention on formant estimation for
sonorants.

11.4.4 Coarticulation

The motion of the VT during speech causes very dy-
namic patterns in formants, i. e., we often see rapid
movements of formants. This phenomenon is called
coarticulation, because the articulatory configurations
of neighboring phonemes affect the articulation of each
phoneme. Even though text is written with discrete
letters, and phoneticians note that speech consists of
a sequence of individual phonemes, the actual speech
signal is without obvious phoneme boundaries, owing
to coarticulation. Speakers smoothly move their VT
from positions appropriate for each phoneme in turn,
spending as much time on each phoneme as is deemed
appropriate. As a result, it is often hard to segment
speech into discrete units for analysis, as would be very

useful in ASR. In some cases, such a division is easy, as
when excitation changes abruptly with the start or end
of vocal fold vibration (i. e., a voiced–unvoiced transi-
tion), or when the oral portion of the VT closes or opens
(e.g., lip closure). More often, the transition between
phonemes is more subtle, as the tongue and lips move
between positions appropriate for successive phonemes.

Each phoneme has a nominal or target VT shape
that a speaker would more or less assume if the sound
were to be produced in isolation. In context, however,
the speaker thinks ahead, and is continually moving
various parts of the VT to accomplish the dynamic se-
quence of phonemes. Thus, coarticulation effects can
extend over several phonemes; e.g., in the word ‘strew’
(/stru/, phonetically), the lips round in anticipation of
the /u/ during the earlier /s/.

In many applications, it is useful to divide speech
into segments of linguistic relevance, e.g., words,
syllables, or phonemes. For example, for speech
synthesis-by-rule (TTS), continuously spoken speech
from a training speaker must be segmented into such
units for storage (for later concatenation, as needed
for a specified input text). As manual segmentation
is tedious, forced alignment is often imposed on such
training speech, given the assumed corresponding text.
As a result, we have applications where formant track-
ing is simplified by having a priori knowledge of what
phoneme sequence was actually spoken [11.10]. Such
studies report quite high accuracy of forced alignment
to phonemic boundaries in speech of a known text, to
within about 40 ms [11.11]. In more-general ASR ap-
plications, of course, we do not know beforehand what
was said, and formant estimation must rely on general
principles.

During slow speech, the VT shape and type of ex-
citation may not alter for periods of up to 200 ms. In
these sections of speech, formant tracking is usually
much easier, as the formants vary little in either po-
sition or amplitude. Most of the time, however, the
VT changes more rapidly, as phonemes last, on aver-
age, about 80 ms. Coarticulation and changing F0 can
render each pitch period different from its neighbor.
Nonetheless, a basic assumption of speech analysis is
that the signal properties change relatively slowly with
time. This allows examination of a short time win-
dow of speech (e.g., multiplying the speech signal by
a Hamming window) to extract parameters presumed to
remain fixed for the duration of the window. Most tech-
niques thus yield parameters averaged over the course
of the time window. To model dynamic parameters,
we divide the signal into successive windows (ana-
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lysis frames). Slowly changing formants in long vowels
could allow windows as large as 100 ms without ob-
scuring the desired parameters via averaging, but rapid

events (e.g., stop releases) need short windows of about
5–10 ms to avoid averaging spectral transitions with the
steadier spectra of adjacent sounds.

11.5 Short-Time Speech Analysis

A basic tool for spectral analysis is the spectrogram,
which converts a two-dimensional speech waveform
(amplitude versus time) into a three-dimensional pattern
(amplitude/frequency/time). With time and frequency
on the horizontal and vertical axes, respectively, ampli-
tude is noted by the darkness of the display (Fig. 11.1).
Peaks in the spectrum appear as dark horizontal bands.
The center frequencies of these bands are generally con-
sidered to be the formant frequencies (subject to the
discussion below of how to handle merged formants,
i. e., single, wider bands that display two or more res-
onances that have come close for certain periods of
time; e.g., in the middle of Fig. 11.3, F1 and F2 com-
bine at very low frequencies in /w/). Voiced sounds
cause vertical marks in the spectrogram due to an in-
crease in the speech amplitude each time the vocal folds
close. The noise in unvoiced sounds causes rectangu-
lar dark patterns, randomly punctuated with light spots
due to instantaneous variations in energy. Spectrograms
portray only spectral amplitude, ignoring phase infor-
mation, on the assumption that phase is less important
for most speech applications. We will thus ignore phase
in our discussion of formants.

In the spectrogram, the amplitude of the STFT
|Sn(eiω)| is plotted with time n on the horizontal axis,
frequency ω (from 0 to π) on the vertical axis (i. e.,
0 to Fs/2 in Hz, Fs being the sampling frequency),
and with magnitude indicated as darkness, typically on
a logarithmic scale (e.g., decibels). Two different dis-
play styles are typical: wideband and narrowband, with
wideband displays used mostly for formant tracking.

Wideband spectrograms display individual pitch
periods as vertical striations corresponding to the large
speech amplitude each time the vocal cords close.
Voicing is readily seen in the presence of these pe-
riodically spaced striations. Fine time resolution here
permits accurate temporal location of spectral changes
corresponding to VT movements. A wide filter band-
width smooths the harmonic amplitudes under each
formant across a range of (typically) 300 Hz, display-
ing a band of darkness (of width proportional to the
formant’s bandwidth) for each formant. The center of
each band is a good estimate of formant frequency.
Formant detectors generally prefer spectral representa-

tions that smooth the fine structure of the harmonics
while preserving formant structure. Traditional wide-
band spectrograms use a window of about 3 ms, which
corresponds to a bandwidth of 300 Hz and smooths har-
monic structure (unless F0 > 300 Hz, which occurs with
children’s voices). Narrowband spectrograms, on the
other hand, generally use a window with a bandwidth
of approximately 45 Hz and thus a duration of about
20 ms, which allows resolution of individual harmon-
ics (since F0 > 45 Hz) but smooths speech in time over
a few pitch periods.

11.5.1 Vowels

Vowels are voiced and have the greatest intensity of all
phonemes. They normally range in duration from 50
to 400 ms [11.1]. Vowel energy is mostly concentrated
below 1 kHz and falls off at about −6 dB/oct with fre-
quency. Spectral displays thus often use pre-emphasis to
boost higher frequencies to facilitate formant tracking;
e.g., LPC treats all frequencies the same, so LPC ana-
lysis without pre-emphasis would tend to have poorer
spectral estimates at higher frequencies. Other formant
methods that rely on peak-picking of spectra would
likely have similar difficulties without pre-emphasis. As
such boosting also raises the level of any background
noise, it should be noted that formant estimation for
high frequencies where noise dominates will necessar-
ily be less accurate. Because of the −6 dB/oct fall-off,
few formants above F4 are reliable in many formant
estimation methods. Pre-emphasizing the speech is usu-
ally done by differencing in discrete time:

y(n)= s(n)−as(n−1) ,

where a is typically 0.9–1.0. While this may greatly at-
tenuate frequencies below 200 Hz, such low frequencies
are rarely of interest in most speech applications. Vow-
els are distinguished primarily by the locations of their
first three formant frequencies (F1, F2, and F3).

11.5.2 Nasals

In nasal consonants, F1 near 250 Hz dominates the
spectrum, F2 is usually very weak, and F3 near 2200 Hz
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has the second-highest formant peak. A spectral zero,
whose frequency is inversely proportional to the length
of the oral cavity behind the constriction, occurs near
1 kHz for /m/, near 2 kHz for /n/, and above 3 kHz
for the velar nasal. Spectral jumps in both formant
amplitudes and frequencies coincide with the occlu-
sion and opening of the oral tract for nasals. These
abrupt changes cause difficulties for the continuity con-
straints for formant trackers, as the usual trend toward
smooth formant movements is invalid at nasal bound-
aries. VTRs change abruptly when the oral cavity opens
or closes. The lowering of the velum is not the principal
factor in the spectral change here; it often lowers dur-
ing a vowel preceding a nasal consonant, which causes
nasalization of the vowel, widening the formants and
introducing zeros into the spectrum. Vowel nasalization
primarily affects spectra in the F1 region.

11.5.3 Fricatives and Stops

As obstruents, fricatives and stops are very different
from sonorants: aperiodic, much less intense, and often
with most energy at high frequencies. Obstruents may
be either voiced or unvoiced. Unvoiced fricatives have
a high-pass spectrum, with a cutoff frequency approxi-
mately inversely proportional to the length of the front
cavity of the VT. Thus the palatal fricatives are most
intense, with energy above about 2.5 kHz; they have
a large front cavity. The alveolar fricatives (e.g., /s/) lack
significant energy below about 3.2 kHz and are thus less
intense. The labial and dental fricatives are very weak,
with little energy below 8 kHz, due to a very small front
cavity. The glottal fricative /h/, despite exciting the full
VT, also has relatively low intensity as its noise source
at the glottis (effectively a whisper) is usually weaker
than noise from oral tract constrictions.

It is not obvious how to handle formant tracking
for obstruents. Traditionally, formants are well defined
only for sonorant sounds, where the general rules of
strong resonances, spaced roughly every 1000 Hz, ap-
ply. Except for /h/, obstruents have little energy in the
low-frequency range of 0–2 kHz, where strong F1 and
F2 (for sonorants) have most energy. Depending on
the length of the VT in front of the constriction noise
source, there may be little energy in most of the use-
ful auditory range. As noted above, VTRs are always
present, no matter where the excitation is; however, low-
frequency VTRs are not excited in most obstruents, and
thus are not accessible in speech analysis.

In a transition from a sonorant to an obstruent (the
observations that follow here also apply, in reverse, for

a transition from an obstruent to a sonorant), the vis-
ible formants usually show movements from spectral
positions pertinent for the sonorant toward targets for
the ensuing obstruent (e.g., a decrease in F1 as the VT
closes; F2 falling for a labial obstruent or rising for
an alveolar; F3 rising for an alveolar and falling for
a velar). In some cases, for a given formant, a smooth
formant transition (obeying continuity) is clearly seen;
when this happens, it is usually for F3 or F4, as these
tend to be in the frequency range of overlap between
sonorants and obstruents. Thus continuity constraints
should vary with context, and not be applied across all
frequencies equally.

Tracking formants at stop transitions is particularly
interesting and difficult. It is important because cru-
cial phonetic information is present during these brief
periods, which are major factors in informing listen-
ers of the articulation point of the stop. Other major
phonetic cues are much more prominent in the speech
signal, e.g., over longer durations and with greater in-
tensity. Stops, on the other hand, do not cue their place
during most of their duration, as the VT closure at that
time means the only audible energy is the voice bar (if
voiced).

The release of the VT occlusion at the end of a stop
creates a brief (few ms) explosion of noise, which tends
to excite all frequencies. Then, turbulent noise (frica-
tion) continues as the constriction opens for 10–40 ms,
exciting the front cavities (usually F2–F4), as the VT
moves toward the position for an ensuing sonorant.
A velar constriction provides a long front cavity, with
a low resonance near 2 kHz (F2 or F3). Velar resonances
are higher due to a shorter front cavity. The spectrum of
a labial burst is relatively flat and weak since there is
essentially no front cavity to excite.

Most formant estimators either do poorly during ob-
struents, or simply claim that such regions do not need
formant estimation. A statement such as the latter is rel-
atively true, as many speech applications have a primary
need for spectral estimation during the strong sections
of speech; weaker sounds may often be modeled more
simply, and their perception by listeners may be less
critical to the communication task at hand. Nonethe-
less, knowing some details about what happens during
the weaker sounds is of interest. Identifying the articu-
lation point is mostly done via the formant transitions
in adjacent sonorants, and the formant behavior at the
stop release (normally considered to be part of the
obstruent, and not part of the ensuing sonorant) is rel-
evant. Furthermore, weak fricatives such as /v/ require
attention.
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11.6 Formant Estimation

Typical methods to estimate formants involve search-
ing for peaks in spectral representations, usually from
an STFT or LPC analysis [11.12, 13]. As LPC imposes
an assumed simplified structure on the speech spectrum,
it appears to have been employed most often in recent
methods. In most LPC applications, one uses two poles
per kilohertz of bandwidth (plus 2–4 additional poles
to model other factors, such as the spectral tilt, which
is due to glottal effects), on the assumption that speech
contains one such formant in that range. A spectrum de-
rived from an LPC model of N=10–16 poles is much
more limited in variation (across frequency) than an
STFT, which thus simplifies peak-picking. A disadvan-
tage of using LPC is that its all-pole modeling is not
perfect [11.14]; it chooses its pole positions to mini-
mize mean-square error (MSE) for a fit of the speech
to an N-pole spectral envelope. If the number of poles
is not well chosen (e.g., to match the number of reso-
nances clearly present in the speech), then the model
spectrum is not as accurate as desired. For example,
if there are too few poles in the model, the poles (se-
lected via automatic analysis) have to place themselves
in compromise locations between actual formants, and
significant errors in formant tracking will result. Thus,
it is rare that too few poles are used in LP analysis. Use
of too many poles is a more likely risk; it is standard
to follow the rule of thumb given above (2 poles/kHz),
yet a given speech spectrum will often display fewer
resonances than other phonemes (e.g., /u/ vowels and
nasals often only show 2–3 formants, even in wideband
applications, as higher formants tend to be very weak
and thus poorly modeled via LPC, which focuses on
peak energy). In this case, the extra poles (i. e., those
not needed to directly model the actual resonances) lo-
cate themselves at non-formant frequencies to reduce
the MSE further. Sometimes, if there are only, say, two
extra poles, the additional poles will be real or have very
wide bandwidth (to model the speech better via some
broad spectral tilt effect). As LPC formant trackers usu-
ally examine the bandwidths of the LPC poles and reject
(as potential formants) poles with wide bandwidth, such
an effect is not a major problem. More-serious errors
can arise when the additional poles model individual
harmonics, e.g., in the strong F1 region, as may happen
in cases where individual formants have few harmonics;
if F1 has two dominant harmonics (e.g., the F1 center
frequency is located between two harmonics and the F1
bandwidth is similar to F0), then LPC may well assign
four poles to model the two harmonics of F1; this would

lead to two formant candidates in the F1 region, and re-
quire postprocessing to decide whether these candidates
need to be merged into a single formant value.

Use of an STFT instead of an LPC spectrum
avoids this latter problem, as it does not impose a spe-
cific (e.g., all-pole) model on the speech spectrum.
Nonetheless, the issue of data reduction remains when
using the STFT, as a typical STFT has 256–512 sam-
ples, corresponding to common FFT duration choices,
for windows approximately 20–25 ms in length. One
normally needs to smooth the STFT, and then do peak-
picking. One can pad with zeros, i. e., select a much
shorter range of speech samples than the FFT length
(i. e., fewer samples than an estimated pitch period),
to eliminate the harmonics from the spectral display,
which effectively smooths the spectrum. In such a case,
one normally needs to do pitch-synchronous analysis to
choose at least the initial strong samples of each pitch
period. Alternatively, one can smooth the FT of a full
window with a low-pass filter operating in the frequency
domain.

11.6.1 Continuity Constraints

It has generally been found that peak-picking methods
need to be subject to continuity constraints so as to se-
lect from among multiple formant candidates, as there
are often more candidates (i. e., spectral peaks) than
formants [11.15]. One normally prunes away any candi-
date whose bandwidth is beyond the range of formants,
i.e., a candidate whose bandwidth is less than 50 Hz,
which is likely to be an interfering tone or an indi-
vidual harmonic rather than a formant, or more than,
say, 300 Hz, as formant bandwidths increase with cen-
ter frequency, e.g., a roughly constant Q of around 5–6,
so this upper threshold should increase with frequency.
In sections of speech that appear to be sonorants, i. e.,
strong, voiced speech, a tracker aims to assign one for-
mant to each possible range, i. e., roughly one formant
per 1000 Hz. We need to allow for many individual
cases where there are two formants below 1000 Hz (e.g.,
/o/ and /u/) and F2 above 2 kHz (e.g., /i/), but within,
say, the typical range of 0–4 kHz, there should be four
formants (assuming a man’s voice). If the signal has
passed along a telephone line, then we should not expect
to see more than three formants, as F4 is often lost to the
upper frequency cutoff of the phone lines (which pre-
serve only the range of approximately 300–3200 Hz).
Similarly, if the dynamic range of the spectral ampli-

Part
B

1
1
.6



224 Part B Signal Processing for Speech

tude obtained is limited, then F4 may in general be
too weak to be clearly observed, especially if the back-
ground noise level is high enough to obscure the weaker
formants, which often include F4.

The most difficult area for designing good continu-
ity constraints is in the temporal dynamics. Automatic
tracking of formants is difficult mostly owing to rapid
changes in the formant patterns when a VT closure oc-
curs or when the VT excitation changes state (between
voiced and unvoiced); such changes often occur sev-
eral times per second in speech. From frame to frame,
in most speech, the formants generally change slowly.
Other than the abrupt formant changes (which are due
to major VT changes), the most rapid formant changes
are normally seen in F2 when the tongue moves quickly
in lateral motion (e.g., /ai/ and /oi/) or when the lips
round/unround. The maximum rate of change for a for-
mant is approximately 20 Hz/ms (e.g., a change of
1200 Hz over 60 ms); so any proposed formant changes
exceeding this threshold should be limited to major
phoneme boundaries, where all the formants change and
the overall intensity level also changes abruptly.

The apparent merging of formants has been noted
as a major problem for formant trackers, i. e., when two
or more formants are sufficiently close to each other
to present an almost solid band of energy in a given
spectral display. Many sounds have two formants close
enough that they may potentially appear as one spec-
tral peak (e.g., F1–F2 in /a/, /o/, and /u/, and F2–F3
in /i/ and /r/). One should not normally rely on small
rises and falls (across frequency) in a spectrum to de-
lineate individual formants, as such small changes can
easily be due to window or harmonic effects. (An LPC
spectrum, of course, normally does not have such rapid,
small changes, but close formants also cause difficulties
with LPC as well [11.14].) Thus, a spectral peak nor-
mally requires a significant rise in spectral amplitude
over a frequency range on the order of a typical for-
mant bandwidth, in order to be declared a good formant
candidate.

It is generally by applying continuity constraints
that one can resolve formant merges. While formants
may be quite close during the steady state of a vowel,
coarticulation with adjacent phonemes generally causes
sufficient formant motion of all formants that nearby
frames of speech clearly show separating tracks of spec-
tral peaks. When a formant tracker is in doubt about
a wide band of speech energy in a given section of
speech, it can scan left and right (i. e., before and after)
to look for a possible peak that may be moving away
from the main band of energy. Often, this is a case of

a weaker, rising F3 or F4 that was temporarily merged
with F2 or F3, respectively; in recent papers on formant
tracking, one often sees examples of the tracker incor-
rectly choosing a stronger and higher-frequency spectral
peak as a formant, while ignoring a weaker track (a true
formant) moving away from a wide band of speech en-
ergy (in which case all of these are formants).

A number of formant trackers focus on precise es-
timates of the center frequencies of resonances within
frequency bands that are assumed to contain a single
formant [11.16]. For each frame, they divide up the
spectrum into such estimated bands in an initial ana-
lysis step, then use simpler estimation methods within
each band. If indeed each band has a single resonance,
the precise location of its center frequency and band-
width is simpler through the use of adaptive bandpass
filters that seek to isolate individual formants, thus
allowing a more-precise focus on details of the (pre-
sumed single) resonance within each chosen band of
frequency [11.16]. At first glance, this might seem to
beg the question of formant tracking, as we have al-
ready identified the issue of separating formants that
may closely approach each other as potentially difficult.
Yet reasonable results appear possible with appropri-
ate filtering, even in noisy conditions [11.17, 18]. One
approach uses a parallel formant synthesizer, as was
common in older TTS systems to generate a hypothe-
sized synthetic speech spectrum (and thus with specific,
known formants), and compares that spectrum to the
actual speech spectrum, minimizing a spectral distance
measure (often a quadratic cost function relating the two
speech spectra, and also aiming for temporal continu-
ity) via dynamic programming (DP, often via hidden
Markov models) [11.19]. While DP is popular in for-
mant trackers [11.11], some recent versions of such an
approach seem not to need DP [11.20].

11.6.2 Use of Phase Shift

A common way to track formants is to estimate speech
S(z) in terms of a ratio of z-polynomials (e.g., an all-
pole LPC spectrum), solve directly for the roots of the
denominator, and identify each root as a formant if
it has a narrow bandwidth at a reasonable frequency
location [11.14]). Other approaches use related phase
information [from S(z)] to decide whether a spectral
peak is a formant. When one evaluates S(z) along the
unit circle z = exp(iω), a large negative phase shift oc-
curs when ω passes a pole close to the unit circle.
As formants correspond to complex-conjugate pairs of
poles with relatively narrow bandwidths (i. e., near the
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unit circle), each spectral peak having such a phase
shift is normally a formant. The phase shift approaches
−180◦ for small formant bandwidths.

In cases where two formants appear as one broad
spectral peak, a modified discrete Fourier transform
DFT can resolve the ambiguity. The chirp z-transform
(CZT) calculates the z-transform of the windowed
speech on a contour inside the unit circle. Whereas
the DFT samples S(z) at uniform intervals on the
unit circle, the CZT may take a spiral contour any-
where in the z-plane. It may be located near poles
corresponding to a spectral peak of interest and thus
need to be evaluated only for a small range of fre-
quency samples in pertinent cases. As a contour can
be much closer to the formant poles than for the
DFT, the CZT can resolve two poles (for two closely
spaced formants) into two spectral peaks. Since formant
bandwidths tend to increase with frequency, the spiral
contour often starts near z = α, just inside the unit cir-
cle (e.g., α = 0.9), and gradually spirals inward with
increasing frequency ωk = 2πk/N (zk = αβk exp(iωk),
with β just less than 1). This contour would thus
follow the expected path of the formant poles and
can eliminate problems of merged peaks in DFT
displays.

Other recent formant tracking methods are also
based on phase in related ways [11.21]. Formant track-
ers experience increased difficulty when F0 exceeds
formant bandwidths, e.g., F0 > 250 Hz, as in children’s
voices. Harmonics in such speech are so widely sepa-
rated that only one or two appear in each formant. As
a result, spectral analyzers have a tendency to label the
prominent harmonics as formants, which is generally
wrong, as the center frequency of a formant is rarely
an exact multiple of F0.

11.6.3 Smoothing

Many pattern estimation algorithms, including formant
estimators, need to do postprocessing on the raw data
that comes out of the main estimation processing step.
Usually, such schemes produce estimated values once
per frame (e.g., every 5–10 ms in many speech appli-
cations); this applies to ASR and to speech coders, as
well as to F0 trackers. In ASR, estimated values for
VT representations are modeled by probability distri-
butions, and decisions are made on global probabilities
combining hundreds (or more) of computations; a small
deviation in any one parameter has little effect, so
smoothing of individual parameters in a frame is rarely
needed for ASR. Here, we assume that estimated for-

mants may be used for a variety of applications, and
thus we judge performance on how well each output
value matches the actual speech, and thus are less tol-
erant of even small errors.

While formant decisions involve continuity con-
straints, these constraints normally do not greatly affect
localized estimations; they are instead mostly used to
avoid large errors (such as missing a formant entirely).
The decision in each frame is usually based on the im-
mediate speech window, whose placement and duration
are rarely synchronized for optimal estimation results.
As a result, estimated formant values are often noisy,
in the sense that they err slightly above or below their
actual values, owing to suboptimal calculations. The es-
timations are usually within perceivable ranges (i. e., if
we were to synthesize speech with the estimated for-
mant values, and compare this with synthesis based on
the true values, listeners would hear no difference), but
it is usually preferred to smooth such noisy formant
signals to present a final formant contour that is both
accurate and tidy.

One initial idea here would be simply to pass any
noisy formant contour, as a time signal, through a low-
pass filter, choosing the cutoff frequency of the filter so
as to smooth the small random deviations and not the
useful formant movements related to VT movements.
However, as when smoothing the output of F0 detectors,
formant estimations sometimes change rapidly between
individual frames, and applying a linear low-pass filter
would produce a poor result when formants do actually
change abruptly; instead of a true abrupt formant jump
for a nasal, the smoothed pattern would show a gradual
rise or fall.

Another difficulty with linear filtering is its behavior
when mistakes occur in parameter extraction. Formant
and F0 estimators sometimes produce erroneous iso-
lated estimates (i. e., for individual frame outputs) called
outliers, which deviate greatly from the rest of the pa-
rameter contour. Such mistakes must be corrected in
postprocessing. As linear filters give equal weight to all
signal samples, they would propagate the effect of such
a mistake into adjacent sections of the smoothed output
formant contour.

Thus, a common alternative to linear filtering is me-
dian smoothing [11.1], which preserves sharp signal
discontinuities while eliminating fine errors and gross
outliers. Most smoothers (linear and nonlinear) oper-
ate on a finite time window of the input signal, but
linear smoothers combine the windowed samples lin-
early to produce the smoothed output sample, whereas
median smoothing chooses a single value from among
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the window samples. In each data window, the sam-
ples are ordered in amplitude with no regard for timing
within the window. The output sample is the median,
i. e., the [(N+1)/2]th of N ordered samples (for odd
N). Sudden discontinuities are preserved because no
averaging occurs. Up to (N −1)/2 outlier samples,
above or below the main contour, do not affect the
output.

Median smoothers do well in eliminating outliers
and in global smoothing, but do not provide very
smooth outputs when dealing with noisy signals. Thus
they are often combined with linear smoothers to yield
a compromise smoothed output, whose sharp transitions
are better preserved than with only linear filtering but
with a smoother output signal than would be possible
using only median smoothing.

11.7 Summary

This chapter has presented an introduction to for-
mant tracking methods for speech. We have concen-
trated on the major approaches to formant tracking,
generally using Fourier or LPC displays, and ei-

ther peak-picking or solving for the roots in the
LPC all-pole polynomial. There are also other pro-
posed methods, such as a bank of inverse filters
[11.22].
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Frequency-domain signal representations are used
for a wide variety of applications in speech pro-
cessing. In this Chapter, we first consider the
short-time Fourier transform (STFT), presenting
a number of interpretations of the analysis–
synthesis process in a consistent mathematical
framework. We then develop the sinusoidal model
as a parametric extension of the STFT wherein the
data in the STFT is compacted, sacrificing perfect
reconstruction at the benefit of achieving a sparser
and essentially more meaningful representation.
We discuss several methods for sinusoidal pa-
rameter estimation and signal reconstruction, and
present a detailed treatment of a matching pur-
suit algorithm for sinusoidal modeling. The final
part of the Chapter addresses speech modifications
such as filtering, enhancement, and time-scaling,
for which both the STFT and the sinusoidal model
are effective tools.
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Frequency-domain representations have a rich history
in applied mathematics and signal processing; their
uses range from solving differential equations to com-
pressing music. The cornerstone of frequency-domain
approaches is the continuous-frequency Fourier trans-
form of infinite-duration continuous-time signals; in the
field of signal processing, this is of course an essential
tool for the analysis of linear systems. For real-world
digital signal processing applications, however, it is
necessary to modify the Fourier transform to handle
discrete-time signals of arbitrary duration in a segment-
by-segment fashion, creating a local discrete-frequency
Fourier representation for each segment. This idea of

a short-time Fourier transform (STFT) was developed
largely in the speech processing research community
based on early work in signal processing and communi-
cations theory [12.1], for instance the key contributions
by Gabor on time–frequency representations based on
using modulated and time-shifted Gaussian windows to
analyze the signal [12.2, 3]. Given this historical con-
text, the STFT is sometimes referred to as a Gabor
transform [12.4], although in some cases a distinction is
drawn.

The short-time Fourier transform has proven useful
for many speech processing and speech communication
applications, including time scaling, pitch shifting, noise

Part
B

1
2



230 Part B Signal Processing for Speech

reduction, and echo cancelation. Furthermore, develop-
ment and understanding of the STFT led to advances
in the theory and implementation of other types of
transforms and filter banks, such as those that are now
central to widely used image and audio compression
schemes [12.4, 5]. In addition, a progression of ideas
can be traced from the STFT and early vocoders to the
sinusoidal model, which has been shown to be effec-
tive for low-rate speech and audio coding as well as
for signal modification [12.6]. Of course, it should be
noted that many of these frequency-domain processing
schemes rely on the fast Fourier transform (FFT) and
other similar algorithms, without which many of the im-

plementations would not be computationally practical
for real-world deployment [12.7, 8].

This chapter is organized as follows. Section 12.1
develops the short-time Fourier transform and interprets
it in three different ways: as a sliding-window trans-
form, as a modulated filter bank, and as a heterodyne
filter bank. Section 12.2 then introduces the sinusoidal
model as a parametric extension of the STFT. Meth-
ods for sinusoidal analysis and synthesis are discussed,
with a focus on matching pursuit adapted for sinusoidal
modeling. Section 12.3 provides an overview of the use
of the STFT and sinusoidal models to realize desirable
speech modifications such as filtering and time scaling.

12.1 The Short-Time Fourier Transform

The short-time Fourier transform (STFT) is a commonly
used tool for analysis, modification, and synthesis of
speech and audio signals. In this Section, the STFT is de-
veloped as a sliding-window transform, and conditions
for perfectly reconstructing the input signal with an in-
verse transform and overlap-add are derived. It is then
shown that the sliding-window transform corresponds
to a modulated filter bank, and that the conditions for
perfect reconstruction using a synthesis filter bank are
equivalent to those for the sliding-window case. These
formulations are related to the original definition of the
STFT, which is shown to correspond to a heterodyne
filter bank. The properties of the STFT are illustrated
with examples, and some limitations of the STFT for
processing real-world signals are described.

12.1.1 The STFT
as a Sliding-Window Transform

In practical applications, the short-time Fourier trans-
form is typically implemented in a sliding-window
fashion. Given an input signal x[t] of arbitrary duration,
data segments are extracted at regular intervals using
a time-limited window w[n]; these signal segments or
frames can be expressed as

xl[n] =w[n]x[n+ lL], 0≤ n ≤ N−1 , (12.1)

where N is the window length, l is a frame index, and
L is the hop size, i. e., the spacing in samples between
consecutive applications of the sliding extraction win-
dow; the index n is a local time index, i. e., an index
relative to the start of the sliding window. For each sig-
nal frame, a discrete Fourier transform (DFT) is carried

out, yielding

X[k, l] =
N−1∑
n=0

xl[n]e−i2πnk/K

=
N−1∑
n=0

w[n]x[n+ lL]e−i2πnk/K , (12.2)

where K is the DFT size and k is a frequency index or
bin index. The STFT X[k, l] then characterizes the local
time–frequency behavior of the signal around time lL
and bin k; for a sampling rate Fs, these discrete indices
correspond to continuous time lL/Fs and frequency
kFs/K . To simplify the notation, a radial frequency

ωk = 2πk

K
(12.3)

is often incorporated, such that the STFT expression
becomes

X[k, l] =
N−1∑
n=0

w[n]x[n+ lL]e−iωkn . (12.4)

Note that for a hop size of L = 1, the STFT can be written
directly as a function of the original time variable t:

X[k, t] =
N−1∑
n=0

w[n]x[n+ t]e−iωkn . (12.5)

Equations (12.4) and (12.5) are somewhat different from
the formulation of the STFT in early references [12.9–
12], as will be explored in Sect. 12.1.3.

In the sliding-window framework, the STFT is
thought of as a spectral representation of a time slice
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Fig. 12.1 Interpretations of the short-time Fourier transform
as a series of time-localized spectra (vertical) and as a bank
of bandpass filters (horizontal)

of the input signal; interpreting X[k, l] as a function of
the frequency k for each value of the time index l, the
STFT corresponds to a series of time-localized spectra.
Alternatively, the STFT can be viewed as a function of
time for each frequency; interpreting X[k, l] as a time
series that is a function of l for each bin k, the STFT
then corresponds to a filter bank which decomposes
the input signal into frequency channels or subbands.
These two interpretations of the STFT are depicted
with respect to the time–frequency plane in Fig. 12.1.
Such time–frequency tilings have become common in
the modern signal processing literature as a way to
depict the time and frequency resolution of signal rep-
resentations [12.4]. In the remainder of this Section, the
time-localized spectra interpretation of the tiling is con-
sidered; the filter bank interpretation is treated further in
Sects. 12.1.2 and 12.1.5.

The STFT is an analysis operation; it provides a rep-
resentation of the signal that exposes some fundamental
information about the signal. As will be discussed in
Sect. 12.3, the STFT domain furthermore enables use-
ful modifications of the signal, some of which are
guided by this information captured in the STFT rep-
resentation. In such scenarios, the STFT of the input
time-domain signal is modified so as to create a desired
effect in a new time-domain signal. To generate this
modified time-domain signal, though, an appropriate
synthesis operation is needed. Ideally, such a synthesis
operation would reconstruct the original signal per-
fectly in the event that no STFT-domain modification
is carried out. In the following, a synthesis proce-
dure based on this perfect reconstruction property is
developed.

For the sliding-window case where the STFT is
interpreted as a series of time-localized spectra, it is
straightforward to envision a reconstruction framework
that is basically the opposite of the analysis: first, an in-
verse DFT (IDFT) of each local spectrum is carried out;
then, the resulting signal frames are aggregated to syn-
thesize the signal. If the DFT size is sufficiently large
(K ≥ N), the IDFT simply returns the windowed signal
segment:

x̂l[n] = IDFT{X[k, l]}
=w[n]x[n+ lL], 0≤ n ≤ N−1 (12.6)

or, with respect to a global time t = n+ lL instead of the
in-frame index n,

x̂l[t− lL] = w[t− lL]x[t], lL ≤ t ≤ lL+ N−1 ,
(12.7)

where the latter expression is introduced to simplify
the upcoming formulation. Regarding the size of the
DFT, when K > N the DFT is oversampled; this
frequency-domain oversampling results in time-limited
interpolation of the spectrum, which is analogous to the
bandlimited interpolation that is characteristic of time-
domain oversampling [12.13]. In the undersampled case
K < N , time-domain aliasing is introduced. To avoid this
difficulty, the condition K ≥ N is imposed at this point.

If the DFT is large enough that no aliasing oc-
curs, reconstruction can be simply carried out by an
overlap-add (OLA) process, possibly with a synthesis
window [12.10,14,15]. Denoting this synthesis window
by v[n], the OLA reconstruction is given by

x̂[t] =
∑

l

v[t− lL]x̂l[t− lL]

=
∑

l

v[t− lL]w[t− lL]x[t] . (12.8)

To construct the full output signal x̂[t], each signal frame
generated by the IDFT is weighted by the synthesis
window and added to any neighboring windows which
overlap in time. Since x(t) is not a function of l, (12.8)
can be rewritten as

x̂[t] = x[t]
(∑

l

w[t− lL]v[t− lL]
)
, (12.9)

so perfect reconstruction is achieved if the analysis and
synthesis windows satisfy the constraint∑

l

w[t− lL]v[t− lL] = 1 . (12.10)
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This constraint is similar to but somewhat more gen-
eral than the perfect reconstruction constraints given
in [12.1, 10–12, 14, 15]. Note that throughout this sec-
tion the analysis and synthesis windows, as well as the
signal, will be assumed to be real-valued.

In cases where v[n] is not explicitly specified, the
equivalent synthesis window is a rectangular window
covering the same time span as w[n]. Then, the con-
straint in (12.10) becomes

∑
l

w[t− lL] = 1 . (12.11)

The construction of windows with this property has
been explored in the literature; a variety of such per-
fect reconstruction windows have been proposed, for
example rectangular and triangular windows and the
Blackman–Harris family, which includes the familiar
Hanning and Hamming windows [12.16, 17]. These are
also referred to as windows with the overlap-add prop-
erty and will be denoted by wPR[n] in the following
derivations. Several issues are worth noting: any win-
dow function satisfies the condition in (12.11) when
L = 1; for L = N , the only window that has the overlap-
add property is a rectangular window of length N ; for
L > N , the overlap-add property cannot be satisfied as
there are time gaps between successive frames.

There are a number of methods to design analysis
and synthesis windows that satisfy (12.10). The methods
discussed here rely on the use of familiar windows that
satisfy (12.11) to jointly construct analysis and synthesis
windows that satisfy (12.10); various analysis–synthesis
window pairs designed in this way exhibit computational
and modeling advantages. In one design approach, com-
plementary powers of a perfect reconstruction window
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Fig. 12.2 Formulation of the short-
time Fourier transform as a modulated
filter bank

provide the analysis and synthesis windows:∑
l

(wPR[t− lL])c (wPR[t− lL])1−c = 1

�⇒
⎧⎨
⎩Analysis w[n] = (wPR[n])c

Synthesis v[n] = (wPR[n])1−c
. (12.12)

The case c= 1/2, where the analysis and synthesis win-
dows are equivalent, is of some interest because of
its symmetry. A second approach is as follows; given
a perfect reconstruction window wPR[n] and an arbi-
trary window b[n] that is strictly nonzero over the time
support of wPR[n], the overlap-add property can be
rephrased as:

∑
l

wPR[t− lL]
(

b[t− lL]
b[t− lL]

)
= 1

∑
l

b[t− lL]
(
wPR[t− lL]

b[t− lL]
)
= 1

�⇒
⎧⎨
⎩Analysis w[n] = b[n]

Synthesis v[n] = wPR[n]
b[n]

. (12.13)

Windows of this form are used in the sinusoidal synthesis
scheme described in [12.18, 19].

In practice, the STFT analysis window is generally
chosen based on its frequency resolution and side-
lobe behavior. Most commonly, the synthesis window
is selected to provide perfect reconstruction given the
analysis window; in cases where modifications of the
STFT are carried out prior to synthesis, the synthesis
window may be designed to minimize reconstruction
artifacts [12.20].
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12.1.2 The STFT as a Modulated Filter Bank

Modulated filter banks, in which the constituent fil-
ters are modulated versions of a prototype low-pass
filter, have received considerable attention in the sig-
nal processing literature, in large part due to the relative
ease of designing such filter banks and their effec-
tiveness for signal compression [12.4, 5, 21]. In this
Section, we demonstrate that the STFT can be imple-
mented with a modulated filter bank structure. Note
that this equivalence of sliding-window sinusoidal trans-
forms and modulated filter banks is indeed one of the
basic concepts in the filter bank and subband coding
literature [12.4].

Consider the general modulated filter bank shown in
Fig. 12.2, with analysis filters hk[t] and synthesis filters
gk[t]. If the filters are defined as

hk[t] = w[−t]eiωkt , (12.14)

gk[t] = v[t]eiωkt , (12.15)

then the filter bank implements an STFT analysis–
synthesis. The derivation of this correspondence is
straightforward; using the notation in Fig. 12.2, where
the subscript is now a subband index instead of a time
index as earlier, the outputs of the analysis filter bank
can be written

xk[t] =
∑

n

hk[n]x[t−n]

=
∑

n

w[−n]x[t−n]eiωkn

=
∑

n

w[n]x[n+ t]e−iωkn (12.16)

= X[k, t] .
Subsampling by L then yields the subband signals

yk[l] = xk[lL]
=
∑

n

w[n]x[n+ lL]e−iωkn (12.17)

= X[k, l] ,
which shows that the modulated analysis filter bank does
indeed carry out the STFT analysis operation defined in
(12.4). Note that subsampling by L in the filter bank
subbands corresponds to using a hop size of L in the
sliding-window framework.

In the synthesis filter bank, the subband signals yk[l]
are first upsampled by L; the resulting signals can be
expressed as

zk[t] = xk[t]
∑

l

δ[t− lL] , (12.18)

which describes the effect of successive downsampling
and upsampling on the signal xk[t]. The outputs of the
subband synthesis filters gk[t] can then be written

x̂k[t] = zk[t] ∗ gk[t] =
∑

n

gk[n]zk[t−n]

=
∑

n

v[n]eiωkn xk[t−n]
∑

l

δ[t−n− lL] .
(12.19)

Using (12.16) then yields

x̂k[t] =
∑

n

∑
l

∑
m

v[n]w[m]x[t−n+m]

× eiωk(n−m)δ[t−n− lL] . (12.20)

Perfect reconstruction is achieved if the outputs of the
synthesis filters sum to the original signal:

x̂[t] =
∑

k

x̂k[t] = x[t] . (12.21)

If the expression in (12.20) is substituted for x̂k[t], the
summation can be rearranged such that the sum over the
frequency k is the innermost sum; since ωk = 2πk/K ,
this sum can be written as

K−1∑
k=0

eiωk(n−m) = K
∑

r

δ[n−m+rK ] . (12.22)

If |n−m|< K for all possible combinations of n and
m, then the only relevant term in the right-hand sum is
for r = 0, in which case the equation simplifies to

K−1∑
k=0

eiωk(n−m) = Kδ[n−m] . (12.23)

This restriction on the values of n and m corresponds
to the K ≥ N constraint discussed in Sect. 12.1.1 for
the sliding-window analysis–synthesis; namely, time-
domain aliasing is introduced if n and m do not meet
this criterion. It is thus assumed here, as in the earlier
discussion, that K ≥ N .

Using the result in (12.23), the output of the synthesis
filter bank can be written

x̂[t] = K
∑

n

∑
l

v[n]δ[t−n− lL]

×
∑

m

w[m]x[t−n+m]δ[n−m] . (12.24)

The innermost sum is nonzero only for n = m, so the
expression for x̂[t] can be simplified to

x̂[t] = Kx[t]
∑

n

∑
l

w[n]v[n]δ[t−n− lL] . (12.25)
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Then, since δ[t−n− lL] is nonzero only for n = t− lL ,
this can be further simplified to

x̂[t] = Kx[t]
∑

l

w[t− lL]v[t− lL] . (12.26)

Perfect reconstruction for the analysis–synthesis filter
bank is thus achieved if

K
∑

l

w[t− lL]v[t− lL] = 1 . (12.27)

With the exception of the gain term, this is the same
condition derived for the sliding-window framework.
Because of this functional equivalence, the analysis–
synthesis window pairs described in Sect. 12.1.1 can be
used as prototype functions for perfect reconstruction
modulated filter banks.

Note that if L > 1, the synthesis filter bank interpo-
lates the subband signals. In the non-subsampled case
(L = 1), when no interpolation is needed, perfect recon-
struction can be achieved with any analysis–synthesis
window pair for which

∑
n w[n]v[n] = 0. For exam-

ple, the synthesis can be performed with the trivial filter
bank gk[t] = δ[t] if the analysis window satisfies the
constraint∑

i

w[n− i] = 1 , (12.28)

which indeed holds for any window, within a gain term.
The generality of this constraint is an example of the
design flexibility that results from using oversampled or
overcomplete approaches [12.4, 22–24].

12.1.3 Original Formulation of the STFT

The definition of the STFT given in (12.4) differs from
that in the early literature [12.9–12, 14, 15], where the
transform is given as

X̃[k, t] =
∞∑

m=−∞
w̃[t−m]x[m]e−iωkm (12.29)

=
t+N−1∑

m=t

w̃[t−m]x[m]e−iωkm , (12.30)

or in subsampled form as

X̃[k, l] =
lL+N−1∑

m=lL

w̃[lL−m]x[m]e−iωkm , (12.31)

where w̃[n] is again a time-localized window, as w[n]
in Sects. 12.1.1 and 12.1.2. The index m is a global time

index, as opposed to the local time index n used in the
earlier STFT formulation; the range of m in the sum,
and hence the support of the window w̃[n], is defined
here in such a way that this alternate transform and
X[k, l] in (12.4) refer to the same N-point segment of the
signal and can thus be compared. In some treatments,
the STFT is expressed as in (12.31) but without the
time reversal of the window [12.5]. This reversal of the
time index affects the interpretation of the transform as
a filter bank. More importantly, however, the filter bank
interpretation is affected by the time reference of the
expansion functions, as discussed below.

12.1.4 The Time Reference of the STFT

In the STFT formulation in (12.29–12.31), the signal
is analyzed with respect to sinusoids whose time ref-
erence is absolute rather than relative to the windowed
segments; for different segments, these functions have
the same time reference, namely the time origin of the
input signal x[t]. On the other hand, in (12.4), the time
origin of the STFT sinusoids is the starting point of
the signal segment in question; the phases of the STFT
for a particular segment then refer to the time start of
that segment. Note that the STFT can also be formulated
such that the phase is referenced to the center of the time
window, which is desirable in some cases [12.19, 25];
this extension plays a role in sinusoidal modeling, but
such phase-centering will not be considered in the treat-
ment of the STFT because of the slight complications it
introduces.

The two formulations of the STFT have different
ramifications for the interpretation of the STFT and the
signal representation it yields; the differences can be
seen by relating the two definitions. A change of index
(n = m− t) in (12.30) yields

X̃[k, t] =
N−1∑
n=0

w̃[−n]x[t+n]e−iωk(t+n)

= e−iωkt
N−1∑
n=0

w̃[−n]x[t+n]e−iωkn .

(12.32)

Letting w̃[n] =w[−n],

X̃[k, t] = e−iωkt
N−1∑
n=0

w[n]x[t+n]e−iωkn . (12.33)

Comparing this to (12.5), two simple relationships are
clear:
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X[k, t] =X̃[k, t]eiωkt , (12.34)

|X[k, t]| =|X̃[k, t]| . (12.35)

Note that these also hold in the subsampled case. The
first relationship affects the interpretation of the STFT
as a filter bank; the time signal X[k, t] is a modulated
version of the baseband envelope X̃[k, t], so the corre-
sponding filter banks for the two cases have different
structures. The second expression affects the interpreta-
tion of the STFT as a series of time-localized spectra.
The short-time magnitude spectra are equivalent in the
two formulations. With respect to phase, however, the
approaches differ in that X[k, t] provides a local phase.
An estimate of the local phase of each partial is impor-
tant for building a sinusoidal signal model, so X[k, t] is
more useful for sinusoidal modeling than X̃[k, t]. This
advantage will become more apparent in the discussion
of sinusoidal modeling in Sect. 12.2.

12.1.5 The STFT as a Heterodyne Filter Bank

In [12.9–12, 14, 15], where the STFT is defined as in
(12.31) with an absolute time reference, the transform
can be interpreted as a filter bank with a heterodyne
structure. Making the substitution

xk[m] = x[m]e−iωkm (12.36)

in (12.31) yields an expression that is immediately
recognizable as a convolution

X̃[k, t] =
t+N−1∑

m=t

w̃[t−m]xk[m]. (12.37)

The filter w̃[n] is typically low pass; it thus extracts the
baseband spectrum of xk[m]. According to the modula-
tion relationship in (12.36), xk[m] is a version of x[m]
that has been modulated down by ωk; thus, the baseband
spectrum of xk[m] corresponds to the spectrum of x[m]
in the neighborhood of frequency ωk. The k-th branch
of the STFT filter bank thus extracts information about
the signal in a frequency band around ωk = 2πk/K .

Figure 12.3 depicts one branch of a heterodyne
STFT filter bank and provides an equivalent structure
based on modulated filters [12.5]. Mathematically, the
equivalence is straightforward:

X̃1[k, t] =
∑

m

w̃[t−m](x[m]e−iωkm)

= e−iωkt
∑

m

(w̃[t−m]eiωk(t−m))x[m]

= X̃2[k, t] . (12.38)
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Fig. 12.3 One channel of a heterodyne filter bank for com-
puting the STFT X̃[k, t] defined in (12.29). The two
structures are equivalent, as indicated in (12.38). The STFT
X[k, t] as defined in (12.5) is an intermediate signal in the
second structure

Given the relationship in (12.34), namely that
X[k, t] = X̃[k, t]eiωkt , it is clear that X[k, t] is the imme-
diate output of the modulated filter w̃[n]eiωkn without
the ensuing modulation to the baseband, as indicated
in Fig. 12.3. This relationship sheds light on the impact
of the time-base difference of the STFT variations in
(12.4) and (12.31). Using an absolute time reference for
the analysis leads to a heterodyne filter bank, while us-
ing a relative time reference results in a modulated filter
bank; as shown above, the difference between the filter
bank structures is a modulation of the subband signals
to baseband.

12.1.6 Reconstruction Methods
and Signal Models

In [12.1, 12] and other early treatments of the short-
time Fourier transform, the two interpretations of the
STFT lead to different reconstruction algorithms. For the
sliding-window framework, where the STFT is viewed
as a series of time-localized spectra, an OLA synthe-
sis is formulated; for the filter bank case, the signal
reconstruction approach is referred to as filter bank sum-
mation (FBS). In these early frameworks, the different
reconstruction algorithms lead to different perfect recon-
struction conditions that are related by a duality [12.12].
Here, with the STFT redefined to use a local time ref-
erence, the perfect reconstruction conditions for the two
approaches are equivalent as derived in Sects. 12.1.1 and
12.1.2; that these conditions are ultimately equivalent is
not particularly surprising since the representation of
the STFT as a time–frequency tiling as in Fig. 12.1 sug-
gests that a distinction between the two interpretations
is actually artificial.
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The reconstruction formula in an analysis–synthesis
system corresponds to a signal model; with this in mind,
it is worthwhile to consider the filter bank summation
approach as it highlights the signal modeling inherent
in the STFT. In the non-subsampled case, the FBS re-
construction formula for the original STFT of (12.29) is
given by

x̂[t] =
∑

k

X̃[k, t]eiωkt . (12.39)

For a fixed k, the STFT X̃[k, t] can be interpreted as
the amplitude envelope of a sinusoid with frequency ωk;
reconstruction is achieved by modulating each of the en-
velopes to the appropriate frequency and summing the
resulting signals. The original signal is thus being mod-
eled as a sum of amplitude-modulated sinusoids. For the
phase-localized formulation of the STFT in (12.5), the
FBS reconstruction formula is

x̂[t] =
∑

k

X[k, t] . (12.40)

Here, X[k, t] corresponds directly to a sinusoid at
frequency ωk rather than its amplitude envelope; the ap-
propriate modulation is essentially built into the STFT
representation.
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Fig. 12.4 A sinusoid and its STFT magnitude for one time window. The spectrum exhibits two main lobes as indicated
by (12.43)

12.1.7 Examples

Here the short-time Fourier transforms of several exam-
ple signals are considered. This discussion should serve
to clarify the behavior of the STFT and underscore some
of its strengths and weaknesses as an analysis–synthesis
tool.

Consider a signal consisting of a single sinusoid of
amplitude A and frequency ω0 = 2π f0/Fs:

x0[t] = A cos(ω0t)

= A

2
eiω0t+ A

2
e−iω0t . (12.41)

Using (12.2), the STFT of x0[t] is given by

X0[k, l] = A

2
eiω0lL

N−1∑
n=0

w[n]e−i(ωk−ω0)n

+ A

2
e−iω0lL

N−1∑
n=0

w[n]e−i(ωk+ω0)n . (12.42)

Denoting the discrete-time Fourier transform (DTFT) of
w[n] by W(ω), the STFT can be rewritten as
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X0[k, l] = A

2
eiω0lL W(ωk−ω0)

+ A

2
e−iω0lL W(ωk+ω0) . (12.43)

The STFT of a single real sinusoid is thus a sum of
two modulated versions of the window spectrum W(ω),
each with a different phase based on the frequency ω0,
the time index l, and the hop size L . In a given frame
of X0[k, l], then, two peaks should be apparent in the
magnitude of the time-localized spectrum, one at +ω0
and one at −ω0; this is illustrated in Fig. 12.4 for the
case ω0 = 0.5, N = 128, and K = 512. Note that neg-
ative frequencies are shown in the plots as bin indices
K/2 < k < K . The two modulated copies of W(ω) in-
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Fig. 12.5 A chirp and the magnitude of its STFT for the two time windows indicated in the top plot

terfere with each other such that the peaks in |X0[k, l]|
are not necessarily at ±ω0. If the frequency ω0 is small
enough that the peaks in the modulated copies actu-
ally overlap, the resulting deviation in the peak location
can be substantial; for sufficiently high ω0 such that
the interference is limited to low-level sidelobes, as in
Fig. 12.4, the error may be negligible. As will be seen
in Sect. 12.2, the spectral peaks in the STFT play a key
role in the analysis methods for sinusoidal modeling, as
does the interference between multiple peaks.

For the constant-frequency sinusoid x0[t], the STFT
varies only slightly from frame to frame, as indicated in
(12.43). In contrast, consider the chirp signal

x1[t] = A cos(ω0t+α0t2) . (12.44)

Part
B

1
2
.1



238 Part B Signal Processing for Speech

When the signal characteristics vary from frame to frame
as for x1[t], the STFT in turn varies from frame to
frame; from a filter bank perspective, the chirp moves
across the subbands as time progresses. The frame-to-
frame variation of the STFT is shown in Fig. 12.5 for
ω0 = 0.5 and α0 = 0.0025; note that only the positive-
frequency bins 0≤ k ≤ K

2 are included in the plot. The
progression of the chirp across the subbands is illus-
trated in Fig. 12.6, which depicts the (non-subsampled)
STFT filter bank subband signals for several sub-
bands.

As a final synthetic example, consider a sum of
weighted sinusoids

x2[t] =
∑

q

Aq cos(ωqt+φq) , (12.45)
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Fig. 12.6 Non-subsampled STFT subband signals (real part) for the chirp signal of Fig. 12.5

where an arbitrary phase φq has been added to each
component for the sake of generality. By linearity, the
STFT of x2[t] can easily be derived from (12.43) as

X2[k, l] =
∑

q

Aq

2
ei(ωqlL+φq )W(ωk−ωq)

+ Aq

2
e−i(ωqlL+φq )W(ωk+ωq) . (12.46)

In this compound signal, there is interference not only
between positive- and negative-frequency components
(as for x0[t]), but also between components of different
frequencies. A multi-sinusoid signal and its STFT mag-
nitude are depicted in Fig. 12.7; note that the magnitude
differs somewhat from window to window due to the
time-dependent interaction of the various components.
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Fig. 12.7 A sum-of-sinusoids signal and the magnitude of its STFT for the two indicated time windows; the spectrum
exhibits lobes centered at the frequencies of the constituent sinusoids, which may overlap for closely spaced frequencies

These example signals are intended as a starting
point for understanding the practical behavior of the
STFT. Signals of interest for speech processing ap-
plications are of course typically more complex than
sinusoids or chirps. However, for many speech signals,
such as the example in Fig. 12.8, a sum of weighted si-
nusoids is a reasonable model. In a given frame, the
STFT magnitude exhibits spectral peaks that can be in-
terpreted as local sinusoids. Also, it is clear that the
STFT magnitude changes from frame to frame, but some
of the spectral peaks persist; these can be interpreted as
persistent sinusoids in the speech signal. These obser-
vations suggest that the signal could be approximated
as a sum of short-term or potentially long-term sinu-

soids, as will be explored in Sect. 12.2. Figure 12.9
depicts the (non-subsampled) STFT filter bank subband
signals for several subbands for the speech signal of
Fig. 12.8; the subband signals correspond to amplitude-
modulated sinusoids at the subband center frequencies.
Recall from (12.40) that the original speech signal
can be reconstructed directly as the sum of the non-
subsampled STFT subband signals; this example sheds
light on the interpretation of this FBS reconstruction
as a high-order sinusoidal model of the signal (with
one sinusoid per STFT subband). This interpretation
serves as another motivation for the sinusoidal mod-
eling approaches to be described in Sect. 12.2 in that
the sinusoidal model attempts to extract a representa-
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Fig. 12.8 A speech signal and the magnitude of its STFT for the two indicated time windows; the STFT clearly changes
from frame to frame, but some spectral peaks persist

tion that consists of fewer sinusoids and is therefore
more amenable to some processing applications (such
as coding).

12.1.8 Limitations of the STFT

The short-time Fourier transform has proven effec-
tive for many applications in speech signal processing,
some of which will be discussed later in Sect. 12.3. In
this section, several limitations of the STFT are de-
scribed; these undermine the applicability of the STFT
for some problems, and indeed served as the motivation
for further advances in filter bank and signal modeling
methods.

Signal Coding
Filter banks and sinusoidal transforms are widely used
for signal coding since they can be designed to expose
the salient signal structure and thereby enable robust
perceptually motivated quantization schemes [12.26].
In the signal coding scenario, three design conditions
arise for the signal transform or representation: it should
provide perfect (or at least near-perfect) reconstruction
in the event that no quantization is imposed on the
transform coefficients; it should be critically sampled,
i. e., it should not introduce additional data; and, the
synthesis algorithm should use overlap-add to reduce
blocking artifacts in the reconstruction. It was shown in
Sect. 12.1.1 that the STFT can provide perfect recon-
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Fig. 12.9 Non-subsampled STFT subband signals (real part) for the speech signal of Fig. 12.8

struction with overlap-add synthesis; however, the rate
of the STFT representation exceeds that of the original
signal. This data increase is straightforward to quantify
using the sliding-window framework. For a real-valued
signal, each time-localized STFT spectrum comprises K
unique values: one real value at k = 0, one real value at
k = K/2, and K/2−1 complex values for 0< k < K/2.
To achieve perfect reconstruction of a frame, K ≥ N is
required to avoid time-domain aliasing. The data rate is
then K/L since K values are needed to represent each L
samples perfectly. This can only take on a value of one,
i. e., achieve critical sampling, when K = L = N , mean-
ing that perfect reconstruction with critical sampling
cannot be achieved with an STFT whose frames overlap.

To overcome this limitation of the STFT, sliding-
window transforms that admit cancelable time-domain

aliasing have been developed; these achieve perfect
reconstruction at critical sampling in an overlap-add
framework [12.21, 27, 28]. The STFT cannot be struc-
tured so as to incorporate such time-domain aliasing
cancelation [12.4,19]. Further discussion of this issue is
beyond the scope of this chapter; the key point is that the
STFT is not directly practical for signal coding due to
an inherent data increase in the transform representation.
As will be discussed in Sect. 12.2, this problem is ad-
dressed in the sinusoidal model by applying a parametric
representation to the STFT to achieve compaction.

Time–Frequency Localization
As discussed in the previous section, the design of STFT
filter banks is very limited in the critically sampled case.
The only real-valued prototype windows that lead to
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perfect reconstruction filter banks are rectangular win-
dows; this result is a discrete-time equivalent of the
Balian–Low theorem, which essentially states that there
are no continuous-time orthogonal short-time Fourier
transform bases that are well localized in both time and
frequency [12.4]. Further discussion is beyond the scope
of this chapter; the interested reader is referred to the lit-
erature on cosine-modulated filter banks [12.4,5], which
can achieve good localization in time and frequency and
which can also satisfy the design conditions given earlier
for signal coding.

Signal Adaptivity
Perhaps the most obvious (or at least most easily demon-
strable) limitation of the short-time Fourier transform
results from its fixed structure. Since the STFT analysis–
synthesis does not adapt to the signal behavior, it yields
a noncompact model for nonstationary signals [12.19].

Consider again the chirp example from Fig. 12.6, which
illustrated that a sinusoid with time-varying frequency
moves across the subbands as the frequency evolves. The
subbands of the STFT filter bank do not characterize the
chirp signal as a single evolving sinusoid but instead
as a conglomeration of short-lived components, which
is obviously not a compact way to represent a simple
chirp. A similarly dispersed representation is evident in
Fig. 12.9 for a pseudoperiodic speech signal. This lack
of compactness suggests a shortcoming of the STFT for
low-rate signal coding; furthermore, it indicates that the
STFT does not directly provide a high-level understand-
ing of the signal behavior. These issues motivate the use
of a signal-dependent sparse parametric model of the
STFT to capture the most relevant information about the
signal, be it for coding or analysis. Such parametrization
is the key idea in the sinusoidal models to be considered
in Sect. 12.2.

12.2 Sinusoidal Models

Sinusoidal modeling can be viewed as an evolution of
short-time Fourier transform and phase vocoder tech-
niques. In this treatment, the shortcomings of the STFT
serve to motivate the general sinusoidal model, which
is developed as a parametric extension of the STFT.
Two sinusoidal modeling approaches are described, one
in which the prominent magnitude peaks of the STFT
are tracked from frame to frame and one in which
each time-localized spectrum of the STFT is modeled
as a sum of sinusoids. These are loosely analogous to
the interpretations of the STFT discussed in Sect. 12.1,
but the parametric analysis–synthesis ultimately extends
the flexibility of the representation beyond that afforded
by sliding-window transforms or filter banks. The latter
method of modeling the time-localized spectra is treated
in detail in Sects. 12.2.4 and 12.2.5, where a sinusoidal
analysis–synthesis algorithm based on matching pursuit
is presented.

12.2.1 Parametric Extension of the STFT

The term vocoder, a contraction of voice and coder,
was coined by early speech analysis–synthesis re-
searchers [12.29], but has now become a general
designation for a range of algorithms which are by no
means limited to voice coding applications. Of particular
interest as a starting point for considering the paramet-
ric extension of the STFT is the channel vocoder, which

originated as a voice coder that represented a speech sig-
nal based on the characteristics of filter bank channels
or subbands. In the STFT context, the speech signal is
filtered into a large number of channels using an STFT
analysis filter bank. Each of the subbands is then mod-
eled in terms of its short-time energy; with respect to
the k-th channel, this provides an amplitude envelope
Ak[t] that is used to modulate a sinusoidal oscillator
at the channel center frequency ωk. The outputs of
these oscillators are then accumulated to reconstruct the
signal.

The channel vocoder parameterizes the subband sig-
nal in terms of its energy or amplitude only; the phase
vocoder is an extension that also includes the phase
behavior in the model parameterization [12.30]. In the
literature, the term phase vocoder is sometimes used as
a synonym for the short-time Fourier transform [12.31],
but in some applications the approach involves interpret-
ing the STFT analysis data with respect to a structure
like the one shown in Fig. 12.10, where the subband sig-
nals are parameterized in terms of magnitude envelopes
and functions that describe the frequency and phase
evolution. These functions serve as inputs to a bank
of oscillators that reconstruct the signal from the para-
metric model [12.10, 30, 32, 33]. If the analysis filter
bank is subsampled, the sample-rate oscillator control
functions are derived from the subsampled frame-rate
STFT representation. This phase vocoder structure has
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Fig. 12.10 Block diagram of the phase vocoder. The amplitude and frequency (total phase) control functions for the K
oscillators are derived from the filter bank subband signals by the parameter estimation blocks
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Fig. 12.11 Block diagram of the partial-tracking sinusoidal model. The amplitude and frequency (total phase) control
functions are derived from the filter bank outputs by tracking spectral peaks in time as they move from band to band for
an evolving signal. The parameter estimation block detects and tracks spectral peaks; unless I is externally constrained,
the number of peaks detected dictates the number of oscillators used for synthesis

been widely applied to modification of speech and audio
signals [12.31, 34–36].

The phase vocoder as depicted in Fig. 12.10 does
not address the shortcoming of the STFT, i. e., lack
of signal adaptivity. While its parametric nature does
facilitate some modifications, the structure is still of
limited use for compact modeling of evolving signals.
A further generalization leads to a sinusoidal model in
which partials, or sinusoidal components, are tracked
in time from frame to frame, i. e., a partial-tracking
sinusoidal model. The basic observation underpinning
this model is that, if the signal consists of one non-
stationary sinusoid such as a chirp, synthesis can be

achieved with one oscillator. There is no need to imple-
ment an oscillator for every branch of the analysis filter
bank. Instead, the outputs of the analysis bank can be
examined across frequency for peaks, which are inter-
preted as sinusoids in the signal in the corresponding
time frame. These spectral peaks can then be tracked
from frame to frame as the signal evolves, and only
one oscillator per tracked peak is required for synthesis.
This structure is depicted in Fig. 12.11. Note that, be-
cause the synthesis for this case is based on a bank of
sinusoidal oscillators, the prototype window for the anal-
ysis filter bank does not have to satisfy an overlap-add
property.
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Fig. 12.12 Block diagram of frequency-domain synthesis for sinusoidal modeling in an overlap-add framework. The
parametric model includes the sinusoidal analysis and the construction of short-time spectra from the analysis data. The
IDFT/OLA process in the frequency-domain synthesizer can be interpreted as an STFT synthesis filter bank

As an alternative to the partial-tracking approach,
each time-localized spectrum of the STFT can be ap-
proximated as a sum of short-term sinusoids. Synthesis
is then carried out using the spectra of the sinusoidal
approximations; each approximate spectrum is inverse-
transformed and the full reconstruction is carried out
using an overlap-add process. Such overlap-add sinu-
soidal modeling is depicted in Fig. 12.12, where the
synthesis procedure is interpreted as a filter bank. In
this approach, the overlap-add property of the analysis
and synthesis windows plays an important role.

12.2.2 The Sinusoidal Signal Model

The basic idea in sinusoidal modeling is to approximate
a signal as a sum of sinusoids whose parameters vary in
time:

x̂[t] =
I [t]∑
i=1

ai [t] cosΦi [t], (12.47)

where ai [t] is the amplitude variation of the i-th si-
nusoidal partial; the total phase Φi [t] represents its
frequency and phase variation. Note that the number
of sinusoidal components I[t] may also vary in time
(depending on modeling error criterion and/or bit-rate
constraints). The formulation is expressed in terms of
the reconstructed signal x̂[t] since this is a synthesis
model; the goal in the analysis, then, is to extract model
parameters from the original signal x[t] so as to cre-
ate a reasonable approximation via the model-based
reconstruction, i. e., such that x̂[t] ≈ x[t].

12.2.3 Sinusoidal Analysis and Synthesis

Analysis for the sinusoidal model can be carried out
in a variety of ways. The fundamental task is that of
finding time-varying amplitude, frequency, and phase
parameters for a set of sinusoids such that their sum ac-
curately represents the behavior of the original signal.
In some methods, the parameters are extracted from the
signal simultaneously, i. e., the parameter sets of all I[t]
partials are determined concurrently; in other cases, pa-
rameters are extracted sequentially, i. e., one component
at a time. Numerous approaches have been considered
for the estimation of such sinusoidal parameters, ei-
ther simultaneously or sequentially; this multiplicity of
approaches is partly a result of the wide range of ap-
plications beyond speech and audio processing. In this
chapter, we limit consideration to methods based on the
short-time Fourier transform, which was fundamental to
early sinusoidal models [12.37, 38]. In this Section, we
discuss these methods briefly before considering a se-
quential analysis scheme in detail in Sects. 12.2.4 and
12.2.5.

In simultaneous sinusoidal analysis based on the
STFT, the model parameters for the l-th time frame
are determined from the short-time magnitude spectrum
|X[k, l]| via peak-picking, perhaps with a curve-fitting
scheme employed to account for the spectral shape of
the analysis window [12.19, 37, 38]. The I most promi-
nent peaks are determined, and the model parameters
{ai , ωi , φi}l are then given respectively by the magni-
tude, frequency, and phase of X[k, l] at these spectral
magnitude peaks. As illustrated in the STFT examples
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of Sect. 12.1.7, such simultaneous estimation can be
impacted by interference between multiple sinusoidal
components in the signal.

In sequential analysis, the idea is to overcome the
component interference problem by first selecting the
most dominant component, then subtracting its con-
tribution to the signal model from the analysis STFT,
and thereafter iterating the estimation on the residual.
This is referred to as analysis by synthesis [12.39]. By
subtracting a component, the estimation of subsequent
sinusoidal parameters is not affected by interference
(spectral overlap) with that component. So, since the
more-dominant components are extracted first, the es-
timation of minor components is not biased by their
presence. Note of course that the parameter estimation is
biased by the presence of components not yet extracted.

Either simultaneous or sequential analysis based
on the STFT yields a set of sinusoidal parameters
{ai , ωi , φi}l for each time frame of the STFT. There are
two distinct methods to reconstruct an approximation of
the original signal based on these parameter sets: param-
eter interpolation and overlap-add [12.19,37,39]. In pa-
rameter interpolation, partials are tracked from frame to
frame via parameter matching, e.g., spectral peaks at the
same or similar frequencies in successive time frames are
assumed to correspond to a longer-term underlying sinu-
soidal component that spans multiple signal frames. The
reconstruction is then achieved by using amplitude and
phase interpolation to connect the matched parameter
sets. In overlap-add modeling, the original signal is win-
dowed and each windowed segment is modeled as a sum
of sinusoids; for synthesis, each windowed segment
is reconstructed and OLA is used to generate the full
output. This approach overcomes the frame-to-frame
tracking difficulties of time-domain interpolation and
enables accurate approximation of the signal waveform,
which is not readily achievable in interpolative synthesis.

Details on partial tracking for sinusoidal synthesis
are available in the literature [12.37,38,40–42]; overlap-
add synthesis for the sinusoidal model is discussed
in [12.19, 39, 43, 44]. In the remainder of Sect. 12.2, we
focus on the overlap-add approach, providing a detailed
treatment of overlap-add sinusoidal modeling based on
the matching pursuit algorithm. The general pursuit al-
gorithm is discussed in Sect. 12.2.4, and the specific
sinusoidal case is developed in Sect. 12.2.5.

12.2.4 Signal Modeling by Matching Pursuit

Matching pursuit (MP) is an iterative analysis-
by-synthesis algorithm for deriving compact signal

approximations of the form

x[t] ≈
I∑

i=1

αi gi[t], (12.48)

where the expansion functions gi [t] are chosen from
a dictionary [12.45]. MP operates by finding the element
in the dictionary that best matches the signal, projecting
the signal onto that element, and iterating on the pro-
jection residual. For a dictionary D, the task at the i-th
stage of MP is to find the function gi [t] ∈ D and the
coefficient αi which minimize the norm of the residual

ri+1[t] = ri [t]−αi gi[t], (12.49)

where the initial condition is r1[t] = x[t]. The solu-
tion is given by orthogonality [12.19,45]; for unit-norm
dictionary functions gi ,

‖ri+1‖2 = ‖ri‖2−|αi |2 (12.50)

αi = 〈gi, ri〉 = gH
i ri (12.51)

gi = arg max
g∈D

|〈g, ri〉| , (12.52)

where the signals are treated as column vectors and H
denotes the conjugate transpose. The optimal function
gi is the one whose correlation with the signal has the
largest magnitude.

Each iteration in MP requires all of the correlations
between the dictionary functions and the current resid-
ual; these can be derived efficiently using an update
formula [12.45]:

〈g, ri+1〉 = 〈g, ri〉−αi〈g, gi〉 . (12.53)

The dictionary cross-correlation terms 〈g, gi〉 can
generally be precomputed and stored to reduce the
computation required for each iteration. For some dic-
tionaries, the correlation can be carried out efficiently
without using this update formulation [12.46].

In basic MP, each iteration searches for a single func-
tion for the signal model. An alternative is to consider
subspaces at each iteration; the goal in such subspace
pursuit is to find the matrix G that minimizes the norm
of ri+1 = ri −Gα, where α is a coefficient vector and
the columns of G are dictionary functions [12.19, 46].
The orthogonality constraint 〈ri−Gα,G〉 = 0 yields the
solution:

||ri+1||2 = ||ri ||2−rH
i G(GHG)−1GHri , (12.54)

αi = (GHG)−1GHri , (12.55)

Gi = arg max
G∈D

{rH
i Gαi} . (12.56)
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The search in (12.56) is computationally intensive un-
less G consists of orthogonal vectors or has some other
special structure [12.19, 47].

In some scenarios, such as sinusoidal modeling, it
is useful to carry out pursuit based on the subspace
spanned by a function and its complex conjugate. Here,
the columns of G are a function g and its conjugate
g∗. If the signal ri is real and if g and g∗ are linearly
independent, the subspace pursuit can be simplified. Us-
ing (12.55), the optimal coefficients for a conjugate pair
{g, g∗} are(

αi

α∗i

)
= 1

1−|c|2
(
〈g, ri〉− c〈g, ri〉∗
〈g, ri〉∗ − c∗〈g, ri〉

)
, (12.57)

where c= 〈g, g∗〉 and where αi is again a scalar, and the
pursuit optimization of (12.56) is given by

gi = arg max
g∈D

(〈g, ri〉∗αi +〈g, ri〉α∗i ) (12.58)

= arg max
g∈D

(Re{〈g, ri〉∗αi}) . (12.59)

The algorithm simply searches for the function gi [t] that
minimizes the norm of the residual

ri+1[t] = ri [t]−αi gi [t]−α∗i g∗i [t]
= ri [t]−2 Re{αi gi [t]} . (12.60)

The resulting signal approximation has the form

x[t] ≈ 2
I∑

i=1

Re{αi gi [t]} . (12.61)

The conjugate-subspace pursuit provides real models
of real signals based on a complex dictionary, which
enables the use of fast complex algorithms (e.g., the
FFT) and simplifies phase estimation [12.19, 46]. Note
however that this formulation only holds when g and
g∗ are linearly independent; other dictionary functions
must be evaluated separately using appropriate selection
metrics for comparison with the conjugate subspaces.

Since MP is a greedy algorithm, it does not
necessarily arrive at the optimal global solution. Equa-
tions (12.50) and (12.54) indicate that the error of
pursuit-based models decreases as the model order in-
creases; indeed, the model converges to the signal in the
mean-square sense [12.45]. However, for some model
order I , there may be other I-term expansions based on
the same dictionary that have a smaller modeling error.

Several variations of MP that attempt to find more-
accurate solutions have been described [12.19, 48–52].
Such methods generally involve an orthogonalization
at each step of the pursuit: in orthogonal matching

pursuit [12.48], a new atom for the decomposition is
selected at each iteration using the same metric as
in MP, but after the selection the original signal is
projected onto the current model subspace to mini-
mize the modeling error; in order-recursive matching
pursuit (ORMP) [12.49–51], also developed as forward-
orthogonal matching pursuit [12.19] and optimized
orthogonal matching pursuit [12.53], at each iteration
the atom is selected so as to minimize the error for the
resulting model subspace, which is equivalent to using
the MP criterion and then orthogonalizing the dictionary
to the selected atom [12.19]. These orthogonalization
schemes typically outperform basic MP, but improved
performance is not guaranteed; the resulting models
may actually have a larger error than the basic MP
model, and the additional computation required for these
approaches may be a hindrance for real-time modeling.

One strategy for maintaining fast computation and
improving the performance of the basic MP model is
simply to accept the decomposition provided by MP and
project the signal onto the model subspace after the pur-
suit is complete [12.54,55]. This post-orthogonalization,
or terminal back-projection, never yields a worse model
than the basic MP, and entails significantly less compu-
tation than OMP or ORMP.

12.2.5 Sinusoidal Matching Pursuits

In many cases, e.g., some image coding schemes, the
matching pursuit modeling algorithm is applied to the
entire signal in question. Such an approach poses prob-
lems for natural speech and audio signals in that the
pursuit search is computationally unwieldy for long-
duration signals; it is clearly inapplicable for online
applications such as speech coding for real-time com-
munication. In order to handle general speech and audio,
then, a sliding-window framework will be used for the
sinusoidal modeling pursuit presented in this section.
The idea in the analysis is to use MP to model windows
of the signal as sums of windowed sinusoids; synthe-
sis of the signal reconstruction is then carried out via
overlap-add of these modeled windows. This approach
can be specified mathematically as follows. Let xl[n]
be the l-th windowed segment of the signal, namely
xl[n] =w[n]x[n+ lL], wherew[n] is a window of length
N applied to the signal with a stride of L . OLA signal
reconstruction from the windowed segments is given
by

x̂[t] =
∑

l

xl[t− lL] = x[t]
∑

l

w[t− lL] , (12.62)
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which shows that w[n] must satisfy the overlap-add
property of (12.11) to avoid amplitude modulation
artifacts in the reconstruction. For MP-based OLA mod-
eling, each segment xl[n] is modeled using MP. Then,
the convergence of the segment models implies a con-
vergence of the OLA reconstruction to the original
signal; and, if each segment is modeled exactly, perfect
reconstruction is achieved.

The use of matching pursuit for sinusoidal modeling
has been explored in various contexts in the literature.
In [12.39], which predates the formalization of MP
in [12.45], correlation is used as a metric for estimation
of the amplitudes, frequencies, and phases of sinusoidal
components for overlap-add synthesis. In [12.19,46,55],
conjugate-subspace pursuit based on a dictionary of
complex sinusoids is used to derive signal models. MP is
used for fast parameter estimation in [12.56]; in [12.57],
an approach related to MP-based OLA sinusoidal model-
ing is presented; sinusoidal speech coding based on MP
is considered in [12.58]. Psychoacoustic metrics for si-
nusoidal matching pursuit of audio signals are described
in [12.59, 60]. While such metrics have proven effec-
tive for low-rate parametric audio coding, we adhere to
a mean-squared error metric in this treatment.

12.2.6 Sinusoidal Analysis

In this section, we expand on the MP-based OLA sinu-
soidal model described in [12.55], wherein the object
of the pursuit is to find a set of windowed sinusoids
to accurately model each windowed segment. The MP
dictionary contains the functions

g[k, n] = w̄[n]eiωkn (12.63)

where k is a frequency index (0 ≤ k ≤ K − 1),
ωk = 2πk/K , and w̄[n] is a normalized version of the
N-point analysis window: w̄[n] = w[n]

‖w[n]‖ . The dictio-
nary has K elements; completeness (K ≥ N) is required
for convergence of the pursuit, and overcompleteness
(K > N) improves the accuracy of low-order mod-
els [12.19,45,46]. In the above formulation, a local time
index n is used instead of the global index t used in
Sect. 12.2.4 to emphasize that the signal is being mod-
eled on a per-window basis instead of globally; note that
this is analogous to the local time index used in practical
sliding-window STFT implementations (as explained in
Sect. 12.1.1). The implications of using a global versus
a local time index in the modulation of sinusoidal atoms
for MP are discussed in [12.46], especially with regard
to increased computational requirements for the pursuit
in the global case.

The MP dictionary defined in (12.63) consists of
complex exponentials. Since the goal is to model
a real-valued audio signal, the conjugate-subspace
pursuit algorithm is applicable, and for this dictio-
nary, the formulation can be greatly simplified. To
begin with, consider the dictionary cross-correlation
Γ [k,m] = 〈g[k, n], g[m, n]〉; this can be computed as
follows:

Γ [k,m] =
N−1∑
n=0

w̄[n]2 e−i2π(k−m)n/K

=WK [k−m] , (12.64)

where WK [k] = FK
{
w̄[n]2}. The expression FK { }

denotes the K -point DFT; in (12.64), note that the
summation terms from n = N to K −1 are zero by defi-
nition of the window. The conjugate cross-correlation
〈g[k, n], g[k, n]∗〉 can then be expressed in terms of
WK [k]:

c[k] = 〈g[k, n], g∗[k, n]〉
= Γ [k,−k]
=WK [2k] . (12.65)

The correlation term 〈g[k, n], ri [n]〉 can also be ex-
pressed in the DFT domain:

Ri [k] = 〈g[k, n], ri [n]〉

=
N−1∑
n=0

w̄[n]ri [n]e−i2πnk/K

= FK
{
w̄[n]ri [n]

}
. (12.66)

Given the quantities c[k] and Ri [k], the optimal ex-
pansion coefficients given in (12.57) for the pair
{g[k, n], g∗[k, n]} can be specified for the sinusoidal
modeling case as:(

αi [k]
α∗i [k]

)
with αi [k] = (Ri [k]− c[k]Ri [k]∗)

1−|c[k]|2 .

(12.67)

Note that these coefficients are complex and include
both the amplitude and phase of the conjugate-subspace
components.

The conjugate-subspace pursuit optimization given
in (12.58) and (12.59) can be specified for the sinusoidal
pursuit as

gi[k, n] = arg max
g∈D

Ψi [k] , (12.68)
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where the optimization metric Ψi [k] is only a function
of Ri [k] and c[k]:

Ψi [k] = 2 Re{Ri [k]∗αi [k]} . (12.69)

Note that when |c[k]| = |WK [2k]| = 1, the denom-
inator in (12.67) is zero. Since w̄[n] has unit norm,
WK [0] = WK [K ] = 1 so that |c[k]| = 1 at k = 0 and
k = K

2 , namely when g[k, n] is purely real. In this
case, the conjugate-subspace formulation of the pur-
suit is not applicable since g[k, n] and its conjugate
are linearly dependent (identical, indeed). To account
for this, each stage of the pursuit must compare Ψ [k]
for 1≤ k ≤ K

2 −1 with the metrics |〈g[k, n], ri [n]〉|2 for
k ∈ {0, K

2 } to determine if a conjugate pair or a real func-
tion should be added to the model at that iteration; since
Ψi [k] and |〈g[k, n], ri [n]〉|2 each quantify how much en-
ergy will be removed from the residual by the respective
dictionary atoms, this is a fair comparison to deter-
mine the selection. Note that in practice components
at K

2 are not considered and the k range of the pur-
suit is narrowed to focus the modeling to the frequency
range of interest, e.g., an 8 kHz bandwidth for modeling
speech signals. Note also that the k range for the pur-
suit covers only positive frequencies; unlike the basic
pursuit metric, the conjugate-subspace pursuit metric
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Fig. 12.13 Metrics for sinusoidal pur-
suit. For pursuit of a single real
sinusoid (open circle), the conjugate-
subspace pursuit metric exhibits a
peak at the correct location and there-
fore results in a correct estimate of the
sinusoid’s parameters; the correlation
metric of basic MP yields incorrect
parameter estimates
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Fig. 12.14 Conjugate-pair cross-
correlations for a Hanning-windowed
sinusoidal dictionary with N = 64 and
K = 512. At mid-range frequencies,
a complex sinusoid and its conjugate
can be reasonably approximated to
be orthogonal, such that c[k] can be
neglected in (12.67)

is symmetric in k; with respect to search complexity,
a sinusoidal dictionary of size K is essentially reduced
in size by a factor of two by the conjugate-subspace
formulation.

The conjugate-subspace pursuit metric given in
(12.69) accounts for the spectral overlap of positive-
and negative-frequency components. If magnitude cor-
relations with complex sinusoids are used as the pursuit
metric for modeling a real signal, parameter estimates
derived from the positive-frequency spectrum can be bi-
ased by the negative-frequency components, especially
at low frequencies; using such correlations is analogous
to DFT peak-picking, where a similar bias occurs. The
bias can be avoided by using conjugate-subspace pursuit,
or quadrature models, which are functionally equivalent
but less computationally efficient [12.39,57]. An exam-
ple of the estimation bias is depicted in Fig. 12.13, which
shows the conjugate-pursuit metric of (12.69) and the
correlation metric |〈g, ri〉|2 for the first sinusoidal pur-
suit iteration for modeling a signal consisting of a single
real sinusoid. In the simulation, the signal is of length
N = 128, the dictionary is of size K = 512, and w[n] is
a Hanning window. The conjugate-pursuit metric yields
a correct estimate of the sinusoidal parameters, while
the correlation metric yields inaccurate estimates since
its peak is at a lower frequency than the actual sinu-
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soid due to the interaction of the negative-frequency
component.

The extent of this interaction for the N × K
pursuit dictionary is described by c[k], the cross-
correlation between a complex dictionary sinusoid of
frequency 2πk/K and its conjugate. This conjugate
cross-correlation c[k] is also plotted in Fig. 12.13; at
the frequency of the sinusoid in the signal, the conjugate
components are not orthogonal and c[k] is not negligible.

Despite the estimation bias incurred, some pursuit
schemes described in the literature neglect the interac-
tion of positive- and negative-frequency components;
in these approaches, complex positive-frequency com-
ponents are estimated using magnitude correlations
between the real signal and a complex sinusoidal dic-
tionary, and the model is subsequently made real by
adding a corresponding conjugate at the end of each
pursuit iteration [12.59, 60]. This approach is equiva-
lent to assuming that c[k] ≈ 0, which can be seen in
Fig. 12.14 to be a reasonable approximation for mid-
range frequencies. Since WK [K ] =WK [0] =∑

n w̄[n]2,
c[k] =WK [2k] takes on significant values in the vicinity
of both k= 0 and k= K/2, so estimation bias is incurred
for both low- and high-frequency components if c[k] is
altogether neglected, and modeling performance is de-
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Fig. 12.15 Comparison of sinusoidal
model convergence for basic pursuit,
basic pursuit with a conjugate compo-
nent added at the end of each iteration,
and conjugate-subspace pursuit. In the
simulation, N = 256 and K = 1024
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Fig. 12.16 Sinusoidal pursuit conver-
gence as a function of model order for
different frequency-domain oversam-
pling factors. In the simulation, the
block size is N = 1024 and the DFT
size is K = uN , where u is indicated
in the legend. The rate of model con-
vergence increases as the dictionary
size is increased

graded with respect to the conjugate-subspace approach.
An example of mean-square modeling performance is
given in Fig. 12.15, which shows the convergence of
three pursuit-based sinusoidal models as a function of
model order for a speech signal; basic pursuit refers to
modeling a real signal with complex sinusoids and basic
real pursuit refers to adding a conjugate component at
the end of each iteration. Using the conjugate-subspace
pursuit approach tends to improve the rate of model con-
vergence, but this modeling improvement is sacrificed in
the cited methods since adhering to the c[k] ≈ 0 assump-
tion (for all frequencies) facilitates the incorporation of
psychoacoustic modeling criterion [12.59, 60].

In addition to the pursuit metric, it is necessary to
formulate the correlation update for the sinusoidal pur-
suit. For the sinusoidal dictionary, the efficient update in
(12.53) can be specified as follows. For g[ki , n] chosen
at the i-th iteration, the new residual at stage i+1 is

ri+1[n] = ri [n]−αi g[ki , n]−α∗i g∗[ki , n] , (12.70)

where the shorthand αi = αi [ki ] is being used; note that
the initial condition for modeling the l-th signal block is
r1[n] = xl[n] =w[n]x[n+ lL]. Taking the correlation of
both sides of (12.70) with a dictionary atom g[k, n], the
correlation of the updated residual with the dictionary
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can be written as

Ri+1[k] = Ri [k]−αi WK [k− ki ]−α∗i WK [k+ ki ] .
(12.71)

With this result, we see that all of the computation
needed for the proposed sinusoidal pursuit can be car-
ried out in the K -point DFT domain. The choice of
K , namely the size of the dictionary, dictates the conver-
gence rate; a larger dictionary, i. e., a larger oversampling
ratio K/N for the DFT, leads to faster convergence of
the signal model. Examples of sinusoidal model con-
vergence for various oversampling ratios are depicted in
Fig. 12.16. The modeling improvement achieved by us-
ing a larger K comes at the cost of additional model
data; more bits are required for indexing into larger
dictionaries.

The sinusoidal pursuit algorithm for modeling a sig-
nal frame xl[n] = w[n]x[n+ lL] can be summarized as
follows, starting with i = 1:

1. Compute R1[k] = FK {w̄[n]xl[n]}.
2. Compute αi [k] = (Ri [k]−c[k]Ri [k]∗)

1−|c[k]|2 .

3. Compute Ψi [k] = 2 Re{Ri [k]∗αi [k]}.
4. Find ki = arg maxk Ψi [k].
5. Add g[n, ki ] and αi [ki ] to the model.
6. Unless a stopping criterion (such as model error)

is met, compute Ri+1[k] = Ri [k]−αi WK [k− ki ]−
α∗i WK [k+ ki ] and iterate from step 2.

The pursuit iterations are discontinued when the
signal model meets some criterion such as an error
threshold or a maximum allowed order; in coding ap-
plications, a psychoacoustic constraint or a bit budget
might be incorporated. Then, the model coefficients
can be refined by projecting the signal onto the model
subspace in a terminal back-projection step. This post-
orthogonalization can be carried out by an explicit
projection, which would take the form of (12.55) with G
containing the model functions, or by a gradient descent,
which is more cost-efficient than an explicit projection.

Note that, if the sinusoidal model does not fit
the signal well, a higher model order is required to
reach a given modeling error threshold; an obvious
example of such a mismatched signal is white noise,
since it has no coherent pseudo-sinusoidal structure.
To account for such cases, it is useful to include ad-
ditional model components as in sinusoid-plus-residual
models [12.19,38,61–64] and sinusoids-plus-transients-
plus-noise representations [12.41]. Such hybrid models
have been shown to effectively overcome the problem
of model mismatch. Multiresolution analysis–synthesis

frameworks have also proven useful for improving the
effectiveness of the sinusoidal model for representing
arbitrary input signals [12.55, 65].

12.2.7 Sinusoidal Synthesis

Synthesis in the MP-based sinusoidal model is
achieved by overlap-add of the modeled segments:
x̂[t] =∑

l x̂l[t− lL]. For each segment, the signal model
derived by the conjugate-subspace sinusoidal pursuit has
the following form, assuming only conjugate pairs are
selected for the model (no components at k= 0 or k= K

2
are selected):

x̂l[n] =
Il∑

i=1

αl,iw̄[n]ei2πnkl,i/K

+
Il∑

i=1

α∗l,iw̄[n]e−i2πnkl,i/K

= 2w̄[n]
Il∑

i=1

|αl,i | cos

(
2πnkl,i

K
+< αl,i

)
.

(12.72)

Efficient synthesis for this model can be achieved us-
ing the inverse FFT. Letting W̄[k] = FK

{
w̄[n]}, the

K -point DFT of x̂l[n] is

X̂l,K [k] =
Il∑

i=1

αl,i W̄K [k− kl,i ]

+α∗l,i W̄K [k+ kl,i ] . (12.73)

For a K -point synthesis DFT, synthesis is achieved by
accumulating weighted and shifted versions of the nor-
malized window spectrum W̄[k]. If integer oversampling
μ= K

N is used in the analysis, i. e., if the analysis DFT
is zero-padded with (μ−1)N zeros, the oversampling
redundancy can be removed to reduce the synthesis
complexity by directly deriving the N-point DFT of
x̂l[n]:

X̂l,N [l] =
Il∑

i=1

αl,i W̄K [μl− kl,i ]

+α∗l,i W̄K [μl+ kl,i ] . (12.74)

An N-point inverse DFT is then used for synthesis.
The MP-based overlap-add sinusoidal model uses

the same window w[n] for analysis and synthesis.
It is chosen to have a sparse spectral representation,
i. e., W̄K [k] and WK [k] both consist of a concentrated
main lobe and low-level sidelobes. For K = N , gen-
eral Blackman–Harris or cosine-sum windows are good
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choices since their spectra have only a few nonzero val-
ues, which simplifies the computation of the synthesis
spectra. When K > N , the window spectra have many
low-level nonzero values in the sidelobe regions. To
reduce the synthesis complexity, these values can be
excluded in the frequency-domain synthesis of (12.74)
at the cost of minor errors [12.18]. In the analysis, the
sidelobe regions of WK [k] and c[k] can be excluded to
reduce the computational cost, but this counteracts some
of the advantages of analysis by synthesis and may lead
to degraded parameter estimation and the identification
of sidelobes as sinusoidal signal components.

Since the analysis and synthesis for the sinusoidal
matching pursuit algorithm can be carried out in the DFT
domain, this modeling approach fits into the framework
depicted in Fig. 12.12 as anticipated earlier. In the para-
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Fig. 12.17 Iterations of sinusoidal matching pursuit for a synthetic multi-sinusoid signal. The first column shows the
residual ri [n] at the start of the iteration; the second column shows the MP metric Ψi [k] from (12.69) and its maximum
(open circles); the third column shows the i-term signal model after the i-th iteration

metric model block of the figure, each time-localized
spectrum of the STFT X[k, l] is approximated via the
sinusoidal pursuit; the synthesis accumulates the spec-
tral representations of windowed sinusoids to construct
X̂[k, l], which is provided to the synthesis filter bank
to generate the time-domain output. From this perspec-
tive, the synthesis window g[n] is a rectangular K -point
window, or, for the integer oversampling case described
above, g[n] is an N-point rectangular window. Alterna-
tively, the synthesis window g[n] can be selected to be
the modeling window w̄[n], in which case the paramet-
ric model block simply provides a sparse set of inputs to
the synthesis filter bank. Only the synthesis filters corre-
sponding to the selected sinusoidal model components
are fed nonzero inputs at time l, and these inputs are
given by the corresponding component weights deter-
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Fig. 12.18 Iterations of sinusoidal matching pursuit for a speech signal. The first column shows the residual ri [n] at the
start of the iteration; the second column shows the MP metric Ψi [k] from (12.69) and its maximum (open circles); the
third column shows the i-term signal model after the iteration. Rows 1–3 show the first three pursuit iterations; the fourth
row shows the tenth iteration

mined by the pursuit. In this interpretation, the synthesis
filter bank accumulates the weighted windowed sinu-
soids. In practice, the spectral synthesis approach is used
since it leads to more-efficient implementations; the syn-
thesis filter bank is not explicitly realized in the time
domain but rather as an inverse DFT and overlap-add
procedure.

Figure 12.17 depicts four iterations of the si-
nusoidal matching pursuit algorithm for a synthetic
multi-sinusoid signal. The first column shows ri [n],
the time-domain signal that the pursuit is attempting
to match at iteration i. Recall from the algorithm de-
scription that this time-domain residual signal is not
computed explicitly since the required metrics can all

be maintained in the frequency domain; it is simply
shown here to illustrate the modeling behavior. The sec-
ond column in the figure shows the conjugate-subspace
pursuit metric Ψi [k]; the circle indicates the peak iden-
tified by the metric maximization search. Finally, the
third column depicts the signal model reconstruction at
the end of the i-th iteration. The modeling of a speech
signal is depicted in Fig. 12.18; note that the fourth row
depicts the tenth iteration, and that the primary struc-
ture of the original signal is clearly captured by these
early stages of the pursuit. As will be discussed in
Sect. 12.3, compactly representing the salient features
of the signal in such a way enables efficient coding and
modification.
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12.3 Speech Modification

Modification of speech signals is a wide-ranging subject
covering applications from improving intelligibility for
the sake of communication to changing ones persona
for entertainment or virtual reality. At the signal level,
speech modification involves such processes as noise
removal, dereverberation, equalization, time scaling and
pitch shifting. In this section, we discuss the use of the
STFT and sinusoidal representations to carry out such
signal-level modifications and provide relevant pointers
to the literature for additional algorithmic details.

12.3.1 Comparing the STFT
and Sinusoidal Models

Many signal modification schemes based on the STFT
and/or sinusoidal modeling have been described in the
literature. In early approaches based directly on the
STFT subband signals X[k, l], modifications were re-
stricted to a relatively rigid framework because the signal
is being modeled in terms of subbands that interact in
complicated ways in the reconstruction process; this
restrictive framework is namely that a modification is
proposed, e.g., a time-varying spectral multiplication,
and then the effect of the modification on the output
signal is formulated [12.1, 11, 12, 14]. This approach
is effective for understanding the operating principles
of the STFT, but is somewhat removed from the de-
sired end of carrying out an intended modification on
the original signal.

In later approaches, modifications based only on the
STFT magnitude were considered; the magnitude is first
modified and then a phase that will minimize synthesis
discontinuities is derived [12.20]. This removal of the
phase essentially results in a pseudo-parametric repre-
sentation that is more flexible than the complex subband
signals. For some modifications, the phase of the orig-
inal signal can be reused with the modified magnitude
without introducing objectionable artifacts [12.66]; for
others, such as time-scale modification, a consistent
phase must be generated using the original phase and
various continuity and validity constraints [12.19, 36].

The usefulness of the sinusoidal model is un-
derscored by the difficulties of some STFT-based
modifications, namely those of formalizing arbitrary
modifications in a rigid synthesis framework and of
generating an appropriate phase for magnitude-only
modifications. Since it is fully parametric, the synthe-
sis of a modified sinusoidal model is not constrained
in the same way as an STFT; the model parameters are

more malleable than STFT subband data in that there are
no consistency or validity concerns or frame-boundary
discontinuity issues.

In the following, we describe several classes of mod-
ification and highlight the differences between the STFT
and sinusoidal approaches.

12.3.2 Linear Filtering

Linear filtering is a ubiquitous signal processing op-
eration, and it is well known that the time-domain
convolution operation of linear filtering corresponds to
multiplication in the frequency domain. In the DFT
domain, this principle can be stated as follows:

x[n] ∗ f [n] DFT⇐⇒ X K [k]FK [k] , (12.75)

where X K [k] and FK [k] are the K -point DFTs of the
input sequence x[n] and the filter impulse response f [n],
respectively; the DFT of the convolution is the product
of the DFTs of the input signal and the filter impulse
response. This property only holds exactly, however, if
the DFT length satisfies

K ≥ Nx + N f −1 , (12.76)

where Nx and N f are the signal length and the impulse
response length, respectively. If K is not large enough,
the spectral multiplication introduces time-domain alias-
ing.

DFT-based filtering is of interest since the use of the
FFT leads to implementations that require less compu-
tation than direct time-domain convolution. The signal
and filter are transformed to the frequency domain via
the FFT, multiplied, and then inverse-transformed back
to the time domain. Given the DFT size requirement,
however, this approach is not practical for arbitrarily
long signals; to avoid time-domain aliasing, a corre-
spondingly large FFT would be required. To enable
the practical DFT-based filtering of arbitrarily long sig-
nals, the input signal is windowed into short segments,
and the filtering operation is applied individually to
each segment. In the overlap-add approach, the win-
dow length and DFT size are selected such that (12.76)
holds for each segment. Then, each segment is individ-
ually filtered via spectral multiplication; each filtered
spectrum is subsequently inverse-transformed and the
time-domain outputs are combined via overlap-add with
a rectangular synthesis window of length K . An al-
ternative approach is the overlap-save method, where
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the size constraint is less restrictive than (12.76); some
time-domain aliasing is incurred, but corrupted output
samples are discarded. More details on filter implemen-
tation using FFTs are available in the literature [12.67].

The overlap-add filtering approach fits readily into
the modulated filter bank interpretation of the STFT
shown in Fig. 12.2; a linear filter can be realized by mul-
tiplication of the subband signals X[k, l] with the filter
spectrum F[k], and synthesis is carried out with a rect-
angular v[n] of length K . Similarly, such overlap-add
filtering can be employed in the parametric modeling
scheme of Fig. 12.12. The approximate spectrum X̂[k, l]
constructed from the sinusoidal parameters can be mul-
tiplied by F[k] to achieve exact filtering of the output
signal; this is not exact filtering of the input signal since
the parametrically modeled spectrum is an approxima-
tion. An alternate approach is to carry out the filtering
in the parametric domain by multiplying the sinusoidal
model component amplitudes by the value of the filter
spectrum at the corresponding frequencies; sinusoidal
synthesis is then carried out based on these scaled model
coefficients. This method yields approximate filtering
of the output signal with significantly less computation
than the former exact filtering [12.68].

Applications of linear filtering in speech process-
ing include equalization of communication channels,
noise suppression, and spatialization in binaural render-
ing, among many others such as speech enhancement,
which will be discussed briefly in the following section.

12.3.3 Enhancement

In signal processing, the term enhancement typically
refers to improving the signal-to-noise ratio or the intel-
ligibility of a speech signal. A review of this large field is
beyond the scope of this chapter, but it merits mention-
ing that many enhancement approaches involve adaptive
linear filtering. Others are based on suppression of spec-
tral components, either using noise estimates [12.69] or
operating on the assumption that small spectral values
correspond primarily to unwanted noise. This latter no-
tion of signal denoising by thresholding the coefficients
of the signal representation has been explored in detail in
the literature [12.70,71]; the idea is that large model co-
efficients capture the salient signal features while small
model coefficients are essentially more representative of
noise and should be discarded. Since a sinusoidal model
captures the key features of typical speech signals, this
notion suggests that sinusoidal modeling would prove
effective for enhancement of degraded speech since the
noise would not be captured in a compact sinusoidal rep-

resentation. In an enhancement experiment, however,
the sinusoidal model proved somewhat ineffective in
this regard, so further investigation of this concept is
needed [12.72].

12.3.4 Time-Scale Modification

In some scenarios, it is useful to change the duration
of a speech or audio signal without altering its general
character; interpolating the time-domain signal samples
is insufficient since a spectral shift (e.g., a pitch shift) is
incurred (if the same sampling rate is used). Techniques
for high-quality time-scale modification are thus of
interest; applications range from audio–video synchro-
nization to slowing down a signal for music instruction
or transcription or for improving the identifiability of the
signal content. A wide range of algorithms have been
proposed in the literature, including STFT magnitude
modification followed by phase estimation [12.34, 35],
sinusoidal modeling methods [12.41,43,65,73,74], and
analyzing the signal for time-domain regions, e.g., pitch
periods, which can be spliced out of the signal for
time-scale compression or repeated for time-scale ex-
pansion [12.19,75]; many other methods have also been
considered [12.31], but a full survey is beyond the scope
of this chapter.

In [12.19], the application of compact signal models
to signal modification is discussed at length. Fundamen-
tally, the idea is that signal modifications can be realized
by modifying the components of a model of the sig-
nal. The sinusoidal model is particularly amenable to
this approach because modifications of general interest
are easy to carry out on sinusoids. For the case of time
scaling, it is simple to increase or decrease the dura-
tion of a sinusoid – so if a signal is modeled as a sum
of sinusoids, it becomes relatively simple to carry out
time scaling on the entire signal. One caveat to note is
that in some time-scaling scenarios it is important to
preserve the rate of variation in the amplitude envelope
of the signal, i. e., the signal dynamics, but this can be
taken into account [12.74]. One sinusoidal approach de-
scribed in the literature involves segmenting the signal
into transient and sinusoidal regions; high-quality time
scaling is achieved by translating the transient segments
and then appropriately interpolating the sinusoidal pa-
rameters to shorten or lengthen the regions between
transients [12.41, 65].

Sinusoidal modeling has been applied successfully
to speech coding and postprocessing for packet-switched
networks [12.76]. In the event of a lost packet, it is
necessary for the decoder to construct the time-domain
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audio output without the coded data contained in the
missing packet, i. e., based only on the information in
the adjacent received packets. In a sinusoidal modeling
scheme, partials of the speech signal can be matched
and interpolated across these adjacent frames to create
a consistent time-domain replacement for the missing
data. This can be thought of as time scaling the adjacent
sinusoidal data to fill in the time-domain gap resulting
from the missing packet.

12.3.5 Pitch Modification

Changing the pitch of a speech signal is another modi-
fication of interest. This is often thought of as the dual
of time-scale modification; the goal is to shift the pitch
of the signal without changing the duration, whereas in
time-scaling the object is to change the duration without
altering the pitch.

Signals with a well-defined pitch have a periodic
or pseudoperiodic structure in the time domain; in the
frequency domain, such signals have spectral peaks at
or near integer multiples of a fundamental frequency.
One approach to pitch modification, then, is to move
the spectral peaks such that they are related by a new
fundamental frequency and thus result in a new per-
ceived pitch in the resynthesized signal. STFT-domain
methods based on such peak moving have been dis-
cussed in the literature, and methods for establishing
an appropriate phase for the shifted peaks have been
considered [12.35, 36].

Given its parameters, a sinusoidal signal model of
course enables modification of the signal’s pitch. Most
simply, pitch modification can be carried out by scaling
the frequencies prior to synthesis. For voice applica-
tions, however, this results in unnatural reconstructed
speech. Natural pitch transposition can be achieved by
interpreting the sinusoidal parametrization as a source-
filter model and carrying out formant-corrected pitch
shifting as described below.

The sinusoidal model parametrization of a signal in-
herently includes a description of the signal’s spectral
envelope, which can be interpreted as a time-varying fil-
ter in a source-filter model in which the source is a sum
of unweighted sinusoids. In voice applications, the filter
corresponds to the vocal tract and the source represents
the glottal excitation. Using this analogy, modifications
can incorporate the physical underpinning that a pitch
shift in speech is produced primarily by a change in
the rate of glottal vibration and not by a change in the
vocal tract shape or its resonances. To achieve natural
pitch shifting of speech or the singing voice using the

sinusoidal model, then, the spectral envelope must be
preserved in the modification stage so as to preserve the
formant structure of the vocal tract. Pitch modification
is thus carried out by scaling the frequency parameters
of the excitation sinusoids and then deriving new ampli-
tudes for these pitch-scaled sinusoids by sampling the
spectral envelope at the new frequencies, using interpo-
lation of the envelope for frequencies that do not fall on
the spectral bins. Such formant correction can be used in
STFT-based peak-moving schemes to similarly improve
the naturalness of the modification.

12.3.6 Cross-Synthesis
and Other Modifications

A considerable array of signal manipulations beyond
time-scale and pitch modification are enabled by STFT
and sinusoidal representations [12.19,35]. Many of these
are beyond the scope of this section, but some deserve
brief mention for speech processing applications. For in-
stance, the source-filter interpretation of the sinusoidal
model is useful for a variety of spectral manipulations.
In general, any sort of time-varying filtering can be car-
ried out by modifying the amplitudes in the sinusoidal
model representation. For instance, the formants in the
spectral envelope can be adjusted to yield gender mod-
ifications; by moving the formants down in frequency,
a female voice can be transformed into a male voice, and
vice versa. Also, the amplitude ratios of odd and even
harmonics in a pitched signal can be adjusted to achieve
interesting signal changes.

So far the modifications we have discussed are oper-
ations carried out a single original signal; cross-synthesis
refers to methods in which a new signal is created via the
interactions of two or more original signals. An example
of cross-synthesis is a source-filter model combination
created by using the source from one signal’s model
and the filter from another signal’s model, for instance
exciting the vocal-tract filter estimated from a male
voice by the glottal source estimated from a female
voice. Such cross-synthesis is useful for voice persona
modification.

The sinusoidal model enables compelling cross-
synthesis modifications since the parameters directly
describe perceptually important signal qualities such as
the pitch as well as the shape and evolution of the spectral
envelope. One immediate example of a modification is
interpolation between the sinusoidal parameters of two
sounds; this yields a hybrid signal perceived as a coher-
ent merger of the two original sounds, and not simply
a cross-fade or averaging. This type of modification
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has received considerable attention for image morph-
ing, which is carried out by parameterizing the salient
features of an original image and a target image (such as
edges or prominent regions) and creating a map between
these parameterized features that can be traversed to con-
struct a morphed intermediate image [12.77]. A related
idea has been applied in the STFT domain for morphing
between different audio signals [12.78].

12.3.7 Audio Coding
with Decode-Side Modification

As described in Sect. 12.1.8, the STFT is ill-suited
for audio coding since the subband data must be
oversampled to achieve perfect reconstruction with an
overlapping synthesis window. There is a data increase
in the STFT-domain representation, which counter-
acts the key goal of signal compression. However, in
the event that modification of the coded audio sig-
nal is required or desired at the decoder, it may be
worthwhile to sacrifice the data rate for the added
post-processing flexibility that an STFT representation
provides over standard transform-coding representa-
tions such as the modified discrete cosine transform
(MDCT). In [12.68], it is shown that using a signal
representation amenable to modification can provide
a significant reduction in the computational com-
plexity of the decoder, especially for multichannel
signals.

As for the sinusoidal model, using an efficient and
flexible parametric representation for signal coding pro-
vides both a substantial data-rate improvement over the
STFT as well as a further reduction in the decoder
complexity since modifications can be carried out ef-
ficiently on the compact signal parameters. This benefit
is one of the motivating factors for using sinusoidal mod-
els for low-rate coding of speech and audio signals.
At very low data rates, where perceptually transpar-
ent coding of audio signals is not currently achievable,
parametric coders using sinusoidal models can outper-
form subband/transform coders and have become part
of modern audio compression standards [12.56, 79].
At higher rates, subband/transform coders are currently
more effective than state-of-the-art parametric methods
for near-transparent coding, although the malleability
of a sinusoidal model provides an incentive for accept-
ing a data-rate penalty [12.68, 80]; as signal modeling
algorithms improve and parametric coding methods ap-
proach the maturity of transform coders, it can be
expected that this data-rate penalty will become min-
imal or even negligible [12.41,55,57,60,64,81]. As for
pure speech coding, the situation is similar: low-rate si-
nusoidal coders have been proven effective, but not quite
as effective as linear predictive coders [12.58, 82, 83].
However, the increased flexibility of the sinusoidal rep-
resentation for desirable post-processing of the output
signal is a strong incentive for adopting a sinusoidal
coder in some scenarios.
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Adaptive Blin13. Adaptive Blind Multichannel Identification

Y. Huang, J. Benesty, J. Chen

Blind multichannel identification was first intro-
duced in the mid 1970s and initially studied in
the communication society with the intention of
designing more-efficient communication systems
by avoiding a training phase. Recently this idea
has become increasingly interesting for acous-
tics and speech processing research, driven by
the fact that in most acoustic applications for
speech processing and communication very lit-
tle or nothing is known about the source signals.
Since human ears have an extremely wide dynamic
range and are much more sensitive to weak tails
of the acoustic impulse responses, these impulse
responses need to be modeled using fairly long
filters. Attempting to identify such a multichan-
nel system blindly with a batch method involves
intensive computational complexity. This is not
just bad system design, but technically rather
implausible, particularly for real-time systems.
Therefore, adaptive blind multichannel identifi-
cation algorithms are favorable and pragmatically
useful. This chapter describes some fundamen-
tal issues in blind multichannel identification and
reviews a number of state-of-the-art adaptive
algorithms.
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13.1 Overview

The need for identifying an acoustic multichannel
system arises in a variety of speech processing and
communication applications. While in some cases
a reference source signal is known (acoustic echo
cancelation is a typical example), for the majority
of the applications (e.g., speech dereverberation, time
delay estimation for source localization, source sepa-
ration, speech enhancement, etc.) a priori knowledge
of the source speech signal is either inaccessible
or very expensive to acquire. This makes blind
multichannel identification methods necessary and
desirable.

The innovative idea of blind system identification
was first proposed by Sato in [13.1]. Early studies of

blind channel identification and equalization focused
primarily on methods based on higher (than second)-
order statistics (HOS) [13.2–4] (see [13.5] for a tutorial
on this class of approaches). Because HOS cannot be ac-
curately computed from a small number of observations,
slow convergence is the critical drawback of all existing
HOS methods. In addition, a cost function based on the
HOS is barely convex and an HOS algorithm can be eas-
ily misled to a local minimum by corrupting noise in the
observations. After it was recognized that the problem
can be solved in the light of only second-order statistics
(SOS) of system outputs [13.6], the focus of the blind
multichannel identification research has shifted to SOS
methods.
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Using SOS to blindly identify a linear system re-
quires that the number of outputs would be greater
than the number of inputs. Therefore, only single-input
multiple-output (SIMO) and multiple-input multiple-
output (MIMO) acoustic systems are of interest in this
problem. Blind MIMO identification, as of today, is still
an open research problem and, in this handbook, only
reviews of supposedly well-understood techniques are
included. As a result, the focus will be on acoustic SIMO
systems.

There is already a large literature on SOS-
based blind SIMO identification algorithms with
numerous variants. Celebrated work includes the
cross-relation (CR) algorithm [13.7–10], the sub-
space algorithm [13.11], the linear prediction-based
subspace algorithm [13.12], and the two-step maximum-
likelihood algorithm [13.13], (see [13.14] for a more-
comprehensive survey and a more-systematic clas-
sification of SOS-based blind SIMO identification
algorithms). These batch methods can accurately esti-
mate an identifiable acoustic SIMO system using a finite
number of samples when additive noise in the system
outputs is weak. However, they are in general computa-
tionally intensive and it was believed that they would be
difficult to implement in an adaptive mode [13.14]. For

blind multichannel identification to be practically use-
ful in real-time speech applications, it is imperative to
have some algorithms that are computationally simple
and can be adaptively implemented. In this chapter, we
will present a review of the state of the art of adaptive
blind SIMO identification algorithms.

This Chapter is organized as follows. Section 13.2
describes the SIMO model used in this review and
formulates the problem of blind multichannel identifica-
tion. Section 13.3 presents the sufficient and necessary
conditions for an acoustic SIMO to be blindly iden-
tifiable using only SOS and explains the principle of
SOS-based blind SIMO identification techniques. In
Sect. 13.4, the time-domain unit-norm constrained mul-
tichannel LMS (least mean square) (MCLMS) and
Newton algorithms are developed. In Sect. 13.5, an opti-
mal step size is deduced for the unconstrained MCLMS
algorithm, which leads to the variable-step-size un-
constrained MCLMS algorithm. Section 13.6 discusses
the frequency-domain blind multichannel identification
algorithms. Section 13.7 explores how to take advan-
tage of spareness in acoustic impulse responses for
faster convergence in blind multichannel identifica-
tion methods. Finally, we provide a brief summary in
Sect. 13.8.

13.2 Signal Model and Problem Formulation

This chapter considers an acoustic SIMO system in
which there is one speech source and N microphones,
as illustrated in Fig. 13.1. The n-th microphone output
is expressed as:

xn(k)= hn ∗ s(k)+bn(k), n=1, 2, · · · , N , (13.1)
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Fig. 13.1 Illustration of an acoustic SIMO system

where hn is the channel impulse response from the
source to the n-th microphone, the symbol ∗ denotes
the linear convolution operator, s(k) is the source sig-
nal at time k, and bn(k) is the additive noise at the n-th
microphone output. The channel impulse responses are
delineated with finite impulse response (FIR) filters. The
additive noise components in different channels are as-
sumed to be uncorrelated with the source signal even
though they might be mutually dependent.

In vector/matrix form, the SIMO signal model (13.1)
is written as:

xn(k)= Hn · s(k)+bn(k), n=1, 2, · · · , N , (13.2)

where

xn(k)= [xn(k) xn(k−1) · · · xn(k− L+1)]T ,

Hn =

⎛
⎜⎜⎝

hn,0 · · · hn,L−1 0 · · · 0
0 hn,0 · · · hn,L−1 · · · 0
.
.
.

. . .
. . .

. . .
. . .

.

.

.

0 · · · 0 hn,0 · · · hn,L−1

⎞
⎟⎟⎠

L×(2L−1)

,
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s(k)= [s(k) s(k−1)
· · · s(k− L+1) · · · s(k−2L+2)]T ,

bn(k)= [bn(k) bn(k−1) · · · bn(k− L+1)]T ,
[·]T denotes the transpose of a matrix or a vector, and L
is the length of the longest channel impulse response in
such a SIMO system.

Therefore, mathematically speaking, the blind multi-
channel identification problem is to estimate the channel
impulse responses

hn = [hn,0 hn,1 · · · hn,L−1]T, n = 1, 2, · · · , N ,

from the observation xn(k) without knowledge of the
source signal s(k).

13.3 Identifiability and Principle

An acoustic SIMO system is not always blindly identifi-
able using only the second-order statistics (SOS) of the
microphone outputs. A multichannel FIR system can be
blindly identified primarily because of the channel di-
versity. As an extreme counterexample, if all channels
of a SIMO system are identical, the system reduces to
a single-input single-output (SISO) system, which one
can easily tell is blindly unidentifiable using only SOS.
In addition, the source signal needs to have sufficient
modes to make the channels fully excited. According
to [13.10], two inductive conditions (one on the channel
diversity and the other on the input signals) are necessary
and sufficient to ensure blind SIMO identifiability, and
are shared by all SOS-based blind SIMO identification
methods:

1. The polynomials formed from hn (n = 1, 2, · · · , N)
are co-prime, i. e., the corresponding channel trans-
fer functions Hn(z)=∑L−1

l=0 hn,l z−l do not share any
common zeros;

2. The autocorrelation matrix of the input signal
Rss = E{s(k)sT(k)}, where E{·} denotes mathemat-
ical expectation, is of full rank (such that the SIMO
system can be fully excited).

In the rest of this chapter, these two conditions are
assumed to hold so that we will be dealing with a blindly
identifiable FIR SIMO system.

The easiest way to show how a SIMO system can
be blindly identified probably is to use the cross-relation
method. From (13.1), we derive the fact that, in the
absence of noise,

xi ∗h j = s ∗hi ∗h j = x j ∗hi ,

i, j = 1, 2, · · · , N, i = j . (13.3)

At time k, we then have

xT
i (k)h j = xT

j (k)hi , i, j = 1, 2, · · · , N, i = j .
(13.4)

Multiplying (13.4) by xi (k) from the left side and taking
expectation yields,

Rxi xi h j = Rxi x j hi , i, j = 1, 2, · · · , N, i = j ,
(13.5)

where

Rxi x j = E
{

xi (k)xT
j (k)

}
.

Formula (13.5) consists of N(N−1) distinct equations.
By summing up the N−1 cross-relations associated
with one particular channel h j , we obtain

N∑
i=1,i = j

Rxi xi h j =
N∑

i=1,i = j

Rxi x j hi ,

j = 1, 2, · · · , N . (13.6)

Over all channels, we then have a total of N equations.
In matrix form, this set of equations is written:

Rx+h= 0 , (13.7)

where

Rx+

=

⎛
⎜⎜⎜⎜⎝

∑
n =1 Rxn xn −Rx2x1 · · · −RxN x1

−Rx1x2

∑
n =2 Rxn xn · · · −RxN x2

...
...

. . .
...

−Rx1xN −Rx2xN · · · ∑n =N Rxn xn

⎞
⎟⎟⎟⎟⎠ ,

h= [
hT

1 hT
2 · · · hT

N

]T
.

If the SIMO system is blindly identifiable, the matrix
Rx+ is rank deficient by 1 (in the absence of noise)
and the channel impulse responses h can be uniquely
determined up to a scale.

When additive noise is present, the right-hand side of
(13.7) is no longer zero and an error vector is produced:

e= Rx+h . (13.8)

This error can be used to define a cost function

J = ‖e‖2 = eTe . (13.9)
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We can then determine a vector ĥ as the solution
by minimizing this cost function in the least-squares
sense:

ĥ= arg min
h

J = arg min
h

hT RT
x+Rx+h . (13.10)

In this case, Rx+ is positive definite rather than posi-
tive semidefinite and the desired estimate ĥ would be
the eigenvector of Rx+ corresponding to its smallest
eigenvalue (here we assume that the noise is white, in-

coherent or uncorrelated, and weaker than the source
signal).

Note that the estimated channel impulse response
vector is aligned to the true one, but up to a nonzero
scale. This inherent scale ambiguity is usually harmless
in most, if not all, of acoustic signal processing applica-
tions. But in the development of an adaptive algorithm,
attention needs to be paid to prevent convergence to
a trivial all-zero estimate. This will become clearer after
the reader finishes reading this chapter.

13.4 Constrained Time-Domain Multichannel LMS
and Newton Algorithms

In this section, we intend to develop two time-domain
adaptive algorithms for blind SIMO identification,
namely the multichannel LMS (MCLMS) and multi-
channel Newton (MCN) algorithms [13.15].

13.4.1 Unit-Norm Constrained Multichannel
LMS Algorithm

To begin, we use the cross-relations between the i-th
and j-th outputs given by (13.4). When noise is present
and/or the estimate of channel impulse responses de-
viates from the true value, an a priori error signal is
produced:

eij (k+1)= xT
i (k+1)ĥ j (k)− xT

j (k+1)ĥi (k) ,

i, j = 1, 2, · · · , N , (13.11)

where ĥi(k) is the model filter for the i-th channel at
time k. Assuming that these error signals are equally
important, we now define a cost function as follows:

χ(k+1)=
N−1∑
i=1

N∑
j=i+1

e2
ij (k+1) , (13.12)

where we exclude the cases of eii (k) = 0 (i =
1, 2, · · · , N) and count the eij (k)=−eij (k) pair only
once.

In order to avoid a trivial estimate with all zero el-
ements, a constraint should be imposed on the model
filters ĥ(k). Two constraints were proposed. One is the
easily understood unit-norm constraint, i. e., ‖ĥ(k)‖ = 1.
The other is the component-normalization constraint,
i. e., cTĥ(k)= 1, where c is a constant vector. As an
example, if we know that one coefficient, say hn,l
(n = 1, 2, · · · , N , l = 0, 1, · · · , L−1), is equal to α,
which is not zero, then we may properly specify c=
[0, · · · , 1/α, · · · , 0]T with 1/α being the (nL+ l)-th el-
ement of c. Even though the component-normalization

constraint can be more robust to noise than the unit-
norm constraint [13.16], knowledge of the location of
the constrained component hn,l and its value α may not
be available in practice. So the unit-norm constraint was
more widely used and will be employed in this chapter.

With the unit-norm constraint enforced on ĥ(k), the
normalized error signal is obtained:

εij (k+1)= eij (k+1)/‖ĥ(k)‖ . (13.13)

Accordingly, the cost function is formulated as:

J(k+1)=
N−1∑
i=1

N∑
j=i+1

ε2
ij (k+1)= χ(k+1)

‖ĥ(k)‖2
. (13.14)

The update equation of the unit-norm-constrained
MCLMS algorithm is then given by

ĥ(k+1)= ĥ(k)−μ∇ J(k+1) , (13.15)

where μ is a small positive step size and ∇ J(k+1)
denotes the gradient of J(k+1) with respect to ĥ(k).
The gradient is determined as follows:

∇ J(k+1)= ∂J(k+1)

∂ĥ(k)
= ∂

∂ĥ(k)

(
χ(k+1)

‖ĥ(k)‖2

)

= ∂

∂ĥ(k)

(
χ(k+1)

ĥT(k)ĥ(k)

)

= 1

‖ĥ(k)‖2

×

(
∂χ(k+1)

∂ĥ(k)
−2J(k+1)ĥ(k)

)
,

(13.16)

where
∂χ(k+1)

∂ĥ(k)
=
[(

∂χ(k+1)

∂ĥ1(k)

)T (
∂χ(k+1)

∂ĥ2(k)

)T

· · ·
(
∂χ(k+1)

∂ĥN (k)

)T
]T

.
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Let us now evaluate the partial derivative ofχ(k+1) with
respect to the coefficients of the n-th (n = 1, 2, · · · , N)
channel impulse response:

∂χ(k+1)

∂ĥn(k)
= ∂

[∑N−1
i=1

∑N
j=i+1 e2

ij (k+1)
]

∂ĥn(k)

=
n−1∑
i=1

2ein(k+1)xi (k+1)

+
N∑

j=n+1

2en j (k+1)[−x j (k+1)]

=
n−1∑
i=1

2ein(k+1)xi (k+1)

+
N∑

j=n+1

2e jn(k+1)x j (k+1)

=
N∑

i=1

2ein(k+1)xi (k+1) , (13.17)

where the last step follows from the fact that enn(k+
1)= 0. We may express this equation concisely in matrix
form as

∂χ(k+1)

∂ĥn(k)
= 2X(k+1)en(k+1)

= 2X(k+1)[Cn(k+1)

−Dn(k+1)]ĥ(k) , (13.18)

where we have defined, for convenience,

X(k+1)= (x1(k+1) x2(k+1)

· · · xN (k+1))L×N ,

en(k+1)= [e1n(k+1) e2n(k+1)

· · · eNn(k+1)]T

=

⎛
⎜⎜⎜⎜⎝

xT
1 (k+1)ĥn(k)− xT

n (k+1)ĥ1(k)

xT
2 (k+1)ĥn(k)− xT

n (k+1)ĥ2(k)
...

xT
N (k+1)ĥn(k)− xT

n (k+1)ĥN (k)

⎞
⎟⎟⎟⎟⎠

= [Cn(k+1)−Dn(k+1)]ĥ(k) ,

and

Cn(k+1)=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 · · · 0 xT
1 (k+1) 0 · · · 0

0 · · · 0 xT
2 (k+1) 0 · · · 0

... · · · ... ...
... · · · ...

0 · · · 0 xT
N (k+1) 0 · · · 0︸︷︷︸

(n−1)L
︸︷︷︸

(N−n)L

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

N×NL

= (
0N×(n−1)L XT(k+1) 0N×(N−n)L

)
,

Dn(k+1)=

⎛
⎜⎜⎝

xT
n (k+1) 0 · · · 0

0 xT
n (k+1) · · · 0

.

.

.
.
.
.

. . .
.
.
.

0 0 · · · xT
n (k+1)

⎞
⎟⎟⎠

N×NL

.

Continuing, we evaluate the two matrix products in
(13.18) individually as follows:

X(k+1)Cn(k+1)

= X(k+1)

· (0N×(n−1)L XT(k+1) 0N×(N−n)L

)
N×NL

=
(

0L×(n−1)L

N∑
i=1

R̃xi xi (k+1)

0L×(N−n)L

)
L×NL

, (13.19)

X(k+1)Dn(k+1)

= (R̃x1xn (k+1) R̃x2xn (k+1)

· · · R̃xN xn (k+1))L×NL , (13.20)

where

R̃xi x j (k+1)= xi (k+1)xT
j (k+1) ,

i, j = 1, 2, · · · , N.

Here we put a tilde on R̃xi x j to distinguish this in-
stantaneous value from its mathematical expectation
Rxi x j .

Next, substituting (13.19) and (13.20) into (13.18)
yields

∂χ(k+1)

∂ĥn(k)
= 2

(
−R̃x1xn (k+1)

· · · ∑i =n R̃xi xi (k+1)

· · · −R̃xN xn (k+1)
)

ĥ(k) . (13.21)
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Therefore, we incorporate (13.21) into (13.16) and ob-
tain

∂χ(k+1)

∂ĥ(k)
= 2R̃x+(k+1)ĥ(k) , (13.22)

∇ J(k+1)= 1

‖ĥ(k)‖2

· [2R̃x+(k+1)ĥ(k)−2J(k+1)ĥ(k)] ,
(13.23)

where

R̃x+(k)=

⎛
⎜⎜⎜⎜⎝

∑
n =1 R̃xn xn (k) −R̃x2x1 (k)

−R̃x1x2 (k)
∑

n =2 R̃xn xn (k)
...

...

−R̃x1xN (k) −R̃x2xN (k)

· · · −R̃xN x1 (k)

· · · −R̃xN x2 (k)
. . .

...

· · · ∑n =N R̃xn xn (k)

⎞
⎟⎟⎟⎟⎠ .

Finally, we substitute (13.23) into (13.15) and deduce the
update equation of the unit-norm-constrained MCLMS
algorithm:

ĥ(k+1)= ĥ(k)− 2μ

‖ĥ(k)‖2

[R̃x+(k+1)ĥ(k)− J(k+1)ĥ(k)] . (13.24)

Table 13.1 The unit-norm-constrained multichannel LMS adaptive algorithm for the blind identification of an SIMO FIR
system

Parameters: ĥ= [
ĥ

T
1 ĥ

T
2 · · · ĥ

T
N

]T
, model filter

μ> 0 , step size

Initialization: ĥn(0)= [1 0 · · · 0]T , n = 1, 2, · · · , N

ĥ(0)= ĥ(0)/
√

N (normalization)

Computation: For k = 0, 1, 2, · · · , compute

(a) eij (k+1)= xT
i (k+1)ĥ j (k)− xT

j (k+1)ĥi (k)

i, j = 1, 2, · · · , N

(b) χ(k+1)=
N−1∑
i=1

N∑
j=i+1

e2
ij (k+1)

(c) Construct the matrix R̃x+(k+1) following Sect. 13.4.2

(d) ĥ(k+1)= ĥ(k)−2μ[R̃x+(k+1)ĥ(k)−χ(k+1)ĥ(k)]∥∥∥ĥ(k)−2μ[R̃x+(k+1)ĥ(k)−χ(k+1)ĥ(k)]
∥∥∥

If the channel estimate is always normalized after
each update, then we have the simplified, unit-norm-
constrained MCLMS algorithm [13.15]:

ĥ(k+1)= {ĥ(k)−2μ[R̃x+(k+1)ĥ(k)

−χ(k+1)ĥ(k)]}/{||ĥ(k)−2μ[R̃x+(k+1)ĥ(k)

−χ(k+1)ĥ(k)]||} . (13.25)

The time-domain, unit-norm-constrained MCLMS
adaptive algorithm is summarized in Table 13.1.

Now we would like to comment briefly on the
convergence of the unit-norm-constrained MCLMS
algorithm. Assuming that the independence assump-
tion [13.17] holds, it can be easily shown that the
unit-norm-constrained MCLMS algorithm converges in
the mean if the step size satisfies

0<μ<
1

λmax
, (13.26)

where λmax is the largest eigenvalue of the matrix
E{R̃x+(k)− J(k)INL×NL } and INL×NL is the identity
matrix of size NL by NL . After convergence, taking
the expectation of (13.24) produces

Rx+
ĥ(∞)

‖ĥ(∞)‖ = E{J(∞)} ĥ(∞)

‖ĥ(∞)‖ , (13.27)

which is the desired result: ĥ converges in the mean to
the eigenvector of Rx+ corresponding to the smallest
eigenvalue E{J(∞)}.
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13.4.2 Unit-Norm Constrained Multichannel
Newton Algorithm

It has been proved that the unit-norm-constrained
MCLMS algorithm developed above can converge in
the mean to the desired channel impulse responses.
However, one of the difficulties in the design and im-
plementation of the adaptive multichannel LMS filters
is the selection of the step size μ. To select the step size
μ in an LMS algorithm, there is a trade-off, as pointed
out in many studies, between the rate of convergence,
the amount of excess mean-square error, and the ability
of the algorithm to track the system as its impulse re-
sponses change. In order to achieve a good balance of the
three competing design objectives, we present here the
unit-norm-constrained multichannel Newton algorithm
(see [13.18] for the Newton method) with a variable step
size during adaptation:

ĥ(k+1)= ĥ(k)− E−1{∇2 J(k+1)}∇ J(k+1) ,
(13.28)

where∇2 J(k+1) is the Hessian matrix of J(k+1) with
respect to ĥ(k). Taking derivative of (13.23) with respect

Table 13.2 The unit-norm-constrained multichannel Newton adaptive algorithm for the blind identification of an SIMO
FIR system

Parameters: ĥ= [
ĥ

T
1 ĥ

T
2 · · · ĥ

T
N

]T
, model filter

0 < ρ < 1 , step size

0 < λ < 1 , forgetting factor

Initialization: ĥn(0)= [1 0 · · · 0]T , n = 1, 2, · · · , N

ĥ(0)= ĥ(0)/
√

N (normalization)

Computation: For k = 0, 1, 2, · · · , compute

(a) eij (k+1)= xT
i (k+1)ĥ j (k)− xT

j (k+1)ĥi (k) , i, j = 1, 2, · · · , N

(b) χ(k+1)=
N−1∑
i=1

N∑
j=i+1

e2
ij (k+1)

(c) Construct the matrix R̃x+(k+1) following Sect. 13.4.2

(d) R̂x+(k+1)=

⎧⎪⎨
⎪⎩

diag
{
σ2

x1
, · · · , σ2

x1
, · · · , σ2

xN
, · · · , σ2

xN

}
, k = 0

λR̂x+(k)+ R̃x+(k+1) , k ≥ 1

(e) V(k+1)= 2R̂x+(k+1)−4ĥ(k)ĥ(k)TR̂x+(k+1)

−4R̂x+(k+1)ĥ(k)ĥ(k)T

(f) ĥ(k+1)= ĥ(k)−2ρV−1(k+1)[R̃x+(k+1)ĥ(k)−χ(k+1)ĥ(k)]∥∥∥ĥ(k)−2ρV−1(k+1)[R̃x+(k+1)ĥ(k)−χ(k+1)ĥ(k)]
∥∥∥

to ĥ(k) and using the formula

∂

∂ĥ(k)
[J(k+1)ĥ(k)]

= ĥ(k)

[
∂J(k+1)

∂ĥ(k)

]T

+ J(k+1)INL×NL

= ĥ(k)[∇ J(k+1)]T+ J(k+1)INL×NL , (13.29)

we obtain

∇2 J(k+1)

= 2R̃x+(k+1)

‖ĥ(k)‖2

− 2
[
ĥ(k)∇ J(k+1))T+ J(k+1)INL×NL

]
‖ĥ(k)‖2

− 4[R̃x+(k+1)ĥ(k)− J(k+1)ĥ(k)]ĥT(k)

‖ĥ(k)‖4
.

(13.30)
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With the unit-norm constraint ‖ĥ(k)‖ = 1, (13.30) can
be simplified as follows:

∇2 J(k+1)= 2{R̃x+(k+1)− ĥ(k)[∇ J(k+1)]T
− J(k+1)INL×NL }
−4[R̃x+(k+1)ĥ(k)

− J(k+1)ĥ(k)]ĥT(k) . (13.31)

Taking the mathematical expectation of (13.31) and
invoking the independence assumption [13.17] produces

E{∇2 J(k+1)} = 2Rx+−4ĥ(k)ĥT(k)Rx+
−4Rx+ĥ(k)ĥT(k)

−2E{J(k+1)}
· [INL×NL −4ĥ(k)ĥT(k)] . (13.32)

In practice, Rx+ and E{J(k+1)} are not known such
that we have to estimate their values. Since J(k+1) de-
creases as adaptation proceeds and is relatively small,
particularly after convergence, we can neglect the term
E{J(k+1)} in (13.32) for simplicity and with appropri-
ate accuracy, as suggested by simulations. The matrix
Rx+ is estimated recursively in a conventional way as
follows:

R̂x+(1)= diag{σ2
x1
, · · · , σ2

x1
, σ2

x2
, · · · , σ2

x2
,

· · · , σ2
xN
, · · · , σ2

xN
} ,

R̂x+(k+1)= λR̂x+(k)+ R̃x+(k+1) ,

for k ≥ 1 , (13.33)

where σ2
xn

(n = 1, 2, · · · , N) is the power of xn(k) and
λ (0 < λ < 1) is an exponential forgetting factor.

By using these approximations, we finally obtain
an estimate V(k+1) for the mean Hessian matrix of
J(k+1)

V(k+1)= 2R̂x+(k+1)−4ĥ(k)ĥT(k)R̂x+(k+1)

−4R̂x+(k+1)ĥ(k)ĥT(k) , (13.34)

and hence deduce the unit-norm-constrained multichan-
nel Newton algorithm [13.15]:

ĥ(k+1)= {ĥ(k)−2ρV−1(k+1)[R̃x+(k+1)ĥ(k)

−χ(k+1)ĥ(k)]}/{||ĥ(k)−2ρV−1(k+1)[R̃x+(k+1)ĥ(k)

−χ(k+1)ĥ(k)]||} , (13.35)

where ρ is a new step size, close to but less than 1. The
unit-norm-constrained MCN algorithm for blind SIMO
identification is summarized in Table 13.2.

13.5 Unconstrained Multichannel LMS Algorithm
with Optimal Step-Size Control

As explained in the previous sections, the constrained
MCLMS algorithm converges slowly while the con-
strained MCN algorithm is computationally intensive.
To improve performance, we can either find a way to
accelerate the constrained MCLMS algorithm or reduce
the complexity of the constrained MCN algorithm. We
will develop algorithms along the former direction in
this section and continue exploring this problem along
the latter direction in the next section.

To accelerate the MCLMS algorithm, developing
a scheme to determine the optimal step size during
adaption is desirable and effective. We begin this en-
deavor with re-examining the update equation (13.15)
or equivalently (13.24) of the unit-norm constrained
MCLMS algorithm. As the adaptive algorithm proceeds,
the cost function J(k+1) diminishes and its gradient
with respect to ĥ(k) can be approximated as

∇ J(k+1)≈ 2R̃x+(k+1)ĥ(k)

‖ĥ(k)‖2
. (13.36)

At this point, removing the unit-norm constraint leads
to a simplified, unconstrained MCLMS adaptive algo-
rithm:

ĥ(k+1)= ĥ(k)−2μR̃x+(k+1)ĥ(k) , (13.37)

which is theoretically equivalent to the adaptive algo-
rithm proposed in [13.19] although the cost functions
are defined in different ways in these two adaptive blind
SIMO identification algorithms.

With such a simplified adaptive algorithm, the pri-
mary concern is whether it will converge to the trivial
all-zero estimate. Fortunately this will not happen as
long as the initial estimate ĥ(0) is not orthogonal to
the true channel impulse response vector h, as shown
in [13.19]. This can easily be demonstrated by premul-
tiplying (13.37) with hT:

hTĥ(k+1)= hTĥ(k)−2μhT R̃x+(k+1)ĥ(k) .
(13.38)
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Table 13.3 The variable-step-size unconstrained multichannel LMS adaptive algorithm for the blind identification of an
SIMO FIR system

Parameters: ĥ= [
ĥ

T
1 ĥ

T
2 · · · ĥ

T
N

]T
, model filter

Initialization: ĥn(0)= [1 1 · · · 1]T , n = 1, 2, · · · , N

Computation: For k = 0, 1, 2, · · · , compute

(a) eij (k+1)= xT
i (k+1)ĥ j (k)− xT

j (k+1)ĥi (k) , i, j = 1, 2, · · · , N

(b) χ(k+1)=
N−1∑
i=1

N∑
j=i+1

e2
ij (k+1)

(c) Construct the matrix R̃x+(k+1) following Sect. 13.4.2

(d) ∇ J(k+1)≈ 2R̃x+(k+1)ĥ(k)

‖ĥ(k)‖2

(e) μopt(k+1)= ĥ
T

(k)∇ J(k+1)

‖∇ J(k+1)‖2

(f) ĥ(k+1)= ĥ(k)−μopt(k+1)∇ J(k+1)

Using the cross relation (13.4), we know that, in the
absence of noise,

hT R̃x+(k+1)= 0T . (13.39)

This implies that the gradient ∇ J(k+1) is orthogonal
to h at any time k. As a result, (13.38) turns out to be

hTĥ(k+1)= hTĥ(k) . (13.40)

This indicates that hTĥ(k) is time invariant for the uncon-
strained MCLMS algorithm. Provided that hTĥ(0) = 0,
ĥ(k) will not converge to zero.

Now we should feel comfortable to work on this
unconstrained MCLMS algorithm and search for an op-
timal step size. Let us decompose the model filter ĥ(k)
as follows:

ĥ(k)= ĥ⊥(k)+ ĥ‖(k) , (13.41)

where ĥ⊥(k) and ĥ‖(k) are perpendicular and parallel to
h, respectively. Since the gradient ∇ J(k+1) is orthog-
onal to h and h is parallel to h‖(k), obviously ∇ J(k+1)
is orthogonal to h‖(k) as well. Therefore, the update
equation (13.37) of the unconstrained MCLMS algo-
rithm can be decomposed into the following two separate
equations:

ĥ⊥(k+1)= ĥ⊥(k)−μ∇ J(k+1) , (13.42)

ĥ‖(k+1)= ĥ‖(k) . (13.43)

From (13.42) and (13.43), it is clear that the uncon-
strained MCLMS algorithm adapts the model filter only
in the direction perpendicular to h. The component ĥ‖(k)
is not altered in the process of adaptation.

,
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Fig. 13.2 Illustration of the optimal step size μopt(k+1)
for the unconstrained MCLMS blind SIMO identification
algorithm in a three-dimensional space

As far as a general system identification algorithm
is concerned, the most important performance measure
should apparently be the difference between the true
channel impulse response and the estimate. Using a blind
multichannel identification method, the channel impulse
responses of a SIMO FIR system can be estimated up to
a scale. Therefore, the misalignment of an estimate ĥ(k)
with respect to the true channel impulse response vector
h would be:

d(k)=min
α

∥∥∥h−αĥ(k)
∥∥∥2

, (13.44)

where α is an arbitrary scale. Substituting (13.41) into
(13.44) and finding the minimum yields

d(k)=min
α
[‖ĥ(k)‖2α2−2‖ĥ‖(k)‖‖h‖α+‖h‖2]

= ‖h‖2

1+ (‖ĥ‖(k)‖/‖ĥ⊥(k)‖)2
. (13.45)
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268 Part B Signal Processing for Speech

Clearly the ratio of ‖ĥ‖(k)‖ over ‖ĥ⊥(k)‖ reflects how
close the estimate is to the desired solution. With this
feature in mind, the optimal step size μopt(k+1) for the
unconstrained MCLMS algorithm at time k+1 would be
the one that makes ĥ⊥(k+1) have a minimum norm, i. e.,

μopt(n+1)= arg min
μ
‖ĥ⊥(k+1)‖

= arg min
μ
‖ĥ⊥(k)−μ∇ J(k+1)‖ .

(13.46)

In order to minimize the norm of ĥ(n+1)= ĥ(k)
−μ(k+1)∇ J(k+1), as illustrated in Fig. 13.2,μ(k+1)

should be chosen such that ĥ(k+1) is orthogonal to
∇ J(k+1). Therefore, we project ĥ(k) onto ∇ J(k+1)
and obtain the optimal step size:

μopt(k+1)= ĥT(k)∇ J(k+1)

‖∇ J(k+1)‖2 . (13.47)

Finally, this new adaptive algorithm with the opti-
mal step size is referred to as the variable-step-size
unconstrained MCLMS (VSS-UMCLMS) [13.20] for
blind SIMO identification and is summarized in
Table 13.3.

13.6 Frequency-Domain Blind Multichannel Identification Algorithms

In this section, we study the problem of adaptive blind
SIMO identification in the frequency domain. Time–
frequency analysis utilizing the fast Fourier transform
(FFT) is an important mathematical tool in signal pro-
cessing. Since its introduction by Dentino et al. [13.21],
adaptive filtering in the frequency domain has attracted
a great deal of research interest and has recently become
an essential constituent of adaptive filtering theory. By
taking advantage of the computational efficiency of the
FFT, a convolution of two signals can be quickly calcu-
lated. Moreover, a discrete Fourier transform processes
a time sequence like a filter bank, which orthogonalizes
the data, and therefore the coefficients of a frequency-
domain adaptive filter can converge independently or
even uniformly if the update is normalized properly. For
single-channel cases, the derivation and implementation
of a frequency-domain adaptive filter is relatively sim-
ple. However, when multiple channels are considered,
the algorithmic complexity increases significantly with
the number of channels.

Deriving a frequency-domain adaptive algorithm can
involve a large number of variables in the form of both
vectors and matrices, in both the time and frequency do-
mains. Therefore, before formulating the problem and
developing adaptive algorithms in the frequency domain,
it is beneficial to clarify the notation used in the follow-
ing. The notation is conventional in the time domain,
but is specifically defined in the frequency domain. In
the frequency domain, matrices and vectors are repre-
sented respectively by uppercase and lowercase bold,
italic letters, and are further emphasized by an arrow
underneath. However, for a vector the arrow is single-
barred while for a matrix the arrow is double-barred.

The difference in their appearance is illustrated by the
following example:

x
⇁

a vector in the frequency domain (sans serif, bold
lowercase, with a single-headed single-barred arrow
underneath),

X⇒ a matrix in the frequency domain (sans serif, bold,
uppercase, with a single-headed double-barred ar-
row underneath).

13.6.1 Frequency-Domain Multichannel LMS
Algorithm

We begin with the definition of a signal yij (k+1) by
convolving the i-th channel output xi (k+1) with the
j-th model filter ĥ j (k) (i, j = 1, 2, · · · , N):

yij (k+1)= xi (k+1)∗ ĥ j (k) . (13.48)

As can be clearly seen in Sect. 13.4, yij (k) is essen-
tial to calculate the error signal eij (k+1) in (13.11),
but involves intensive computation in the time domain.
Here, we intend to perform digital filtering efficiently
in the frequency domain using the overlap-save tech-
nique [13.22].

In the overlap-save technique, the signal is processed
on a frame-by-frame basis. We are going to indicate the
index of a frame with t. Let the vector ỹij (t+1) of
length 2L denote the result of the circular convolution
of xi (t+1) and ĥ j(t):

ỹij (t+1)= Cxi (t+1)ĥ10
j (t) , (13.49)
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where

ỹij (t+1)= [ỹij (tL) ỹij (tL+1)

· · · ỹij (tL+2L−1)]T ,

Cxi (t+1)=

⎛
⎜⎜⎜⎜⎝

xi (tL) xi (tL+2L−1)

xi (tL+1) xi (tL)
...

...

xi (tL+2L−1) xi (tL+2L−2)

· · · xi (tL+1)

· · · xi (tL+2)
. . .

...

· · · xi (tL)

⎞
⎟⎟⎟⎟⎠ ,

ĥ10
j (t)= [

ĥT
j (t) 0T

L×1

]T
= [ĥ j,0(t) · · · ĥ j,L−1(t) 0 · · · 0]T .

Note that Cxi (t+1) is a circulant matrix. It can easily
be shown that the last L points in the circular convolu-
tion output, i. e., ỹij (tL+ L), · · · , ỹij (tL+2L−1), are
identical to the results of a linear convolution:

yij (t+1)=W01
L×2L ỹij (t+1)

=W01
L×2LCxi (t+1)ĥ10

j (t)

=W01
L×2LCxi (t+1)W10

2L×L ĥ j (t) , (13.50)

where

yij (t+1)= [yij (tL) yij (tL+1)

· · · yij (tL+ L−1)]T ,
W01

L×2L = (0L×L IL×L ) ,

W10
2L×L = [IL×L 0L×L ]T ,
ĥ j (t)= [ĥ j,0(t) ĥ j,1(t) · · · ĥ j,L−1(t)]T .

Therefore we overlap the input data blocks by L points.
For each block of length L , we have 2L data inputs,
discard the first L circular convolution results, and retain
only the last L results as outputs.

With yij (t+1) defined, a block of the a priori error
signal based on the cross-relation between the i-th and
j-th channel outputs is determined as:

eij (t+1)= yij (t+1)− y ji (t+1)

=W01
L×2L

[
Cxi (t+1)W10

2L×L ĥ j(t)

−Cx j (t+1)W10
2L×L ĥi(t)

]
. (13.51)

Next, we use the FFT technique to perform a circular
convolution efficiently. Let FL×L be the Fourier matrix

of size L × L:

FL×L =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1 1 1 · · · 1

1 e−i 2π
L e−i 4π

L · · · e−i 2π(L−1)
L

1 e−i 4π
L e−i 8π

L · · · e−i 4π(L−1)
L

...
...

...
. . .

...

1 e−i 2π(L−1)
L e−i 4π(L−1)

L · · · e−i 2π(L−1)2
L

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,

(13.52)

where i is not the dummy variable we used above to
indicate a system output, but stands for the square root
of −1, i. e., i=√−1. The matrix FL×L and its inverse
are related by

FH
L×L = L F−1

L×L , (13.53)

where (·)H denotes the conjugate transpose or Hermitian
transpose of a vector of a matrix. By using F2L×2L and
F−1

2L×2L , we can decompose the circulant matrix Cxi (t+
1):

Cxi (t+1)= F−1
2L×2L D⇒xi

(t+1)F2L×2L , (13.54)

where D⇒xi

(t+1) is a diagonal matrix whose diagonal

elements are given by the DFT of the first column of
Cxi (t+1), i. e., the overlapped i-th channel output in the
(t+1)-th block:

xi (t+1)2L×1 = [xi (tL) xi (tL+1)

· · · xi (tL+2L−1)]T . (13.55)

Now we multiply (13.51) by FL×L and use (13.54) to
determine the block error sequence in the frequency
domain:

e
⇁ij

(t+1)= FL×L eij (t+1)

= FL×L W01
L×2L

[
Cxi (t+1)W10

2L×L ĥ j(t)

−Cx j (t+1)W10
2L×L ĥi(t)

]
=W⇒

01

L×2L

[
D⇒xi

(t+1)W⇒
10

2L×L
ĥ
⇁ j

(t)

−D⇒x j

(t+1)W⇒
10

2L×L
ĥ
⇁i

(t)
]
, (13.56)

where

W⇒
01

L×2L
= FL×L W01

L×2L F−1
2L×2L ,

W⇒
10

2L×L
= F2L×2L W10

2L×L F−1
L×L ,

and ĥ
⇁i

(t) consists of the L-point DFTs of the vector

ĥi (t) at the t-th block, i. e., ĥ
⇁i

(t)= FL×L ĥi(t).
Having derived a frequency-domain block er-

ror signal (13.56), we can consequently construct
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a frequency-domain mean square error criterion anal-
ogous to its time-domain counterpart:

Jf = E{Jf(t)} , (13.57)

where

Jf(t)=
N−1∑
i=1

N∑
j=i+1

e
⇁

H

ij
(t)e

⇁ij
(t)

is the instantaneous square error at the t-th block.
Taking the partial derivative of Jf with respect

to ĥ
⇁

∗
n
(t) (where n = 1, 2, · · · , N and (·)∗ stands for

complex conjugate) and pretending that ĥ
⇁n

(t) is a con-

stant [13.23] produces

∂Jf

∂ ĥ
⇁

∗
n
(t)
= E

⎧⎪⎨
⎪⎩
∂Jf(t+1)

∂ ĥ
⇁

∗
n
(t)

⎫⎪⎬
⎪⎭ . (13.58)

In the LMS algorithm, the expectation is estimated with
a one-point sample mean, i. e., the instantaneous value,
which is given by:

∂Jf(t+1)

∂ ĥ
⇁

∗
n
(t)

= ∂

∂ ĥ
⇁

∗
n
(t)

⎡
⎣N−1∑

i=1

N∑
j=i+1

e
⇁

H

ij
(t+1)e

⇁ij
(t+1)

⎤
⎦

= ∂

∂ ĥ
⇁

∗
n
(t)

[
n−1∑
i=1

e
⇁

H

in
(t+1)e

⇁in
(t+1)

]

+ ∂

∂ ĥ
⇁

∗
n
(t)

⎡
⎣ N∑

j=n+1

e
⇁

H

n j
(t+1)e

⇁n j
(t+1)

⎤
⎦

=
n−1∑
i=1

[
W⇒

01

L×2L
D⇒xi

(t+1)W⇒
10

2L×L

]H e
⇁in

(t+1)

−
N∑

j=n+1

[
W⇒

01

L×2L
D⇒x j

(t+1)W⇒
10

2L×L

]H e
⇁n j

(t+1)

=
N∑

i=1

[
W⇒

01

L×2L
D⇒xi

(t+1)W⇒
10

2L×L

]H e
⇁in

(t+1) ,

(13.59)

where the last step follows from the fact e
⇁nn

(t)= 0.

Using this gradient, we obtain the frequency-domain

unconstrained multichannel LMS algorithm:

ĥ
⇁n

(t+1)= ĥ
⇁n

(t)−μfW⇒
10

L×2L

·
N∑

i=1

D⇒
∗
xi

(t+1)W⇒
01

2L×L
e
⇁in

(t+1) ,

(13.60)

where μf is a small positive step size and

W⇒
10

L×2L
= FL×L W10

L×2L F−1
2L×2L =

1

2

(
W⇒

10

2L×L

)H
,

W⇒
01

2L×L
= F2L×2L W01

2L×L F−1
L×L = 2

(
W⇒

01

L×2L

)H
,

W10
L×2L = (IL×L 0L×L ) ,

W01
2L×L = (0L×L IL×L )T .

If the unit-norm constraint is employed, then we know
that

‖ ĥ
⇁

(t)‖2 = ‖ĥ(t)‖2

L
= 1

L
, (13.61)

where

ĥ
⇁

(t)= [
ĥ
⇁

T

1
(t) ĥ

⇁

T

2
(t) · · · ĥ

⇁

T

N
(t)
]T
.

Enforcing the constraint on (13.60), we finally deduce
the frequency-domain unit-norm-constrained multi-
channel LMS (FCMCLMS) algorithm [13.24]:

ĥ
⇁n

(t+1)

=
{

ĥ
⇁n

(t)−μfW⇒
10

L×2L

·
N∑

i=1

D⇒
∗
xi

(t+1)W⇒
01

2L×L
e
⇁in

(t+1)

}

/{√
L

∥∥∥∥∥ ĥ
⇁n

(t)−μfW⇒
10

L×2L

·
N∑

i=1

D⇒
∗
xi

(t+1)W⇒
01

2L×L
e
⇁in

(t+1)

∥∥∥∥∥
}
,

n = 1, 2, · · · , N . (13.62)

This derivation is mathematically rigorous and the
algorithm might look quite complicated to some read-
ers since it involves a number of matrix multiplications.
However, the implementation is not necessarily tedious.
Actually many matrix multiplications are performed in
the form of the Schur (element-by-element) product of
two vectors. Here we want to briefly comment on the
issue of how to skillfully and efficiently implement the
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FCMCLMS algorithm. We will use (13.56) as an exam-
ple, in which the error signal is calculated. The product
W⇒

10

2L×L
ĥ
⇁ j

(t) is obtained by appending L zeros to the

end of ĥ j (t) and taking the 2L-point FFT:

ĥ
⇁

10

j
(t)=W⇒

10

2L×L
ĥ
⇁ j

(t)= FFT2L
{
ĥ10

j (t)
}
, (13.63)

where FFT2L {·} denotes the 2L-point fast Fourier trans-
form and ĥ10

j (t) is given in (13.49). Note that D⇒xi

(t+1)

is a diagonal matrix whose diagonal elements are the
DFT coefficients of xi (t+1)2L×1 given in (13.55), i. e.,

D⇒xi

(t+1)= diag[x
⇁i

(t+1)2L×1]

= diag[FFT2L {xi (t+1)2L×1}] . (13.64)

Table 13.4 The frequency-domain constrained multichannel LMS (FCMCLMS) adaptive algorithm for the blind identi-
fication of an SIMO FIR system

Parameters: ĥ= [
ĥ

T
1 ĥ

T
2 · · · ĥ

T
N

]T
, model filter

μf > 0 , step size

Initialization: ĥn(0)= [1 0 · · · 0]T , n = 1, 2, · · · , N

ĥ(0)= ĥ(0)/
√

N (normalization)

Computation: For t = 0, 1, 2, · · · , compute

(a) ĥ
⇁

10

n
(t)= FFT2L

{[
ĥ

T
n (t) 01×L

]T}
, n = 1, 2, · · · , N

(b) xn(t+1)2L×1 = [xn(tL) xn(tL+1) · · · xn(tL+2L−1)]T

(c) x
⇁n

(t+1)2L×1 = FFT2L {xn(t+1)2L×1}

(d) e
⇁ij

(t+1)2L×1 = x
⇁i

(t+1)2L×1� ĥ
⇁

10

j
(t)− x

⇁ j
(t+1)2L×1� ĥ

⇁

10

i
(t) ,

i, j = 1, 2, · · · , N

(e) eij (t+1)2L×1 = IFFT2L {e
⇁ij

(t+1)2L×1}

(f) Take the last L elements of eij (t+1)2L×1 to form eij (t+1)

(g) e
⇁

01

ij
(t+1)= FFT2L

{[
01×L eT

ij (t+1)
]T}

(h)  ĥ
⇁n

(t)2L×1 = μf

N∑
i=1

x
⇁

∗
i
(t+1)2L×1� e

⇁

01

in
(t+1)

(i)  ĥn(t)2L×1 = IFFT2L { ĥ
⇁n

(t)2L×1}
(j) Take the first L elements of  ĥn(t)2L×1 to form  ĥn(t)

(k) ĥn(t+1)= ĥn(t)− ĥn(t)∥∥∥ĥn(t)− ĥn(t)
∥∥∥ , n = 1, 2, · · · , N

Therefore multiplying D⇒xi

(t+1) with W⇒
10

2L×L
ĥ
⇁ j

(t)

would be straightforward:

D⇒xi

(t+1)W⇒
10

2L×L
ĥ
⇁ j

(t)= D⇒xi

(t+1) ĥ
⇁

10

j
(t)

= x
⇁i

(t+1)2L×1� ĥ
⇁

10

j
(t) ,

(13.65)
where� is the operator of the Schur product. Let eij (t+
1)2L×1 be

eij (t+1)2L×1 = IFFT2L
{
D⇒xi

(t+1)W⇒
10

2L×L
ĥ
⇁ j

(t)

−D⇒x j

(t+1)W⇒
10

2L×L
ĥ
⇁i

(t)
}

= IFFT2L
{

x
⇁i

(t+1)2L×1� ĥ
⇁

10

j
(t)

−x
⇁ j

(t+1)2L×1� ĥ
⇁

10

i
(t)
}
, (13.66)
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where IFFT2L {·} denotes 2L-point inverse fast Fourier
transform. Then

eij (t+1)=W01
L×2L eij (t+1)2L×1 (13.67)

can be simply carried out by discarding the first L and
keeping the last L elements of eij (t+1)2L×1 to construct
eij (t+1). Finally e

⇁
ij (t+1) is obtained by taking an

L-point FFT of eij (t+1).
The tricks developed for (13.56) can also be ap-

plied to (13.60) and (13.62), which will be left to the
reader. The FCMCLMS algorithm is summarized in Ta-
ble 13.4. Compared to the time-domain frame-based
multichannel LMS algorithm, the frequency-domain im-
plementation is computationally more efficient since it
uses the FFT to calculate block convolution and block
correlation in the frequency domain. For each processed
frame, it can be checked from Table 13.4 that (N2+2N)
FFTs of 2L points are sufficient to implement exact
linear convolutions between the channel outputs and
the adaptive filter coefficients, and to implement exact
correlations between the outputs and the error signals.

Having developed the frame-based MCLMS algo-
rithm in the frequency domain, we need to demonstrate
that it converges in the mean to the desired solution in
a stationary environment. To establish this property, we
begin by defining

S⇒xn

(t+1)=W⇒
01

L×2L
D⇒xn

(t+1)W⇒
10

2L×L
,

n = 1, 2, · · · , N . (13.68)

Then the block error signal in the frequency domain
given by (13.56) can be rewritten as

e
⇁ij

(t+1)= S⇒xi

(t+1) ĥ
⇁ j

(t)−S⇒x j

(t+1) ĥ
⇁i

(t) ,

(13.69)

and the instantaneous gradient (13.59) becomes

∂Jf(t+1)

∂ ĥ
⇁

∗
n
(t)

=
N∑

i=1

S⇒
H

xi

(t+1)e
⇁in

(t+1)

= S⇒
H(t+1)e

⇁n
(t+1) , (13.70)

where

S⇒(t+1)

= [
S⇒

H

x1

(t+1) S⇒
H

x2

(t+1) · · · S⇒
H

xN

(t+1)
]H
,

e
⇁n

(t+1)

= [
e
⇁

T

1n
(t+1) e

⇁

T

2n
(t+1) · · · e

⇁

T

Nn
(t+1)

]T
.

From (13.69), we then decompose the error signal
e
⇁n

(t+1) associated with the n-th channel as follows:

e
⇁n

(t+1)=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

S⇒x1

(t+1) ĥ
⇁n

(t)−S⇒xn

(t+1) ĥ
⇁1

(t)

S⇒x2

(t+1) ĥ
⇁n

(t)−S⇒xn

(t+1) ĥ
⇁2

(t)

...

S⇒xN

(t+1) ĥ
⇁n

(t)−S⇒xn

(t+1) ĥ
⇁N

(t)

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

= [U⇒n
(t+1)−V⇒n

(t+1)] ĥ
⇁

(t) , (13.71)

where

U⇒n
(t+1)

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0L×L · · · 0L×L
S⇒x1

×(t+1)
0L×L · · · 0L×L

0L×L · · · 0L×L
S⇒x2

×(t+1)
0L×L · · · 0L×L

.

.

. · · · .
.
.

.

.

.
.
.
. · · · .

.

.

0L×L · · · 0L×L
S⇒xN

×(t+1)
0L×L · · · 0L×L︸ ︷︷ ︸

n−1 blocks
︸ ︷︷ ︸

N−n blocks

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

NL×NL

= (0NL×(n−1)L S⇒(t+1) 0NL×(N−n)L )NL×NL ,

V⇒n
(t+1)

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

S⇒xn

(t+1) 0L×L · · · 0L×L

0L×L S⇒xn

(t+1) · · · 0L×L

...
...

. . .
...

0L×L 0L×L · · · S⇒xn

(t+1)

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

NL×NL

.

Continuing, we can write

S⇒
H(t+1)U⇒n

(t+1)

= S⇒
H(t+1)(0NL×(n−1)L S⇒(t+1) 0NL×(N−n)L )

= (0NL×(n−1)L
∑N

i=1 R̃⇒ii
(t+1) 0NL×(N−n)L ) ,

(13.72)

S⇒
H(t+1)V⇒n

(t+1)

= (R̃⇒1n
(t+1) R̃⇒2n

(t+1) · · · R̃⇒Nn
(t+1)) ,

(13.73)

where

R̃⇒ij
(t+1)= S⇒

H

xi

(t+1)S⇒x j

(t+1) ,

i, j = 1, 2, · · · , N .
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Incorporating (13.72) and (13.73) into (13.70) and
(13.71) yields

∂Jf(t+1)

∂ ĥ
⇁

∗
n
(t)

= S⇒
H(t+1)[U⇒n

(t+1)−V⇒n
(t+1)] ĥ

⇁
(t)

=
(
−R̃⇒1n

(t+1) −R̃⇒2n
(t+1)

· · · ∑i =n R̃⇒ii
(t+1)

· · · −R̃⇒Nn
(t+1)

)
ĥ
⇁

(t) . (13.74)

Substituting this gradient estimate into (13.60) and con-
catenating the N impulse response vectors into a longer
one produces a remarkably simple expression for the
frequency-domain unconstrained MCLMS algorithm:

ĥ
⇁

(t+1)= ĥ
⇁

(t)−μfR̃⇒(t+1) ĥ
⇁

(t) , (13.75)

where

R̃⇒(t+1)=

⎛
⎜⎜⎜⎜⎜⎜⎝

∑
i =1 R̃⇒ii

(t+1) −R̃⇒21
(t+1)

−R̃⇒12
(t+1)

∑
i =2 R̃⇒ii

(t+1)

...
...

−R̃⇒1N
(t+1) −R̃⇒2N

(t+1)

· · · −R̃⇒N1
(t+1)

· · · −R̃⇒N2
(t+1)

. . .
...

· · · ∑i =N R̃⇒ii
(t+1)

⎞
⎟⎟⎟⎟⎟⎟⎠
.

The update equation of the frequency-domain, unit-
norm-constrained MCLMS algorithm is then expressed
as

ĥ
⇁

(t+1)=
ĥ
⇁

(t)−μfR̃⇒(t+1) ĥ
⇁

(t)
√

L
∥∥∥ ĥ
⇁

(t)−μfR̃⇒(t+1) ĥ
⇁

(t)
∥∥∥ . (13.76)

Subtracting the true channel impulse responses h
⇁

from
both sides of (13.75), we get the evolution of the mis-
alignment in the frequency domain:

δh
⇁

(t+1)= δh
⇁

(t)−μfR̃⇒(t+1) ĥ
⇁

(t) , (13.77)

where

δh
⇁

(t)= ĥ
⇁

(t)− h
⇁
.

Taking the expectation of (13.77) and invoking the in-
dependence assumption [13.17], i. e., that the channel
output xn(t+1), n = 1, 2, · · · , N , and the filter coeffi-
cients ĥ

⇁
(t) are independent, we have

E{δh
⇁

(t+1)} = E{δh
⇁

(t)}−μfR⇒E{ ĥ
⇁

(t)} , (13.78)

where

R⇒= E{R̃⇒(t)} .
Recall that the gradient of the mean-square error is zero
for the desired solution, i. e.,

∂Jf

∂h
⇁

= R⇒h
⇁
= 0 ,

using which (13.78) can be written as

E{δh
⇁

(t+1)} = (INL×NL −μfR⇒)E{δh
⇁

(t)} . (13.79)

Therefore, if the step size satisfies

0 <μf <
2

λmax
, (13.80)

where λmax is the largest eigenvalue of the matrix R⇒,

then the misalignment mean E
{
δh
⇁

(t)
}

converges to
zero and the estimated filter coefficients converge in the
mean to the desired solutions.

13.6.2 Frequency-Domain Normalized
Multichannel LMS Algorithm

The unnormalized frequency-domain MCLMS algo-
rithm developed in the previous section is certainly
computationally efficient. However, its convergence is
still unsatisfactorily slow because of nonuniform conver-
gence rates of the filter coefficients and cross-coupling
between them. In this section, Newton’s method will
first be used and then necessary simplifications will be
investigated to develop a frequency-domain normalized
MCLMS algorithm for which the eigenvalue disparity
is reduced and the convergence is accelerated.

To apply Newton’s method, we need to evaluate the
Hessian matrix of Jf(t+1) with respect to the filter co-
efficients, which can be computed by taking the row
gradient of (13.70)

T⇒n
(t+1)= ∂

∂ ĥ
⇁

T

n
(t)

⎛
⎜⎝∂Jf(t+1)

∂ ĥ
⇁

∗
n
(t)

⎞
⎟⎠

= ∂

∂ ĥ
⇁

T

n
(t)

[
S⇒

H(t+1)e
⇁n

(t+1)
]

= S⇒
H(t+1)

∂e
⇁n

(t+1)

∂ ĥ
⇁n

(t)

=
N∑

i=1,i =n

S⇒
H

xi

(t+1)S⇒xi

(t+1) . (13.81)
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Then the filter coefficients will be updated as follows

ĥ
⇁n

(t+1)= ĥ
⇁n

(t)−ρf T⇒
−1

n
(t+1)

× S⇒
H(t+1)e

⇁n
(t+1)

= ĥ
⇁n

(t)−ρf T⇒
−1

n
(t+1)W⇒

10

L×2L

·
N∑

i=1

D⇒
∗
xi

(t+1)W⇒
01

2L×L
e
⇁in

(t+1) ,

(13.82)

where ρf is a new step size. Multiplying (13.82) from
the left by W⇒

10

2L×L
yields

ĥ
⇁

10

n
(t+1)= ĥ

⇁

10

n
(t)−ρfW⇒

10

2L×L
T⇒
−1

n
(t+1)W⇒

10

L×2L

·
N∑

i=1

D⇒
∗
xi

(t+1)e
⇁

01

in
(t+1) , (13.83)

where the symbols

ĥ
⇁

10

n
(t)=W⇒

10

2L×L
ĥ
⇁n

(t)= F2L×2L
[
ĥT

n (t) 01×L

]T
,

e
⇁

01

in
(t+1)=W⇒

01

2L×L
e
⇁in

(t+1)

= F2L×2L
[
01×L eT

in(t+1)
]T
,

are shown in Table 13.4.
The frequency-domain Newton algorithm is able to

converge quickly, but unfortunately the matrix T⇒n
(t+1)

is not diagonal and finding its inverse is computationally
demanding, particularly when L is large. It is desir-
able to reduce the complexity by approximation, which
leads to the normalized frequency-domain MCLMS al-
gorithm [13.24].

Let us expand the product in (13.81) using the
definition (13.68) to find:

S⇒
H

xi

(t+1)S⇒xi

(t+1)

=W⇒
10

L×2L
D⇒
∗
xi

(t+1)W⇒
01

2L×2L
D⇒xi

(t+1)W⇒
10

2L×L
,

(13.84)

where

W⇒
01

2L×2L
=W⇒

01

2L×L
W⇒

01

L×2L

= F2L×2L

(
0L×L 0L×L

0L×L IL×L

)
F−1

2L×2L ,

whose elements on the main diagonal dominate, as
shown in [13.25]. When L is large, 2W⇒

01

2L×2L
can be

well approximated by the identity matrix

2W⇒
01

2L×2L
≈ I2L×2L . (13.85)

Therefore, (13.84) becomes

S⇒
H

xi

(t+1)S⇒xi

(t+1)

≈ 1

2
W⇒

10

L×2L
D⇒
∗
xi

(t+1)D⇒xi

(t+1)W⇒
10

2L×L
, (13.86)

and (13.81) becomes

T⇒n
(t+1)≈ 1

2
W⇒

10

L×2L

⎡
⎣ N∑

i=1,i =n

P⇒xi

(t+1)

⎤
⎦W⇒

10

2L×L

= 1

2
W⇒

10

L×2L
P⇒n

(t+1)W⇒
10

2L×L
, (13.87)

where

P⇒xi

(t+1)= D⇒
∗
xi

(t+1)D⇒xi

(t+1) ,

P⇒n
(t+1)=

N∑
i=1,i =n

P⇒xi

(t+1) , n = 1, 2, · · · , N ,

which are diagonal matrices.
There is a useful relation between the inverses of the

T⇒n
(t+1) and P⇒n

(t+1) matrices given by [13.25]

W⇒
10

2L×L
T⇒
−1

n
(t+1)W⇒

10

L×2L
= 2W⇒

10

2L×2L
P⇒
−1

n
(t+1) ,

(13.88)

where

W⇒
10

2L×2L
=W⇒

10

2L×L
W⇒

10

L×2L
.

This relation can be justified by post-multiplying both
sides of the expression by P⇒n

(t+1)W⇒
10

2L×L
, using

(13.87), and recognizing that

W⇒
10

2L×2L
W⇒

10

2L×L
=W⇒

10

2L×L
.

Substituting (13.88) into (13.83) produces

ĥ
⇁

10

n
(t+1)= ĥ

⇁

10

n
(t)−2ρfW⇒

10

2L×2L
P⇒
−1

n
(t+1)

·
N∑

i=1

D⇒
∗
xi

(t+1)e
⇁

01

in
(t+1) . (13.89)

If the matrix 2W⇒
10

2L×2L
is approximated by the iden-

tity matrix similar to (13.85), we finally deduce the the
frequency-domain normalized MCLMS (FNMCLMS)
algorithm [13.24]:

ĥ
⇁

10

n
(t+1)= ĥ

⇁

10

n
(t)−ρfP⇒

−1

n
(t+1)

·
N∑

i=1

D⇒
∗
xi

(t+1)e
⇁

01

in
(t+1) ,

n = 1, 2, · · · , N . (13.90)
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An interesting interpretation follows if we com-
pare the frequency-domain normalized (13.90) and
unnormalized (13.60) MCLMS algorithms. In the
frequency-domain unnormalized MCLMS algorithm,
the correction that is applied to ĥ

⇁n
(t) is approximately

proportional to the power spectrum P⇒n
(t+1) of the mul-

tiple channel outputs; this can be seen from (13.60) and

Table 13.5 The frequency-domain normalized multichannel LMS (FNMCLMS) adaptive algorithm for the blind identi-
fication of an SIMO FIR system

Parameters: ĥ= [
ĥ

T
1 ĥ

T
2 · · · ĥ

T
N

]T
, model filter

ρf > 0 , step size

λp = [1−1/(3L)]L , forgetting factor

δ > 0 , regularization factor

Initialization: ĥn(0)= [1 0 · · · 0]T , n = 1, 2, · · · , N

ĥ(0)= ĥ(0)/
√

N (normalization)

Computation: For t = 0, 1, 2, · · · , compute

(a) ĥ
⇁

10

n
(t)= FFT2L

{[
ĥ

T
n (t) 01×L

]T}
, n = 1, 2, · · · , N

(b) xn(t+1)2L×1 = [xn(tL) xn(tL+1) · · · xn(tL+2L−1)]T

(c) x
⇁n

(t+1)2L×1 = FFT2L [xn(t+1)2L×1]

(d) e
⇁ij

(t+1)2L×1 = x
⇁i

(t+1)2L×1� ĥ
⇁

10

j
(t)− x

⇁ j
(t+1)2L×1� ĥ

⇁

10

i
(t) ,

i, j = 1, 2, · · · , N

(e) eij (t+1)2L×1 = IFFT2L {e
⇁ij

(t+1)2L×1}

(f) Take the last L elements of eij (t+1)2L×1 to form eij (t+1)

(g) e
⇁

01

ij
(t+1)= FFT2L

{[
01×L eT

ij (t+1)
]T}

(h) p̃
⇁n

(t+1)=
N∑

i=1,i =n

x
⇁

∗
i
(t+1)2L×1� x

⇁i
(t+1)2L×1

(i) p
⇁n

(t+1)=

⎧⎪⎨
⎪⎩

p̃
⇁n

(t+1) , t = 0

λp p
⇁n

(t)+ (1−λp) p̃
⇁n

(t+1) , t > 0

(j) Take the element-by-element reciprocal of [p
⇁n

(t+1)+ δ12L×1] to form p
⇁

−1

n
(t+1)

(k)  ĥ
⇁n

(t)2L×1 = ρf p
⇁

−1

n
(t+1)�

[
N∑

i=1

x
⇁

∗
i
(t+1)2L×1� e

⇁

01

in
(t+1)

]

(l)  ĥn(t)2L×1 = IFFT2L { ĥ
⇁n

(t)2L×1}
(m) Take the first L elements of  ĥn(t)2L×1 to form  ĥn(t)

(n) ĥn(t+1)= ĥn(t)− ĥn(t)∥∥∥ĥn(t)− ĥn(t)
∥∥∥ , n = 1, 2, · · · , N

the definition of P⇒n
(t+1), making the approximation

2W⇒
01

2L×2L
≈ I2L×2L . When the magnitudes of the chan-

nel outputs are large, the gradient noise amplification
can be evident. With the normalization of the correction
by P⇒n

(t+1) as performed in the normalized FMCLMS

algorithm, this noise amplification problem is dimin-
ished and the variability of the convergence rates due to
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the change of signal level is eliminated. In order to esti-
mate a more-stable power spectrum, a recursive scheme
is employed in practice [13.24]:

P⇒n
(t+1)= λpP⇒n

(t)+ (1−λp)

·
N∑

i=1,i =n

D⇒
∗
xi

(t+1)D⇒xi

(t+1) ,

n = 1, 2, · · · , N , (13.91)

where λp is a forgetting factor that may appropriately be
set as

λp =
(

1− 1

3L

)L

for the FNMCLMS algorithm. Although the FNM-
CLMS algorithm overcomes the problem of noise
amplification, we are now faced with a similar prob-
lem that occurs when the channel outputs becomes

too small. An alternative approach, therefore, is to in-
sert a positive number δ into the normalization, which
leads to the following modification to the FNMCLMS
algorithm:

ĥ
⇁

10

n
(t+1)= ĥ

⇁

10

n
(t)−ρf[P⇒n(t+1)+ δI2L×2L ]−1

·
N∑

i=1

D⇒
∗
xi

(t+1)e
⇁

01

in
(t+1) ,

n = 1, 2, · · · , N . (13.92)

From a computational point of view, the modified FN-
MCLMS algorithm can easily be implemented even for
a real-time application since the normalization matrix
P⇒n

(t+1)+δI2L×2L is diagonal and it is straightforward

to find its inverse.
The FNMCLMS algorithm is summarized in Ta-

ble 13.5.

13.7 Adaptive Multichannel Exponentiated Gradient Algorithm

We have developed in the previous Sections a number
of adaptive algorithms for blind identification of SIMO
FIR systems. In fact, all these algorithms are based on
the classical stochastic gradient and their update rules
do not discriminate against the model filter coefficients
with significantly distinct magnitudes. Intuitively, how-
ever, it seems possible to develop a better adaptive blind
SIMO identification algorithm by taking advantage of
the sparseness in acoustic impulse responses.

It has only very recently been recognized that the
sparseness of an impulse response can be exploited
in adaptive algorithms to accelerate their initial con-
vergence and improve their tracking performance. The
proportionate normalized LMS (PNLMS) proposed by
Duttweiler [13.26] was perhaps one of the first such
algorithms, which was introduced for network echo can-
celation. It was shown in [13.27] that the PNLMS is an
approximation of the so-called exponentiated gradient
algorithm with positive and negative weights (EG± al-
gorithm). EG± was proposed by Kivinen and Warmuth
in the context of computational learning theory [13.28].
In [13.29], a general expression of the mean-squared
error (MSE) was derived for the EG± algorithm, il-
lustrating that for sparse impulse responses, the EG±
algorithm, like the PNLMS, converges more quickly
than the LMS for a given asymptotic MSE. Both the
PNLMS and EG± algorithms were developed for iden-

tifying a single channel with reference signals [13.27].
In this section, we will investigate how to apply the
concept of exponentiated gradient for blind identifica-
tion of sparse acoustic SIMO systems and review the
multichannel EG± (MCEG±) algorithm [13.30].

We begin with the introduction of a new way to de-
velop adaptive algorithms for blind SIMO identification,
which is different from the gradient descent perspective
described in Sect. 13.4. In addition to the unconstrained,
a priori error signal (13.11), we define an a posteriori
error:

εij (k+1)= xT
i (k+1)ĥ j(k+1)

− xT
j (k+1)ĥ j(k+1) ,

i, j = 1, 2, · · · , N . (13.93)

Then an adaptive algorithm that adjusts the new model
filter ĥ(k+1) from the old one ĥ(k) can be derived by
minimizing the function

J[ĥ(k+1)] = d[ĥ(k+1), ĥ(k)]

+η
N−1∑
i=1

N∑
j=i+1

ε2
ij (k+1) , (13.94)

where d[ĥ(k+1), ĥ(k)] is a measure of the distance from
the old to the new model filter, and η is a positive con-
stant. The magnitude of η represents the importance of
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correctness compared to the importance of conservative-
ness [13.28]. If η is very small, minimizing J[ĥ(k+1)] is
very similar to minimizing d[ĥ(k+1), ĥ(k)], so that the
algorithm makes very small updates. On the other hand,
if η is very large, the minimization of J[ĥ(k+1)] is al-
most equivalent to minimizing d[ĥ(k+1), ĥ(k)] subject
to the constraint εij (k+1)= 0, ∀i, j.

To minimize J[ĥ(k+1)], we need to set the partial
derivative ∂J[ĥ(k+1)]/∂ĥ(k+1) to zero. Hence, the
vector of channel impulse responses ĥ(k+1) will be
found by solving

∂d[ĥ(k+1), ĥ(k)]
∂ĥ(k+1)

+η ∂

∂ĥ(k+1)

⎡
⎣N−1∑

i=1

N∑
j=i+1

ε2
ij (k+1)

⎤
⎦= 0 . (13.95)

Similar to (13.22), it can be shown that

∂

∂ĥ(k+1)

⎡
⎣N−1∑

i=1

N∑
j=i+1

ε2
ij (k+1)

⎤
⎦

= 2R̃x+(k+1)ĥ(k+1) . (13.96)

Then (13.95) becomes

∂d[ĥ(k+1), ĥ(k)]
∂ĥ(k+1)

+2ηR̃x+(k+1)ĥ(k+1)= 0 .

(13.97)

Solving (13.97) is in general very difficult. However, if
the new weight vector ĥ(k+1) is close to the old weight
vector ĥ(k), replacing ĥ(k+1) in the second term on
the left-hand side of (13.97) with ĥ(k) is a reasonable
approximation and the resulting equation

∂d[ĥ(k+1), ĥ(k)]
∂ĥ(k+1)

+2ηR̃x+(k+1)ĥ(k)= 0 (13.98)

is much easier to solve for all distance measures d.
The unconstrained multichannel LMS algorithm is

easily obtained from (13.98) by using the squared Eu-
clidean distance

dE[ĥ(k+1), ĥ(k)] =
∥∥∥ĥ(k+1)− ĥ(k)

∥∥∥2

2
. (13.99)

If the unconstrained a posteriori error in (13.94) is re-
placed by a constrained a posteriori error signal, then the
constrained multichannel LMS algorithm (13.24) can be
deduced.

The exponentiated gradient (EG) algorithm with
positive weights results from using the relative entropy,

also known as the Kullback–Leibler divergence, for d:

dre[ĥ(k+1), ĥ(k)] =
NL−1∑
l=0

ĥl(k+1) ln
ĥl(k+1)

ĥl(k)
,

(13.100)

with the constraint
∑NL−1

l=0 ĥl(k+1)= u, where ĥl(k+
1) is the l-th (l = 0, 1, · · · , NL−1) tap of the model
filter ĥ(k+1) at time k+1, and u is a positive constant
(note that this is different from the unit-norm constraint
used in the constrained multichannel LMS algorithm).
We slightly modify the function (13.94) as follows

J[ĥ(k+1)] = d[ĥ(k+1), ĥ(k)]

+ η

u

N−1∑
i=1

N∑
j=i+1

ε2
ij (k+1) . (13.101)

As a result, (13.98) becomes

∂dre[ĥ(k+1), ĥ(k)]
∂ĥ(k+1)

+ 2η

u
R̃x+(k+1)ĥ(k)+κ1

= 0 , (13.102)

where κ is a Lagrange multiplier and 1= (1 1 · · · 1)T

is a vector of ones. Substituting (13.100) into (13.102)
and solving for ĥ(k+1) leads to the multichannel EG
algorithm with positive weights (MCEG+):

ĥl(k+1)= u
ĥl(k)rl(n+1)∑NL−1

i=0 ĥi (k)ri (k+1)
,

l = 0, 1, · · · , NL−1 , (13.103)

where

rl(k+1)= exp

[
−2η

u
gl(k+1)

]
,

and gl(k+1) is the l-th element of the gradient vector

g(k+1)= R̃x+(k+1)ĥ(k) . (13.104)

We can clearly see the motivation for the EG algo-
rithms by ignoring the normalization in (13.103) and
taking the logarithm, which shows that the log weights
use the same update as the MCLMS algorithm. Alter-
natively, this can be interpreted as exponentiating the
update, hence the name EG. This has the effect of as-
signing larger relative updates to larger weights, thereby
deemphasizing the effect of smaller weights. This is
qualitatively similar to the idea that leads to the PNLMS
algorithm, which makes the update proportional to the
magnitude of the weight. This type of behavior is desir-
able for sparse impulse responses where small weights
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do not contribute significantly to the mean solution but
introduce an undesirable noise-like variance.

Since the MCEG+ algorithm works only for SIMO
systems with positive channel impulse responses, it is
useless for blind identification of an acoustic SIMO sys-
tem. For an acoustic SIMO system with both positive and
negative filter coefficients, we can decompose the model
filter ĥ(k) into two components ĥ+(k) and ĥ−(k) (both
with positive coefficients) such that ĥ(k) = ĥ+(k)−
ĥ−(k). Then the function (13.101) becomes:

J[ĥ+(k+1), ĥ−(k+1)]
= dre[ĥ+(k+1), ĥ+(k)]
+dre[ĥ−(k+1), ĥ−(k)]

+ η

u1+u2

N−1∑
i=1

N∑
j=i+1

ε2
ij (k+1) , (13.105)

where u1 and u2 are two positive constants. Since
ĥ(k+1)= 0 is an undesired solution, it is necessary
to ensure that ĥ+(k+1) and ĥ−(k+1) are not equal to
each other on initialization and throughout the process
of adaptation. Among the many methods that can be
used to do this, we introduce the following constraint

Table 13.6 The multichannel exponentiated gradient algorithm with positive and negative weights (MCEG±) for the
blind identification of a sparse SIMO FIR system

Parameters: ĥ= [
ĥ

T
1 ĥ

T
2 · · · ĥ

T
N

]T = ĥ
+− ĥ

−
, model filter

η > 0 , positive constant to balance correctness and conservativeness

u1 > 0 , u2 > 0 , and u1 = u2

Initialization: ĥ
+
n (0)= [u1/N 0 · · · 0]T n = 1, 2, · · · , N

ĥ
−
n (0)= [u2/N 0 · · · 0]T

ĥ(0)= ĥ
+

(0)− ĥ
−

(0)

Computation: For k = 0, 1, 2, · · · , compute

(a) Construct the matrix R̃x+(k+1) following Sect. 13.4.2

(b) g(k+1)= R̃x+(k+1)ĥ(k)

(c) r+l (k+1)= exp

[
− 2η

u1+u2
gl(k+1)

]

r−l (k+1)= 1

r+l (k+1)
, l = 0, 1, · · · , NL−1

(d) ĥ
+

(k+1)= u1[ĥ+(k)�r+(k+1)]
[ĥ+(k)]Tr+(k+1)

ĥ
−

(k+1)= u2[ĥ−(k)�r−(k+1)][
ĥ
−

(k)
]T

r−(k+1)

(e) ĥ(k+1)= ĥ
+

(k+1)− ĥ
−

(k+1)

proposed in [13.30]:

NL−1∑
l=0

ĥ+l (k+1)= u1 ,

NL−1∑
l=0

ĥ−l (k+1)= u2 ,

(13.106)

where u1 = u2. Using this constraint and taking deriva-
tives of (13.105) with respect to ĥ+(k+1) and ĥ−(k+1)
respectively produces:

ln
ĥ+l (k+1)

ĥ+l (k)
+1+ 2η

u1+u2
gl(k+1)+κ1 = 0 ,

(13.107)

ln
ĥ−l (k+1)

ĥ−l (k)
+1− 2η

u1+u2
gl(k+1)+κ2 = 0 ,

(13.108)

where κ1 and κ2 are two Lagrange multipliers. Solv-
ing (13.107) and (13.108) for ĥ+l (k+1) and ĥ−l (k+1),
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respectively, leads to the MCEG± algorithm:

ĥ+l (k+1)= u1
ĥ+l (k)r+l (k+1)∑NL−1

i=0 ĥ+i (k)r+i (k+1)
, (13.109)

ĥ−l (k+1)= u2
ĥ−l (k)r−l (k+1)∑NL−1

i=0 ĥ−i (k)r−i (k+1)
, (13.110)

where

r+l (k+1)= exp

[
− 2η

u1+u2
gl(k+1)

]
,

r−l (k+1)= exp

[
2η

u1+u2
gl(k+1)

]

= 1

r+l (k+1)
,

which is summarized in Table 13.6.
Before wrapping up the development of the MCEG±

algorithm, we would like to comment briefly on how to
choose u1 and u2 in (13.106) properly. The constraint
looks simple but, in practice, determining a proper set
of u1 and u2 is actually quite difficult. Let h+0 be the
non-negative component of h, i. e.,

h+0
l =

{
hl, hl ≥ 0

0, hl < 0
, l = 0, 1, · · · , NL−1 ,

(13.111)

and

h−0 = h+0−h . (13.112)

Then a decomposition of h can be expressed as

h+ = h+0+ c , h− = h−0+ c , (13.113)

where c is a constant vector. Since the coefficients of h+
and h− are non-negative, c needs to satisfy

cl ≥max
(
−h+0

l ,−h−0
l

)
, l = 0, 1, · · · , NL−1.

(13.114)

Therefore, the following values for u1 and u2 are all
valid:

u1 =
NL−1∑
l=0

h+l =
NL−1∑
l=0

h+0
l +

NL−1∑
l=0

cl , (13.115)

u2 =
NL−1∑
l=0

h−l =
NL−1∑
l=0

h−0
l +

NL−1∑
l=0

cl . (13.116)

13.8 Summary

In this chapter we have investigated blind identifica-
tion of acoustic multichannel systems with emphasis on
adaptive implementations. The necessary and sufficient
conditions for an acoustic SIMO system to be blindly
identifiable using only second-order statistics were ex-
plained and the principle of blind SIMO identification
presented. We illustrated how to use the cross-relations
between different microphone outputs to define an er-
ror signal and its corresponding cost function. It was
then shown that, by minimizing the cost function, an

adaptive algorithm could be developed and the acous-
tic channel impulse responses would be determined up
to a scale. We discussed a number of state-of-the-art
adaptive blind SIMO identification algorithms, in both
the time and frequency domains, with or without optimal
step-size controls. Finally, we also discussed how to take
advantage of the sparseness in the acoustic impulse re-
sponses to accelerate initial convergence of an adaptive
blind identification algorithm for acoustic multichannel
systems.
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Principles of14. Principles of Speech Coding

W. B. Kleijn

Speech coding is the art of reducing the bit rate
required to describe a speech signal. In this chap-
ter, we discuss the attributes of speech coders as
well as the underlying principles that determine
their behavior and their architecture. The ubiq-
uitous class of linear-prediction-based coders is
used as an illustration. Speech is generally mod-
eled as a sequence of stationary signal segments,
each having unique statistics. Segments are en-
coded using a two-step procedure: (1) find a model
describing the speech segment, (2) encode the seg-
ment assuming it is generated by the model. We
show that the bit allocation for the model (the
predictor parameters) is independent of overall
rate and of perception, which is consistent with
existing experimental results. The modeling of per-
ception is an important aspect of efficient coding
and we discuss how various perceptual distortion
measures can be integrated into speech coders.
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14.1 The Objective of Speech Coding
In modern communication systems, speech is repre-
sented by a sequence of bits. The main advantage of
this binary representation is that it can be recovered
exactly (without distortion) from a noisy channel (as-
suming proper system design), and does not suffer from
decreasing quality when transmitted over many trans-
mission legs. In contrast, analog transmission generally
results in an increase of distortion with the number of
legs.

An acoustic speech signal is inherently analog.
Generally, the resulting analog microphone output is
converted to a binary representation in a manner con-

sistent with Shannon’s sampling theorem. That is, the
analog signal is first band-limited using an anti-aliasing
filter, and then simultaneously sampled and quantized.
The output of the analog-to-digital (A/D) converter is
a digital speech signal that consists of a sequence of
numbers of finite precision, each representing a sample
of the band-limited speech signal. Common sampling
rates are 8 and 16 kHz, rendering narrowband speech
and wideband speech, respectively, usually with a pre-
cision of 16 bits per sample. For the 8 kHz sampling
rate a logarithmic 8-bit-per-sample representation is also
common.
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Particularly at the time of the introduction of the
binary speech representation, the bit rate produced by
the A/D converter was too high for practical applica-
tions such as cost-effective mobile communications and
secure telephony. A search ensued for more-efficient
digital representations. Such representations are possi-
ble since the digital speech contains irrelevancy (the
signal is described with a higher precision than is
needed) and redundancy (the rate can be decreased
without affecting precision). The aim was to trade off
computational effort at the transmitter and receiver for
the bit rate required for the speech representation. Effi-
cient representations generally involve a model and a set
of model parameters, and sometimes a set of coeffi-
cients that form the input to the model. The algorithms
used to reduce the required rate are called speech-coding
algorithms, or speech codecs.

The performance of speech codecs can be measured
by a set of properties. The fundamental codec attributes
are bit rate, speech quality, quality degradation due to
channel errors and packet loss, delay, and computational
effort. Good performance for one of the attributes gen-
erally leads to lower performance for the others. The

interplay between the attributes is governed by the fun-
damental laws of information theory, the properties of
the speech signal, limitations in our knowledge, and
limitations of the equipment used.

To design a codec, we must know the desired
values for its attributes. A common approach to develop
a speech codec is to constrain all attributes but one quan-
titatively. The design objective is then to optimize the
remaining attribute (usually quality or rate) subject to
these constraints. A common objective is to maximize
the average quality over a given set of channel condi-
tions, given the rate, the delay, and the computational
effort.

In this chapter, we attempt to discuss speech cod-
ing at a generic level and yet provide information useful
for practical coder design and analysis. Section 14.2
describes the basic attributes of a speech codec. Sec-
tion 14.3 discusses the underlying principles of coding
and Sect. 14.4 applies these principles to a commonly
used family of linear predictive (autoregressive model-
based) coders. Section 14.5 discusses distortion criteria
and how they affect the architecture of codecs. Sec-
tion 14.6 provides a summary of the chapter.

14.2 Speech Coder Attributes

The usefulness of a speech coder is determined by its
attributes. In this section we describe the most important
attributes and the context in which they are relevant in
some more detail. The attributes were earlier discussed
in [14.1, 2].

14.2.1 Rate

The rate of a speech codec is generally measured as the
average number of bits per second. For fixed-rate coders
the bit rate is the same for each coding block, while for
variable-rate coders it varies over time.

In traditional circuit-switched communication sys-
tems, a fixed rate is available for each communication
direction. It is then natural to exploit this rate at all times,
which has resulted in a large number of standardized
fixed-rate speech codecs. In such coders each particular
parameter or variable is encoded with the same num-
ber of bits for each block. This a priori knowledge of
the bit allocation has a significant effect on the structure
of the codec. For example, the mapping of the quanti-
zation indices to the transmitted codewords is trivial. In
more-flexible circuit-switched networks (e.g., modern

mobile-phone networks), codecs may have a variable
number of modes, each mode having a different fixed
rate [14.3,4]. Such codecs with a set of fixed coding rates
should not be confused with true variable-rate coders.

In variable-rate coders, the bit allocation within
a particular block for the parameters or variable de-
pends on the signal. The bit allocation for a parameter
varies with the quantization index and the mapping from
the quantization index to the transmitted codeword is
performed by means of a table lookup or computa-
tion, which can be very complex. The major benefit of
variable-rate coding is that it leads to higher coding effi-
ciency than fixed-rate coders because the rate constraint
is less strict.

In general, network design evolves towards the fa-
cilitation of variable-rate coders. In packet-switched
communication systems, both packet rate and size can
vary, which naturally leads to variable-rate codecs.
While variable-rate codecs are common for audio and
video signals, they are not yet commonplace for speech.
The requirements of low rates and delays lead to a small
packet payload for speech signals. The relatively large
packet header size limits the benefits of the low rate and,
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consequently, the benefit of variable-rate speech coding.
However, with the removal of the fixed-rate constraint,
it is likely that variable-rate speech codecs will become
increasingly common.

14.2.2 Quality

To achieve a significant rate reduction, the parameters
used to represent the speech signal are generally trans-
mitted at a reduced precision and the reconstructed
speech signal is not a perfect copy of the original digital
signal. It is therefore important to ensure that its quality
meets a certain standard.

In speech coding, we distinguish two applications for
quality measures. First, we need to evaluate the overall
quality of a particular codec. Second, we need a distor-
tion measure to decide how to encode each signal block
(typically of duration 5–25 ms). The distortion meas-
ure is also used during the design of the coder (in the
training of its codebooks). Naturally, these quality meas-
ures are not unrelated, but in practice their formulation
has taken separate paths. Whereas overall quality can be
obtained directly from scoring of speech utterances by
humans, distortion measures used in coding algorithms
have been defined (usually in an ad hoc manner) based
on knowledge about the human auditory system.

The only true measure of the overall quality of
a speech signal is its rating by humans. Standardized
conversational and listening tests have been developed
to obtain reliable and repeatable (at least to a certain
accuracy) results. For speech coding, listening tests,
where a panel of listeners evaluates performance for
a given set of utterances, are most common. Commonly
used standardized listening tests use either an absolute
category rating, where listeners are asked to score an ut-
terance on an absolute scale, or a degradation category
rating, where listeners are asked to provide a relative
score. The most common overall measure associated
with the absolute category rating of speech quality is
the mean opinion score (MOS) [14.5]. The MOS is the
mean value of a numerical score given to an utterance
by a panel of listeners, using a standardized procedure.
To reduce the associated cost, subjective measures can
be approximated by objective, repeatable algorithms for
many practical purposes. Such measures can be help-
ful in the development of new speech coders. We refer
to [14.6–8] and to Chap. 5 for more detail on the subject
of overall speech quality.

As a distortion measure for speech segments variants
of the squared-error criterion are most commonly used.
The squared-error criterion facilitates fast evaluation for

coding purposes. Section 14.5 discusses distortion meas-
ures in more detail. It is shown that adaptively weighted
squared error criteria can be used for a large range of
perceptual models.

14.2.3 Robustness to Channel Imperfections

Early terrestrial digital communication networks were
generally designed to have very low error rates, obvi-
ating the need for measures to correct errors for the
transmission of speech. In contrast, bit errors and packet
loss are inherent in modern communication infrastruc-
tures.

Bit errors are common in wireless networks and
are generally addressed by introducing channel codes.
While the integration of source and channel codes can
result in higher performance, this is not commonly used
because it results in reduced modularity. Separate source
and channel coding is particularly advantageous when
a codec is faced with different network environments;
different channel codes can then be used for different
network conditions.

In packet networks, the open systems interconnec-
tion reference (OSI) model [14.9] provides a separation
of various communication functionalities into seven lay-
ers. A speech coder resides in the application layer,
which is the seventh and highest layer. Imperfections
in the transmission are removed in both the physical
layer (the first layer) and the transport layer (the fourth
layer). The physical layer removes soft information,
which consists of a probability for the allowed symbols,
and renders a sequence of bits to the higher layers. Error
control normally resides in the transport layer. However,
the error control of the transport layer, as specified by the
transmission control protocol (TCP) [14.10], and partic-
ularly the automatic repeat requests that TCP uses is
generally not appropriate for real-time communication
of audiovisual data because of delay. TCP is also rarely
used for broadcast and multicast applications to reduce
the load on the transmitter. Instead, the user datagram
protocol (UDP) [14.11] is used, which means that the
coded signal is handed up to the higher network layers
without error correction. It is possible that in future sys-
tems cross-layer interactions will allow the application
layer to receive information about the soft information
available at the physical layer.

Handing the received coded signal with its defects
directly to the application layer allows the usage of both
the inherent redundancy in the signal and our knowl-
edge of the perception of distortion by the user. This
leads to coding systems that exhibit a graceful degrada-
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tion with increasing error rate. We refer to the chapter
on voice over internet protocol (IP) for more detail on
techniques that lead to robustness against bit errors and
packet loss.

14.2.4 Delay

From coding theory [14.12], we know that optimal cod-
ing performance generally requires a delay in the transfer
of the message. Long delays are impractical because
they are generally associated with methods with high
computational and storage requirements, and because in
real-time environments (common for speech) the user
does not tolerate a long delay.

Significant delay directly affects the quality of a con-
versation. Impairment to conversations is measurable
at one-way delays as low as 100 ms [14.13], although
200 ms is often considered a useful bound.

Echo is perceivable at delays down to 20 ms [14.14].
Imperfections in the network often lead to so-called net-
work echo. Low-delay codecs have been designed to
keep the effect of such echo to a minimum, e.g., [14.15].
However, echo cancelation has become commonplace in
communication networks. Moreover, packet networks
have an inherent delay that requires echo cancelation
even for low-delay speech codecs. Thus, for most appli-
cations codecs can be designed without consideration of
echo.

In certain applications the user may hear both an
acoustic signal and a signal transmitted by a network.
Examples are flight control rooms and wireless systems
for hearing-impaired persons. In this class of applica-
tions, coding delays of less than 10 ms are needed to
attain an acceptable overall delay.

14.2.5 Computational
and Memory Requirements

Economic cost is generally a function of the computa-
tional and memory requirements of the coding system.
A common measure of computational complexity used
in applications is the number of instructions required
on a particular silicon device. This is often translated
into the number of channels that can be implemented on
a single device.

A complicating factor is that speech codecs are com-
monly implemented on fixed-point signal processing
devices. Implementation on a fixed-point device gen-
erally takes significant development effort beyond that
of the development of the floating-point algorithm.

It is well known that vector quantization facilitates
an optimal rate versus quality trade-off. Basic vector
quantization techniques require very high computational
effort and the introduction of vector quantization in
speech coding resulted in promising but impractical
codecs [14.16]. Accordingly, significant effort was spent
to develop vector quantization structures that facilitate
low computational complexity [14.17–19]. The continu-
ous improvement in vector quantization methods and
an improved understanding of the advantages of vec-
tor quantization over scalar quantization [14.20,21] has
meant that the computational effort of speech codecs
has not changed significantly over the past two decades,
despite significant improvement in codec performance.
More effective usage of scalar quantization and the
development of effective lattice vector quantization
techniques make it unlikely that the computational com-
plexity of speech codecs will increase significantly in
the future.

14.3 A Universal Coder for Speech

In this section, we consider the encoding of a speech
signal from a fundamental viewpoint. In information-
theoretic terminology, speech is our source signal. We
start with a discussion of the direct encoding of speech
segments, without imposing any structure on the coder.
This discussion is not meant to lead directly to a practical
coding method (the computational effort would not be
reasonable), but to provide an insight into the structure
of existing coders. We then show how a signal model
can be introduced. The signal model facilitates coding at
a reasonable computational cost and the resulting coding
paradigm is used by most speech codecs.

14.3.1 Speech Segment as Random Vector

Speech coders generally operate on a sequence of subse-
quent signal segments, which we refer to as blocks (also
commonly known as frames). Blocks consist generally,
but not always, of a fixed number of samples. In the
present description of a basic coding system, we divide
the speech signal into subsequent blocks of equal length
and denote the block length in samples by k. We neglect
dependencies across block boundaries, which is not al-
ways justified in a practical implementation, but simpli-
fies the discussion; it is generally straightforward to cor-
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rect this omission on implementation. We assume that
the blocks can be described by k-dimensional random
vectors Xk with a probability density function pXk (xk)
for any xk ∈ �

k , the k-dimensional Euclidian space
(following convention, we denote random variables by
capital letters and realizations by lower case letters).

For the first part of our discussion (Sect. 14.3.2), it
is sufficient to assume the existence of the probability
density function. It is natural, however, to consider some
structure of the probability density pXk (·) based on the
properties of speech. We commonly describe speech
in terms of a particular set of sounds (a distinct set
of phones). A speech vector then corresponds to one
sound from a countable set of speech sounds. We im-
pose the notion that speech consists of a set of sounds
on our probabilistic speech description. We can think
of each sound as having a particular probability dens-
ity. A particular speech vector then has one of a set
of possible probability densities. Each member prob-
ability density of the set has an a prior probability,
denoted as pI (i), where i indexes the set. The prior prob-
ability pI (i) is the probability that a random vector Xk

is drawn from the particular member probability density
i. The overall probability function of the random speech
vector pXk (·) is then a mixture of probability density
functions

pXk (xk)=
∑
i∈A

pI (i)pXk |I (xk|i) , (14.1)

where A is the set of indexes for component densi-
ties and pXk |I (·|·) is the density of component i. These
densities are commonly referred to as mixture compo-
nents. If the set of mixture components is characterized
by continuous parameters, then the summation must be
replaced by an integral.

A common motivation for the mixture formulation
of (14.1) is that a good approximation to the true prob-
ability density function can be achieved with a mixture
of a finite set of probability densities from a particular
family. This eliminates the need for the physical motiva-
tion. The family is usually derived from a single kernel
function, such as a Gaussian. The kernel is selected for
mathematical tractability.

If a mixture component does correspond to a physic-
ally reasonable speech sound, then it can be considered
a statistical model of the signal. As described in
Sect. 14.3.4, it is possible to interpret existing speech
coding paradigms from this viewpoint. For example,
linear prediction identifies a particular autoregressive
model appropriate for a block. Each of the autoregressive
models of speech has a certain prior probability and this

in turn leads to an overall probability for the speech
vector. According to this interpretation, mixture models
have long been standard tools in speech coding, even if
this was not explicitly stated.

The present formalism does not impose stationarity
conditions on the signal within the block. In the mix-
ture density, it is reasonable to include densities that
correspond to signal transitions. In practice, this is not
common, and the probability density functions are usu-
ally defined based on the definition that the signal is
stationary within a block. On the other hand, the as-
sumption that all speech blocks are drawn from the same
distribution is implicit in the commonly used coding
methods. It is consistent with our neglect of interblock
dependencies. Thus, if we consider the speech signal to
be a vector signal, then we assume stationarity for this
vector signal (which is a rather inaccurate approxima-
tion). Strictly speaking, we do not assume ergodicity,
as averaging over a database is best interpreted an av-
eraging over an ensemble of signals, rather than time
averaging over a single signal.

14.3.2 Encoding Random Speech Vectors

To encode observed speech vectors xk that form rea-
lizations of the random vector Xk, we use a speech
codebook CXk that consists of a countable set of k-
dimensional vectors (the code vectors). We can write
CXk = {ck

q}q∈Q, where ck
q ∈ �

k and Q is a countable (but
not necessarily finite) set of indices. A decoded vector
is simply the entry of the codebook that is pointed to by
a transmitted index.

The encoding with codebook vectors results in the
removal of both redundancy and irrelevancy. It removes
irrelevancy by introducing a reduced precision version
of the vector xk, i. e., by quantizing xk. The quantized
vector requires fewer bits to encode than the unquan-
tized vector. The mechanism of the redundancy removal
depends on the coding method and will be discussed in
Sect. 14.3.3.

We consider the speech vector, Xk, to have a continu-
ous probability density function in �

k . Thus, coding
based on the finite-size speech codebook CXk introduces
distortion. To minimize the distortion associated with
the coding, the encoder selects the code vector (code-
book entry) ck

q that is nearest to the observed vector xk

according to a particular distortion measure,

q = argminq′∈Qd
(
xk, ck

q′
)
. (14.2)

Quantization is the operation of finding the nearest
neighbor in the codebook. The set of speech vectors
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that is mapped to a particular code vector ck
q is called

a quantization cell or Voronoi region. We denote the
Voronoi region as Vq ,

Vq =
{
xk : d(xk, ck

q

)
< d

(
xk, ck

m

)∀m =q
}
, (14.3)

where we have ignored that generally points exist for
which the inequality is not strict. These are boundary
points that can be assigned to any of the cells that share
the boundary.

Naturally, the average [averaged over pXk (·)] distor-
tion of the decoded speech vectors differs for different
codebooks. A method for designing a coder is to find
the codebook, i. e., the set CXk = {ck

q}q∈Q, that mini-
mizes the average distortion over the speech probability
density, given a constraint on the transmission rate. It
is not known how to solve this problem in a general
manner. Iterative methods (the Lloyd algorithm and its
variants, e.g., [14.22–24]) have been developed for the
case where |Q| (the cardinality or number of vectors in
CXk ) is finite. The iterative approach is not appropriate
for our present discussion for two reasons. First, we ulti-
mately are interested in structured quantizers that allow
us to approximate the optimal codebook and structure
is difficult to determine from the iterative method. Sec-
ond, as we will see below for the constrained-entropy
case, practical codebooks do not necessarily have fi-
nite cardinality. Instead of the iterative approach, we use
an approach where we make simplifying assumptions,
which are asymptotically accurate for high coding rates.

14.3.3 A Model of Quantization

To analyze the behavior of the speech codebook, we con-
struct a model of the quantization (encoding–decoding)
operation. (This quantization model is not to be con-
fused with the probabilistic signal model described in
the next subsection.) Thus, we make the quantization
problem mathematically tractable. For simplicity, we
use the squared error criterion (Sect. 14.5 shows that
this criterion can be used over a wide range of coding
scenarios). We also make the standard assumption that
the quantization cells are convex (for any two points
in a cell, all points on the line segment connecting the
two points are in the cell). To construct our encoding–
decoding model, we make three additional assumptions
that cannot always be justified:

1. The density pXk (xk) is constant within each quan-
tization cell. This implies that the probability that
a speech vector is inside a cell with index q is

pQ(q)= Vq pXk (xk), xk ∈Vq, (14.4)

where Vq is the volume of the k-dimensional cell.
2. The average distortion for speech data falling within

cell q is

Dq = CV
2
k

q , (14.5)

where C is a constant. The assumption made in
(14.5) essentially means that the cell shape is fixed.
Gersho [14.25], conjectured that this assumption is
correct for optimal codebooks.

3. We assume that the countable set of code vectors
CXk can be represented by a code-vector density,
denoted as g(xk). This means that the cell volume
now becomes a function of xk rather than the cell
index q; we replace Vq by V (xk). To be consistent
we must equate the density with the inverse of the
cell volume:

g(xk)= 1

V (xk)
. (14.6)

The third assumption also implies that we can re-
place Dq by D(xk).

The three assumptions listed above lead to solu-
tions that can generally be shown to hold asymptotically
in the limit of infinite rate. The theory has been ob-
served to make reasonable predictions of performance
for practical quantizers at rates down to two bits per
dimension [14.26, 27], but we do not claim accuracy
here. The theory serves as a vehicle to understand
quantizer behavior and not as an accurate predictor of
performance.

The code-vector density g(xk) of our quantization
model replaces the set of code vectors as the description
of the codebook. Our objective of finding the code-
book that minimizes the average distortion subject to
a rate constraint has become the objective of finding the
optimal density g(xk) that minimizes the distortion

D=
∫

D(xk)pXk (xk)dxk

= C
∫

V (xk)
2
k pXk (xk)dxk

= C
∫

g(xk)−
2
k pXk (xk)dxk , (14.7)

subject to a rate constraint.
Armed with our quantization model, we now attempt

to find the optimal density g(xk) (the optimal codebook)
for encoding speech. We consider separately two com-
monly used constraints on the rate: a given fixed rate and
a given average rate. As mentioned in Sect. 14.2.1, the
former rate constraint applies to circuit-switched net-
works and the latter rate constraint represents situations
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where the rate can be varied continuously, such as, for
example, in storage applications and packet networks.

We start with the fixed-rate requirement, where
each codebook vector ck

q is encoded with a codeword
of a fixed number of bits. This is called constrained-
resolution coding. If we use a rate of R bits per speech
vector then we have a codebook cardinality of N = 2R

and the density g(xk) must be consistent with this cardi-
nality:

N =
∫
� k

g(xk)dxk . (14.8)

We have to minimize the average distortion of (14.7)
subject to the constraint (14.8) (i. e., subject to given N).
This constrained optimization problem is readily solved
with the calculus of variations. The solution is

g(xk)= N
pXk (xk)

k
k+2∫

pXk (xk)
k

k+2 dxk

= 2R pXk (xk)
k

k+2∫
pXk (xk)

k
k+2 dxk

= 2R pXk (xk)
k

k+2 , (14.9)

where the underlining denotes normalization to unit inte-
gral over � k and where R is the bit rate per speech vector.
Thus, our encoding–decoding model suggests that, for
constrained-resolution coding, the density of the code
vectors varies with the data density. At dimensionalities
k >> 1 the density of the code vectors approximates
a simple scaling of the probability density of the speech
vectors since k/(k+2)→ 1 with increasing k.

In the constrained-resolution case, redundancy is re-
moved by placing the codebook vectors such that they
reflect the density of the data vectors. For example, as
shown by (14.9), regions of �

k without data have no
vectors placed in them. This means no codewords are
used for regions that have no data. If we had placed
codebook vectors there, these would have been redun-
dant. Note that scalar quantization of the k-dimensional
random vector Xk would do precisely that. Similarly, re-
gions of low data density get relatively few code vectors,
reducing the number of codewords spent in such regions.

Next, we apply our quantization model to the case
where the average rate is constrained. That is, the code-
word length used to encode the cell indices q varies.
Let us denote the random index associated with the ran-
dom vector Xk as Q. The source coding theorem [14.12]
tells us the lowest possible average rate for uniquely (so
it can be decoded) encoding the indices with separate
codewords is within one bit of the index entropy (in bits)

H(Q)=−
∑
q∈Q

pQ(q) log2[pQ(q)] . (14.10)

The entropy can be interpreted as the average of a bit
allocation, − log2[pQ(q)], for each index q. Neglect-
ing the aforementioned within one bit, the average
rate constraint is H(Q)= R, where R is the selected
rate. For this reason, this coding method is known as
constrained-entropy coding. This neglect is reasonable
as the difference can be made arbitrarily small by encod-
ing sequences of indices, as in arithmetic coding [14.28],
rather than single indices. We minimize the distortion of
(14.7) subject to the constraint (14.10), i. e., subject to
given H(Q)= R. Again, the constrained optimization
problem is readily solved with the calculus of variations.
In this case the solution is

g(xk)= 2H(Q)−h(Xk) = 2R−h(Xk) , (14.11)

where h(Xk)=− ∫ pXk (xk) log2[pXk (xk)]dxk is the dif-
ferential entropy of Xk in bits, and where H(Q) is
specified in bits. It is important to realize that special
care must be taken if pXk (·) is singular, i. e., if the data
lie on a manifold.

Equation (14.11) implies that the the code vector
density is uniform across �

k . The number of code vec-
tors is countably infinite despite the fact that the rate
itself is finite. The codeword length − log2[pQ(q)] in-
creases very slowly with decreasing probability pQ(q)
and, roughly speaking, long codewords make no contri-
bution to the mean rate.

In the constrained-entropy case, redundancy is re-
moved through the lossless encoding of the indices.
Given the probabilities of the code vectors, (ideal) loss-
less coding provides the most efficient bit assignment
that allows unique decoding, and this rate is precisely
the entropy of the indices. Code vectors in regions of
high probability density receive short codewords and
code vectors in regions of low probability density receive
long codewords.

An important result that we have found for both the
constrained-resolution and constrained-entropy cases is
that the structure of the codebook is independent of the
overall rate. The code-vector density simply increases as
2R (cf. (14.9) and (14.11), respectively) anywhere in �

k .
Furthermore, for the constrained-entropy case, the code
vector density depends only through the global variable
h(Xk) on the probability density.

14.3.4 Coding Speech with a Model Family

Although the quantization model of Sect. 14.3.3 pro-
vides interesting results, a general implementation of

Part
C

1
4
.3



290 Part C Speech Coding

a codebook for the random speech vector Xk leads
to practical problems, except for small k. For the
constrained-resolution case, larger values of k lead to
codebook sizes that do not allow for practical training
procedures for storage on conventional media. For the
constrained-entropy case, the codebook itself need not
be stored, but we need access to the probability density
of the codebook entries to determine the corresponding
codewords (either offline or through computation dur-
ing encoding). We can resolve these practical coding
problems by using a model of the density. Importantly,
to simplify the computational effort, we do not assume
that the model is an accurate representation of the dens-
ity of the speech signal vector, we simply make a best
effort given the tools we have.

The model-based approach towards reducing com-
putational complexity is suggested by the mixture model
that we discussed in Sect. 14.3.1. If we classify each
speech vector first as corresponding to a particular
sound, then we can specify a probability density for that
sound. A signal model specifies the probability dens-
ity, typically by means of a formula for the probability
density. The probability densities of the models are typi-
cally selected to be relatively simple. The signal models
reduce computational complexity, either because they
reduce codebook size or because the structural sim-
plicity of the model simplifies the lossless coder. We
consider models of a similar structure to be member of
a model family. The selection of a particular model from
the family is made by specifying model parameters.

Statistical signal models are commonly used in
speech coding, with autoregressive modeling (gener-
ally referred to as linear prediction coding methods)
perhaps being the most common. In this section, we dis-
cuss the selection of a particular model from the model
family (i.e., the selection of the model parameters) and
the balance in bit allocation between the model and the
specification of the speech vector.

Our starting point is that a family of signal models
is available for the coding operation. The model family
can be any model family that provides a probability as-
signment for the speech vector xk . We discuss relevant
properties for coding with signal models. We do not
make the assumption that the resulting coding method
is close to a theoretical performance bound on the rate
versus distortion trade-off. As seid, we also do not make
an assumption about the appropriateness of the signal
model family for the speech signal. The model probabili-
ties may not be accurate. However it is likely that models
that are based on knowledge of speech production result
in better performance.

The reasoning below is based on the early de-
scriptions of the minimum description length (MDL)
principle for finding signal models [14.29–31]. These
methods separate a code for the model and a code for
the signal realization, making them relevant to practical
speech coding methods whereas later MDL methods use
a single code. Differences from the MDL work include
a stronger focus on distortion, and the consideration of
the constrained-resolution case, which is of no interest
to modeling theory.

Constrained-Entropy Case
First we consider the constrained-entropy case, i. e., we
consider the case of a uniform codebook. Each speech
vector is encoded with a codebook where each cell is of
identical volume, which we denote as V . Let the model
distribution be specified by a set of model parameters,
θ. We consider the models to have a probability density,
which means that a particular parameter set θ corre-
sponds to a particular realization of a random parameter
vectorΘ. We write the probability density of Xk assum-
ing the particular parameter set θ as pXk;Θ(xk|θ). The
corresponding overall model density is

p̃Xk (xk)=−
∑
θ

pXk |Θ(xk|θ) · pΘ(θ) , (14.12)

where the summation is over all parameter sets. The ad-
vantage of selecting and then using models pXk |Θ(xk|θ)
from the family over using the composite model density
p̃Xk (xk) is a decrease of the computational effort.

The quantization model of Sect. 14.3.3 and in
particular (14.4) and (14.10), show that the constrained-
entropy encoding of a vector xk assuming the model
with parameters θ requires − log2[VpXk |Θ(xk|θ)] bits.
In addition, the decoder must receive side information
specifying the model.

Let θ̂(xk) be the parameter vector that maximizes
pXk |Θ(xk|θ) and, thus, minimizes the bit allocation
− log2[VpXk |Θ(xk|θ)]. That is, pXk |Θ[xk|θ̂(xk)] is the
maximum-likelihood model (from the family) for en-
coding the speech vector xk. The random speech vectors
Xk do not form a countable set and as a result the ran-
dom parameter vector Θ̂(Xk) generally does not form
a countable set for conventional model families such as
autoregressive models. To encode the model, we must
discretize it.

To facilitate transmission of the random model
index, J , the model parameters must be quantized and
we write the random parameter set corresponding to ran-
dom index J as θ(J). If pJ ( j) is a prior probability of
the model index, the overall bit allocation for the vector
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xk when encoded with model j is

l =− log2[pJ ( j)]− log2
{
V (xk)pxk |Θ[xk|θ( j)]}

=− log2[pJ ( j)]+ log2

(
pXk |Θ[xk|θ̂(xk)]
pXk |Θ[xk|θ( j)]

)

− log2[V (xk)pXk |Θ(xk|θ̂)] , (14.13)

where the term log2

(
pXk |Θ [xk |θ̂(xk)]
pXk |Θ [xk |θ( j)]

)
represents the ad-

ditional (excess) bit allocation required to encode xk

with model j over the bit allocation required to encode
xk with the true maximum-likelihood model from the
model family.

With some abuse of notation, we denote by j(xk)
the function that provides the index for a given speech
vector xk. In the following, we assume that the functions
θ( j) and j(xk) minimize l. That is, we quantize θ so as to
minimize the total number of bits required to encode xk.

We are interested in the bit allocation that results
from averaging over the probability density pXk (·) of
the speech vectors,

E{L} = −E
{

log2[pJ ( j(Xk))]}
−E

{
log2

(
pXk |Θ(Xk|θ( j(Xk)))

pXk |Θ(Xk|θ̂(Xk))

)}

−E
{

log2
[
V (Xk)pXk |Θ(Xk|θ̂(Xk))

]}
,

(14.14)

where E{·} indicates averaging over the speech vector
probability density and where L is the random bit al-
location that has I as realization. In (14.14), the first
term describes the mean bit allocation to specify the
model, the second term specifies the mean excess in bits
required to encode Xk assuming θ( j(xk)) instead of as-
suming the optimal θ̂(xk), and the third term specifies
the mean number of bits required to encode Xk if the
optimal model is available. Importantly, only the third
term contains the cell volume that determines the mean
distortion of the speech vectors through (14.7).

Assuming validity of the encoding model of
Sect. 14.3.3, the optimal trade-off between the bit al-
location for the model index and the bit allocation for
the speech vectors Xk depends only on the mean of

η=− log2{pJ [ j(xk)]}

− log2

(
pXk |Θ[xk|θ( j(xk))]

pXk |Θ[xk|θ̂(xk)]

)
, (14.15)

which is referred to as the [14.32]. The goal is to find
the functions θ(·) and j(·) that minimize the index of

resolvability over the ensemble of speech vectors. An
important consequence of our logic is that these func-
tions, and therefore the rate allocation for the model
index, are dependent only on the excess rate and the
probability of the quantized model. As the third term of
(14.14) is missing, no relation to the speech distortion
exists. That is the rate allocation for the model index J
is independent of distortion and overall bit rate. While
the theory is based on assumptions that are accurate only
for high bit rates, this suggests that the bit allocation for
the parameters becomes proportionally more important
at low rates.

The fixed entropy for the model index indicates, for
example, that for the commonly used linear-prediction-
based speech coders, the rate allocation for the linear
prediction parameters is independent of the overall rate
of the coder. As constrained-entropy coding is not com-
monly used for predictive coding, this result is not
immediately applicable to conventional speech coders.
However, the new result we derive below is applicable
to such coders.

Constrained-Resolution Case
Most current speech coders were designed with
a constrained-resolution (fixed-rate) constraint, making
it useful to study modeling in this context. We need some
preliminary results. For a given model, with parameter
set θ, and optimal code vector density, the average dis-
tortion over a quantization cell centered at location xk

can be written

D(xk)=CV (xk)
2
k

=Cg(xk)−
2
k

=CN−
2
k

[
pXk |Θ(xk|θ)

k
k+2

]− 2
k
, (14.16)

where we have used (14.7) and (14.9). We take the ex-
pectation of (14.16) with respect to the true probability
density function pXk (xk) and obtain the mean distortion
for the constrained-resolution case:

DCR = CN−
2
k E

{[
pXk |Θ(Xk|θ)

k
k+2

]− 2
k
}
. (14.17)

Equation (14.17) can be rewritten as

2

k
log2(N)= log2

(
E

{[
pXk |Θ(Xk|θ)

k
k+2

]− 2
k
})

− log2

(
DCR

C

)
. (14.18)

We assume that k is sufficiently large that, in the region
where pXk (xk) is significant, we can use the expansion
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u ≈ 1+ log(u) for the term [pXk |Θ(xk|θ)k/(k+2)]−2/k and
write

log

(
E

{[
pXk |Θ(Xk|θ)

k
k+2

]− 2
k
})

≈ log

(
1− 2

k
E
{

log
[

pXk |Θ(Xk|θ)
k

k+2

]})

≈−2

k
E
{

log
[

pXk |Θ(Xk|θ)
k

k+2

]}
. (14.19)

Having completed the preliminaries, we now con-
sider the encoding of a speech vector xk . Let L(m) be the
fixed bit allocation for the model index. The total rate is
then

L = L(m)+ L(xk)

= L(m)+ log2(N)

= L(m)−E
{

log2

[
pXk |Θ(Xk|θ)

k
k+2

]}
− k

2
log2

(
DCR

C

)
. (14.20)

The form of (14.20) shows that, given the assump-
tions made, we can define an equivalent codeword
length log2[pXk |Θ(Xk|θ)k/(k+2)] for each speech code-
book entry. The equivalent codeword length represents
the spatial variation of the distortion. Note that this
equivalent codeword length does not correspond to the
true codeword length of the speech vector codebook,
which is fixed for the constrained-resolution case. For
a particular codebook vector xk, the equivalent codeword
length is

L = L(m)− log2

[
pXk |Θ(xk|θ)

k
k+2

]
− k

2
log2

(
DCR

C

)
. (14.21)

Similarly to the constrained-entropy case, we can
decompose (14.21) into a rate component that relates
to the encoding of the model parameters, a component
that describes the excess equivalent rate resulting from
limiting the precision of the model parameters, and a rate
component that relates to optimal encoding with optimal

Table 14.1 Bit rates of the AMR-WB coder [14.4]

Rate (bits) 6.6 8.85 12.65 14.25 15.85 18.25 19.85 23.05

AR model 36 46 46 46 46 46 46 46

Pitch parameter 23 26 30 30 30 30 30 30

Excitation 48 80 144 176 208 256 288 352

(uncoded) model parameters:

L = L(m)− log2(pXk |Θ(xk|θ( j))
k

k+2 )− k

2
log2

(
DCR

C

)

= L(m)− log2

⎛
⎜⎝ pXk |Θ(xk|θ( j))

k
k+2

pXk |Θ(xk|θ̂(xk))
k

k+2

⎞
⎟⎠

− log2

[
pXk |Θ(xk|θ̂(xk))

k
k+2

]
− k

2
log2

(
DCR

C

)
,

(14.22)

We can identify the last two terms as the bit allocation
for xk for the optimal constrained-resolution model for
the speech vector xk . The second term is the excess
equivalent bit allocation required to encode the speech
vector with model j over the bit allocation required for
the optimal model from the model family. The first two
terms determine the trade-off between the bits spent on
the model, and the bits spent on the speech vectors.
These two terms form the index of resolvability for the
constrained-resolution case:

η= L(m)− log2

⎛
⎝ pXk |Θ(xk|θ( j))

k
k+2

pXk |Θ(xk|θ̂(xk))
k

k+2

⎞
⎠ . (14.23)

As for the constrained-entropy case, the optimal set of
functions θ( j) and j(xk) (and, therefore, the bit alloca-
tion for the model) are dependent only on the speech
vector density for the constrained-resolution case. The
rate for the model is independent of the distortion se-
lected for the speech vector and of the overall rate. With
increasing k, the second term in (14.23) and (14.15) be-
comes identical. That is the expression for the excess
rate for using the quantized model parameters corres-
ponding to model j instead of the optimal parameters is
identical.

The independence of the model-parameter bit alloca-
tion of the overall codec rate for the constrained-entropy
case is of great significance for practical coding sys-
tems. We emphasize again that this result is valid only
under the assumptions made in Sect. 14.3.3. We ex-
pect the independence to break down at lower rates,
where the codebook CXk describing the speech cannot
be approximated by a density.
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The results described in this section are indeed sup-
ported, at least qualitatively, by the configuration of
practical coders. Table 14.1 shows the most important
bit allocations used in the adaptive-multirate wideband
(AMR-WB) speech coder [14.4]. The AMR-WB coder
is a constrained-resolution coder. It is seen that the de-
sign of the codec satisfies the predicted behavior: the
bit allocation for the model parameters is essentially
independent of the rate of the codec, except at low
rates.

Model-Based Coding
In signal-model-based coding we assume the family
is known to the encoder and decoder. An index to
the specific model is transmitted. Each model cor-
responds to a unique speech-domain codebook. The
advantage of the model-based approach is that the
structure of the density is simplified (which is advan-

tageous for constrained-entropy coding) and that the
required number of codebook entries for the constrained-
resolution case is smaller. This facilitates searching
through the codebook and/or the definition of the lossless
coder.

The main result of this section is that we can deter-
mine the set of codebooks for the models independently
of the overall rate (and speech-vector distortion). The re-
sult is consistent with existing results. The result of this
section leads to fast codec design as there is no need to
check the best trade-off in bit allocation between model
and signal quantization.

When encoding with a model-based coding it is ad-
vantageous first to identify the best model, encode the
model index j, and then encode the signal using code-
book CXk, j that is associated with that particular model
j. The model selection can be made based on the index
of resolvability.

14.4 Coding with Autoregressive Models

We now apply the methods of Sect. 14.3 to a practical
model family. Autoregressive model families are com-
monly used in speech coding. In speech coding this class
of coders is generally referred to as being based on lin-
ear prediction. We discuss coding based on a family that
consists of a set of autoregressive models of a particu-
lar order (denoted as p). To match current practice, we
consider the constrained-resolution case.

We first formulate the index of resolvability in
terms of a spectral formulation of the autoregressive
model. We show that this corresponds to the defini-
tion of a distortion measure for the model parameters.
The distortion measure is approximated by the com-
monly used Itakura–Saito and log spectral distortion
measures. Thus, starting from a squared error criter-
ion for the speech signal, we obtain the commonly
used (e.g., [14.33–37]) distortion measures for the
linear-prediction parameters. Finally, we show that our
reasoning leads to an estimate for the bit allocation for
the model. We discuss how this result relates to results
on autoregressive model estimation.

14.4.1 Spectral-Domain Index
of Resolvability

Our objective is to encode a particular speech vector xk

using the autoregressive model. To facilitate insight, it is
beneficial to make a spectral formulation of the problem.

To this purpose, we assume that k is sufficiently large
to neglect edge effects. Thus, we neglect the difference
between circular and linear convolution.

The autoregressive model assumption implies that
xk has a multivariate Gaussian probability density

pXk |Θ(xk|θ)

= 1√
2π det(Rθ )

exp

(
−1

2
xkT R−1

θ xk
)
. (14.24)

Rθ is the model autocorrelation matrix

Rθ = A−1A−H , (14.25)

where A a lower-triangular Toeplitz matrix with first col-
umn σ[1, a1, a2, · · · , ap, 0, · · · , 0]T, where the ai are
the autoregressive model parameters (linear-prediction
parameters), and p is the autoregressive model order and
the superscript H is the Hermitian transpose. Thus, the
set of model parameters is θ = {σ, a1, · · · , ap}i=1,··· ,p.
We note that typically p= 10 for 8 kHz sampling rate
and p= 16 for 12 kHz and 16 kHz sampling rate.

When k is sufficiently large, we can perform our
analysis in terms of power spectral densities. The trans-
fer function of the autoregressive model is

A(z)−1 = σ

1+a1z−1+· · ·+apz−p
, (14.26)
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where σ is a gain. This corresponds to the model power
spectral density

Rθ (z)= |A(z)|−2 . (14.27)

In the following, we make the standard assumption that
A(z) is minimum-phase.

Next we approximate (14.24) in terms of power
spectral densities and the transfer function of the auto-
regressive model. Using Szegö’s theorem [14.38], it is
easy to show that, asymptotically in k,

det(Rθ )= exp

⎧⎨
⎩ k

2π

2π∫
0

log
[
Rθ (eiω)

]
dω

⎫⎬
⎭ .

(14.28)

We also use the asymptotic equality

1

2
xkT R−1

θ xk = 1

4π

2π∫
0

|x(eiω)|2
Rθ (eiω)

dω

= k

4π

2π∫
0

Rx(eiω)

Rθ (eiω)
dω , (14.29)

where x(z) =∑k−1
i=0 xi z−i for xk = (x1, · · · , xk) and

Rx(eiω)= 1
k |x(eiω)|2.

Equations (14.28) and (14.29) can be used to rewrite
the multivariate density of (14.24) in terms of power
spectral densities. It is convenient to write the log dens-
ity:

log[pXk |Θ(xk|θ)]

= −1

2
log(2π)− k

4π

2π∫
0

log(Rθ (eiω))dω

− k

4π

2π∫
0

Rx(eiω)

Rθ (eiω)
dω . (14.30)

We use (14.30) to find the index of resolvability for
the constrained-resolution case. We make the approxi-
mation that k is sufficiently large that it is reasonable to
approximate the exponent k/(k+2) by unity in (14.23).
This implies that we do not have to consider the normal-
ization in this equation. Inserting (14.30) into (14.23)
results in

η= L(m)+ k

4π

2π∫
0

[
− log

(
R
θ̂
(eiω)

Rθ (eiω)

)

+ Rx(eiω)

Rθ (eiω)
− Rx(eiω)

R
θ̂
(eiω)

]
dω . (14.31)

The maximum-likelihood estimate of the auto-
regressive model θ̂ given a data vector xk is
a well-understood problem, e.g., [14.39, 40]. The pre-
dictor parameter estimate of the standard Yule–Walker
solution method has the same asymptotic density as the
maximum-likelihood estimate [14.41].

To find the optimal bit allocation for the model we
have to minimize the expectation of (14.31) over the
ensemble of all speech vectors. We study the behavior of
this minimization. For notational convenience we define
a cost function

ψ(θ, θ̂)= k

4π

2π∫
0

[
− log

(
R
θ̂
(eiω)

Rθ (eiω)

)

+ Rx(eiω)

Rθ (eiω)
− Rx(eiω)

R
θ̂
(eiω)

]
dω . (14.32)

Let θ be a particular model from a countable model set
CΘ(L(m)) with a bit allocation L(m) for the model. Find-
ing the optimal model set CΘ(L(m)) is then equivalent
to

min
L(m)∈�

E[η]
= min

L(m)∈�
{

L(m)+ min
CΘ (L(m))

E
[

min
θ∈CΘ (L(m))

ψ(θ, θ̂)
]}
.

(14.33)

If we write

D(L(m))= min
CΘ (L(m))

E
[

min
θ∈CΘ (L(m))

ψ(θ, θ̂)
]

(14.34)

then (14.33) becomes

min
L(m)∈�

E[η] = min
L(m)∈�

[
L(m)+D(L(m))

]
. (14.35)

If we interpret D(L(m)) as a minimum mean distortion,
minimizing (14.35) is equivalent to finding a particular
point on a rate-distortion curve. We can minimize the
cost function of (14.34) for all L(m) and then select the
L(m) that minimizes the overall expression of (14.35).
Thus only one particular distortion level, corresponding
to one particular rate, is relevant to our speech coding
system. This distortion–rate pair for the model is depen-
dent on the distribution of the speech models. Assuming
that D(L(m)) is once differentiable towards L(m), then
(14.35) shows that its derivative should be −1 at the
optimal rate for the model.

14.4.2 A Criterion for Model Selection

We started with the notion of using an autoregressive
model family to quantize the speech signal. We found
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that we could do so by first finding the maximum-
likelihood estimate θ̂ of the autoregressive model
parameters, then selecting from a set of models
CΘ(L(m)) the model nearest to the maximum-likelihood
model based on the cost function ψ(θ, θ̂) and then
quantizing the speech given the selected model. As quan-
tization of the predictor parameters corresponds to our
model selection, it is then relevant to compare the distor-
tion measure of (14.32) with the distortion measures that
are commonly used for the linear-prediction parameters
in existing speech coders.

To provide insight, it is useful to write Rx(eiω)=
R
θ̂
(eiω) Rw(eiω), where Rw(eiω) represents a remainder

power-spectral density that captures the spectral error of
the maximum likelihood model. If the model family is
of low order, then Rw(eiω) includes the spectral fine
structure. We can rewrite (14.32) as

ψ(θ, θ̂)= k

4π

2π∫
0

[
− log

(
R
θ̂
(eiω)

Rθ (eiω)

)

+
(

R
θ̂
(eiω)

Rθ (eiω)
−1

)
Rw(eiω)

]
dω . (14.36)

Interestingly, (14.36) reduces to the well-known
Itakura–Saito criterion [14.42] if Rw(eiω) is set to unity.

It is common (e.g., [14.43]) to relate different cri-
teria through the series expansion u = 1+ log(u)+
1
2 [log(u)]2+· · · . Assuming small differences between
the optimal model θ̂ and the model from the set θ, (14.36)
can be written

ψ(θ, θ̂)∼= k

4π

2π∫
0

{[
Rw(eiω)−1

]
log

(
R
θ̂
(eiω)

Rθ (eiω)

)

+1

2
Rw(eiω)

[
log

(
R
θ̂
(eiω)

Rθ (eiω)

)]2
}

dω .

(14.37)

Equation (14.37) needs to be accurate only for nearest
neighbors of θ̂.

We can simplify (14.37) further. With our assump-
tions for the autoregressive models, Rθ (z) is related
to monic minimum-phase polynomials through (14.27)
and the further assumption that their gains σ are identical
(i. e., is not considered here), this implies that

1

2π

2π∫
0

log(Rθ )dω= 1

2π

2π∫
0

log(R
θ̂
)dω= log(σ2) .

(14.38)

This means that we can rewrite (14.37) as

ψ(θ, θ̂)∼= k

4π

2π∫
0

Rw(eiω)

{
log

(
R
θ̂
(eiω)

Rθ (eiω)

)

+1

2

[
log

(
R
θ̂
(eiω)

Rθ (eiω)

)]2
}

dω . (14.39)

Equation (14.39) forms the basic measure that must be
optimized for the selection of the model from a set of
models, i. e., for the optimal quantization of the model
parameters.

If we can neglect the impact of Rw(z), then (using
the result of (14.38)) minimizing (14.39) is equivalent
to minimizing

ψ(θ, θ̂)∼= k

8π

2π∫
0

[
log

(
R
θ̂
(eiω)

Rθ (eiω)

)]2

dω , (14.40)

which is the well-known mean squared log spectral
distortion, scaled by the factor k/4. Except for this
scaling factor, (14.39) is precisely the criterion that is
commonly used (e.g., [14.35, 44, 45]) to evaluate per-
formance of quantizers for autoregressive (AR) model
parameters. This is not unreasonable as the neglected
modeling error Rw(eiω) is likely uncorrelated with the
model quantization error.

14.4.3 Bit Allocation for the Model

The AR model is usually described with a small number
of parameters (as mentioned, p= 10 is common for
8 kHz sampling rate). Thus, the spectral data must lie on
a manifold of dimension p or less in the log spectrum
space. At high bit allocations, where measurement noise
dominates (see also the end of Sect. 14.3.3), the manifold
dimension is p and the spectral distortion is expected to
scale as

D(L(m))= k

4
β2 N

− 2
p

AR =
k

4
β2 e−

2
p L(m) , (14.41)

where β is a constant and NAR is the number of spectral
models in the family and L(m) = log(NAR). At higher
spectral distortion levels, it has been observed that the
physics of the vocal tract constrains the dimensionality
of the manifold. This means that (14.41) is replaced by

D(L(m))= k

4
β2 e−

2
κ

L(m) (14.42)

with κ < p. This behavior was observed for trained code-
books over a large range in [14.44] (similar behavior was
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observed for cepstral parameters in [14.46]) and for spe-
cific vowels in [14.47]. The results of [14.44] correspond
to κ = 7.1 and β = 0.80.

The mean of (14.31) becomes

E[η] = L(m)+ k

4
β2 e−

2
κ

L(m) . (14.43)

Differentiating towards L(m) we find that the optimal bit
allocation for the AR model selection to be

L(m) = κ

2
log

(
β2 k

2κ

)
, (14.44)

which is logarithmically dependent on k. Using the ob-
served data of [14.44], we obtain an optimal rate of
about 17 bits for 8 kHz sampled speech at a 20 ms block
size. The corresponding mean spectral distortion is about
1.3 dB. The distortion is similar to the mean estimation
errors found in experiments on linear predictive methods
on speech sounds [14.48].

The 17 bit requirement for the prediction param-
eter quantizer is similar to that obtained by the best
available prediction parameter quantizers that operate
on single blocks and bounds obtained for these meth-
ods [14.35, 49–52]. In these systems the lowest bit
allocation for 20 ms blocks is about 20 bits. However,
the performance of these coders is entirely based on the
often quoted 1 dB threshold for transparency [14.35].
The definition of this empirical threshold is consistent
with the conventional two-step approach: the model par-
ameters are first quantized using a separately defined
criterion, and the speech signal is quantized thereafter
based on a weighted squared error criterion. In con-
trast, we have shown that a single distortion measure
operating on the speech vector suffices for this pur-
pose.

We conclude that the definition of a squared-error
criterion for the speech signal leads to a bit alloca-
tion for the autoregressive model. No need exists to
introduce perception based thresholds on log spectral
distortion.

14.4.4 Remarks on Practical Coding

The two-stage approach is standard practice in linear-
prediction-based (autoregressive-model-based) speech
codecs. In the selection stage, weighted squared error
criteria in the so-called line-spectral frequency (LSF)
representation of the prediction parameters are com-
monly used, e.g., [14.34–37]. If the proper weighting
is used, then the criterion can be made to match the
log spectral distortion measure [14.53] that we derived
above.

The second stage is the selection of a speech code-
book entry from a codebook corresponding to the
selected model. The separation into a set of models
simplifies this selection. In general, this means that
a speech-domain codebook must be available for each
model. It was recently shown that the computational
or storage requirements for optimal speech-domain
codebooks can be made reasonable by using a single
codebook for each set of speech sounds that are similar
except for a unitary transform [14.54]. The method takes
advantage of the fact that different speech sounds may
have similar statistics after a suitable unitary transform
and can, therefore, share a codebook. As the unitary
transform does not affect the Euclidian distance, it also
does not affect the optimality of the codebook.

In the majority of codecs the speech codebooks are
generated in real time, with the help of the model ob-
tained in the first stage. This approach is the so-called
analysis-by-synthesis approach. It can be interpreted as
a method that requires the synthesis of candidate speech
vectors (our speech codebook), hence the name. Partic-
ularly common is the usage of the analysis-by-synthesis
approach for the autoregressive model [14.16,55]. While
the analysis-by-synthesis approach has proven its merit
and is used in hundreds of millions of communication
devices, it is not optimal. It was pointed out in [14.54]
that analysis-by-synthesis coding inherently results in
a speech-domain codebook with quantization cells that
have a suboptimal shape, limiting performance.

14.5 Distortion Measures and Coding Architecture

An objective of coding is the removal of irrelevancy.
This means that precision is lost and that we introduce
a difference between the original and the decoded signal,
the error signal. So far we have considered basic quan-
tization theory and how modeling can be introduced in
this quantization structure. We based our discussion on

a mean squared error distortion measure for the speech
vector. As discussed in Sect. 14.2.2, the proper meas-
ure is the decrease in signal quality as perceived by
human listeners. That is, the goal in speech coding is
to minimize the perceived degradation resulting from
an encoding at a particular rate. This section discusses
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methods for integrating perceptually motivated criteria
into a coding structure.

To base coding on perceived quality degradation,
we must define an appropriate quantitative measure
of the perceived distortion. Reasonable objectives for
a good distortion measure for a speech codec are a good
prediction of experimental data on human perception,
mathematical tractability, low delay, and low computa-
tional requirements.

A major aspect in the definition of the criterion
is the representation of the speech signal the distor-
tion measure operates on. Most straightforward is to
quantize the speech signal itself and use the distor-
tion measure as a selection criterion for code vectors
and as a means to design the quantizers. This coding
structure is commonly used in speech coders based on
linear-predictive coding. An alternative coding structure
is to apply a transform towards a domain that facilitates
a simple distortion criterion. Thus, in this approach, we
first perform a mapping to a perceptual domain (pre-
processing) and then quantize the mapped signal in that
domain. At the decoder we apply the inverse mapping
(postprocessing). This second architecture is common
in transform coders aimed at encoding audio signals at
high fidelity.

We start this section with a subsection discussing
the squared error criterion, which is commonly used be-
cause of its mathematical simplicity. In Subsects. 14.5.2
and 14.5.3 we then discuss models of perception and
how the squared error criterion can be used to repre-
sent these models. We end the section with a subsection
discussing in some more detail the various coding archi-
tectures.

14.5.1 Squared Error

The squared-error criterion is commonly used in coding,
often without proper physical motivation. Such usage
results directly from its mathematical tractability. Given
a data sequence, optimization of the model parameters
for a model family often leads to a set of linear equations
that is easily solved.

For the k-dimensional speech vector xk, the basic
squared-error criterion is

η= (xk− x̂k)H(xk− x̂k) , (14.45)

where the superscript ‘H’ denotes the Hermitian conju-
gate and x̂k is the reconstruction vector upon encoding
and decoding. Equation (14.45) quantifies the variance
of the signal error. Unfortunately, variance cannot be

equated to loudness, which is the psychological corre-
late of variance. At most we can expect that, for a given
original signal, a scaling of the error signal leads to
a positive correlation between perceived distortion and
squared error.

While the squared error in its basic form is not rep-
resentative of human perception, adaptive weighting of
the squared-error criterion can lead to improved corre-
spondence. By means of weighting we can generalize
the squared-error criterion to a form that allows in-
clusion of knowledge of perception (the formulation
of the weighted squared error criterion for a specific
perceptual model is described in Subsects. 14.5.2 and
14.5.3). To allow the introduction of perceptual ef-
fects, we linearly weight the error vector xk− x̂k and
obtain

η= (xk− x̂k)HHHH(xk− x̂k) , (14.46)

where H is an m × k matrix, where m depends on the
weighting invoked. As we will see below, many differ-
ent models of perception can be approximated with the
simple weighted squared-error criterion of (14.46). In
general, the weighting matrix H adapts to xk , that is
H(xk) and

ym =H(xk) xk (14.47)

can be interpreted as a perceptual-domain representation
of the signal vector for a region of xk where H(xk) is
approximately constant.

The inclusion of the matrix H in the formula-
tion of the squared-error criterion generally results in
a significantly higher computational complexity for
the evaluation of the criterion. Perhaps more im-
portantly, when the weighted criterion of (14.46) is
adaptive, then the optimal distribution of the code vec-
tors (Sect. 14.3.3) for constrained-entropy coding is no
longer uniform in the speech domain. This has signifi-
cant implications for the computational effort of a coding
system.

The formulation of (14.46) is commonly used in
coders that are based on an autoregressive model family,
i. e., linear-prediction-based analysis-by-synthesis cod-
ing [14.16]. (The matrix H then usually includes the
autoregressive model, as the speech codebook is de-
fined as a filtering of an excitation codebook.) Also
in the context of this class of coders, the vector
Hxk can be interpreted as a perceptual-domain vec-
tor. However, because H is a function of xk it is
not straightforward to define a codebook in this do-
main.
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The perceptual weighting matrix H often represents
a filter operation. For a filter with impulse response
[h0, h1, h2, · · · ], the matrix H has a Toeplitz structure:

H=

⎛
⎜⎜⎜⎜⎝

h0 0 · · ·
h1 h0 · · ·
h2 h1 · · ·
...

...
. . .

⎞
⎟⎟⎟⎟⎠ . (14.48)

For computational reasons, it may be convenient to make
the matrix HHH Toeplitz. If the impulse response has
time support p then HHH is Toeplitz if H is selected to
have dimension (m+ p) × m [14.19].

Let us consider how the impulse response
[h0, h1, h2, · · · ] of (14.48) is typically constructed for
the case of linear-predictive coding. The impulse re-
sponse is constructed from the signal model. Let the
transfer function of the corresponding autoregressive
model be, as in (14.26)

A(z)−1 = σ

1+a1z−1 · · ·+apz−p
, (14.49)

where the ai are the prediction parameters and σ is the
gain. A weighting that is relatively flexible and has low
computational complexity is then [14.56]

H(z)= A(z/γ1)

A(z/γ2)
, (14.50)

where γ1 and γ2 are parameters that are selected to accu-
rately describe the impact of the distortion on perception.
The sequence [h0, h1, h2, · · · ] of (14.48) is now sim-
ply the impulse response of H(z). The parameters γ1
and γ2 are selected to approximate perception where
1 ≥ γ1 > γ2 > 0. The filter A(z/γ1) deemphasizes the
envelope of the power spectral density, which corre-
sponds to decreasing the importance of spectral peaks.
The filter 1/A(z/γ2) undoes some of this emphasis for
a smoothed version of the spectral envelope. The effect
is roughly that 1/A(z/γ2) limits the spectral reach of the
deemphasis A(z/γ1). In other words, the deemphasis of
the spectrum is made into a local effect.

To understand coders of the transform model family,
it is useful to interpret (14.46) in the frequency domain.
We write the discrete Fourier transform (DFT) as the
unitary matrix F and the define a frequency-domain
weighting matrix W such that

Hxk = FHWFxk , (14.51)

The matrix W provides a weighting of the frequency-
domain vector Fxk. If, for the purpose of our discussion,
we neglect the difference between circular and linear
convolution and if H represents a filtering operation
(convolution) as in (14.48), then W is diagonal. To
account for perception, we must adapt W to the in-
put vector xk (or equivalently, to the frequency-domain
vector Fxk) and it becomes a function W(xk): Equa-
tion (14.50) could be used as a particular mechanism
for such weighting. However, in the transform cod-
ing context, so-called masking methods, which are
described in Sect. 14.5.2, are typically used to find
W(xk).

As mentioned before, the random vector Ym =HXk

(or, equivalently, the vector WFXk) can be considered
as a perceptual-domain description. Assuming smooth
behavior of H(xk) as a function of xk , this domain can
then be used as the domain for coding. A codebook must
be defined for the perceptual-domain vector Ym and we
select entries from this codebook with the unweighted
squared error criterion. This approach is common in
transform coding. When this coding in the perceptual
domain is used, the distortion measure does not vary
with the vector ym , and a uniform quantizer is op-
timal for Ym for the constrained-entropy case. If the
mapping to the perceptual domain is unique and invert-
ible (which is not guaranteed by the formulation), then
ym =H(xk)xk ensures that xk is specified when ym is
known and only indices to the codebook for Ym need to
be encoded. In practice, the inverse mapping may not be
unique, resulting in problems at block boundaries and
the inverse may be difficult to compute. As a result it is
common practice to quantize and transmit the weighting
W, e.g., [14.57, 58].

14.5.2 Masking Models and Squared Error

Extensive quantitative knowledge of auditory percep-
tion exists and much of the literature on quantitative
descriptions of auditory perception relates to the con-
cept of masking, e.g., [14.59–63]. The masking-based
description of the operation of the auditory periphery
can be used to include the effect of auditory perception
in speech and audio coding. Let us define an arbitrary
signal that we call the masker. The masker implies a set
of second signals, called maskees, which are defined
as signals that are not audible when presented in the
presence of the masker. That is, the maskee is below
the masking threshold. Masking explains, for example,
why a radio must be made louder in a noisy environ-
ment such as a car. We can think of masking as being
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a manifestation of the internal precision of the auditory
periphery.

In general, laws for the masking threshold are based
on psychoacoustic measurements for the masker and
maskee signals that are constructed independently and
then added. However, it is clear that the coding er-
ror is correlated to the original signal. In the context
of masking it is a commonly overlooked fact that, for
ideal coding, the coding error signal is, under certain
common conditions, independent of the reconstructed
signal [14.12]. Thus, a reasonable objective of audio
and speech coding is to ensure that the coding error sig-
nal is below the masking threshold of the reconstructed
signal.

Masking is quantified in terms of a so-called mask-
ing curve. We provide a generalized definition of such
a curve. Let us consider a signal vector xk with k samples
that is defined in �

k . We define a perceived-error mea-
surement domain by any invertible mapping �

k → �
m .

Let {em
i }i∈{0,··· ,m−1} be the unit-length basis vectors

that span �
m . We then define the m-dimensional mask-

ing curve as [14.64] JNDi , i ∈ 0, · · · ,m−1, where the
scalar JNDi is the just-noticeable difference (JND) for
the basis vector em

i . That is, the vector JNDi em
i is pre-

cisely at the threshold of being audible for the given
signal vector.

Examples of the masking curve can be observed
in the time and the frequency domain. The frequency-
domain representation of xk is Fxk . Simultaneous
masking is defined as the masking curve for Fxk , i. e.,
the just-noticeable amplitudes for the frequency unit
vectors e1, e2, etc. In the time domain we refer to
nonsimultaneous (or forward and backward) masking
depending on whether the time index i of the unit
vectors ei is prior to or after the main event in the
masker (e.g., an onset). Both the time-domain (temporal)
and frequency-domain masking curves are asymmetric
and dependent on the loudness of the masker. A loud
sound leads to a rapid decrease in auditory acuity, fol-
lowed by a slow recovery to the default level. The
recovery may take several hundreds of ms and causes
forward masking. The decrease in auditory acuity be-
fore a loud sound, backward masking, extends only
over very short durations (at most a few ms). Simi-
lar asymmetry occurs in the frequency domain, i. e., in
simultaneous masking. Let us consider a tone. The au-
ditory acuity is decreased mostly at frequencies higher
than the tone. The acuity increases more rapidly from
the masker when moving towards lower frequencies
than when moving towards higher frequencies, which
is related to the decrease in frequency resolution with

increasing frequency. A significant difference exists in
the masking between tonal and noise-like signals. We
refer to [14.63, 65, 66] for further information on mask-
ing.

The usage of masking is particularly useful for
coding in the perceptual domain with a constraint
that the quality is to be transparent (at least ac-
cording to the perceptual knowledge provided). For
example, consider a transform coder (based on ei-
ther the discrete cosine transform or the DFT). In
this case, the quantization step size can be set to be
the JND as provided by the simultaneous masking
curve [14.57].

Coders are commonly subject to a bit-rate constraint,
which means knowledge of the masking curve is not
sufficient. A distortion criterion must be defined based
on the perceptual knowledge given. A common strategy
in audio coding to account for simultaneous masking is
to use a weighted squared error criterion, with a diagonal
weighting matrix H that is reciprocal of the masking
threshold [14.27, 58, 67–70]. In fact, this is a general
approach that is useful to convert a masking curve in
any measurement domain:

H=

⎛
⎜⎜⎝

1
JND1

0 · · ·
0 1

JND2
· · ·

...
...

. . .

⎞
⎟⎟⎠ , (14.52)

where it is understood that the weighting matrix H is
defined in the measurement domain. To see this consider
the effect of the error vector JNDi em

i on the squared
error:

η= JND2
i emH

i HHHem
i

= JND2
i JND−2

i = 1 . (14.53)

Thus, the points on the masking curve are defined as
the amplitudes of basis vectors that lead to a unit distor-
tion. This is a reasonable motivation for the commonly
used reciprocal-weighting approach for the squared-
error criterion defined by the weighting described in
(14.52). However, it should be noted that for this formu-
lation the distortion measure does not vanish below the
masking threshold. A more-complex approach where the
distortion measure does vanish below the JND is given
in [14.71].

14.5.3 Auditory Models and Squared Error

The weighting procedure of (14.52) (possibly in combi-
nation with the transform to the measurement domain)
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is an operation that transforms the signal to a per-
ceptually relevant domain. Thus, the operation can be
interpreted as a simple auditory model. Sophisticated
models of the auditory periphery that directly predict
the input to the auditory nerve have also been developed,
e.g., [14.72–77]. Despite the existence of such quanti-
tative models of perception, their application in speech
coding has been limited. Only a few examples [14.78,79]
of the explicit usage of existing quantitative knowl-
edge of auditory perception in speech coding speech
exist. In contrast, in the field of audio coding the usage
of quantitative auditory knowledge is common. Trans-
form coders can be interpreted as methods that perform
coding in the perceptual domain, using a simple percep-
tual model, usually based on (simultaneous) masking
results.

We can identify a number of likely causes for the
lack of usage of auditory knowledge in speech coding.
First, the structure of speech coders and the constraint
on computational complexity naturally leads to speech-
coding-specific models of auditory perception, such as
(14.50). The parameters of these simple speech-coding-
based models are optimized directly based on coding
performance. Second, the perception of the periodicity
nature of voiced speech, often referred to as the percep-
tion of pitch, is not well understood in a quantitative
manner. It is precisely the distortion associated with the
near-periodic nature of voiced speech that is often criti-
cal for the perceived quality of the reconstructed signal.
An argument against using a quantitative model based
on just-noticeable differences (JNDs) is that JNDs are
often exceeded significantly in speech coding. While
the weighting of (14.52) is reasonable near the JND
threshold value, it may not be accurate in the actual op-
erating region of the speech coder. Major drawbacks
of using sophisticated models based on knowledge of
the auditory periphery are that they tend to be compu-
tationally expensive, have significant latency, and often
lead to a representation that has many more dimensions
than the input signal. Moreover the complexity of the
model structure makes inversion difficult, although not
impossible [14.80].

The complex structure of auditory models that de-
scribe the functionality of the auditory periphery is time
invariant. We can replace it by a much simpler struc-
ture at the cost of making it time variant. That is,
the mapping from the speech domain to the percep-
tual domain can be simplified by approximating this
mapping as locally linear [14.79]. Such an approxima-
tion leads to the sensitivity matrix approach, which was
first introduced in a different context by [14.53] and

described in a rigorous general manner in [14.81]. If
a mapping from the speech domain vector xk to an au-
ditory domain vector ym (as associated with a particular
model of the auditory periphery) can be approximated
as locally linear, then for a small coding error xk− x̂k,
we can write ym − ŷm as a matrix multiplication of
xk− x̂k:

ym − ŷm ≈H (xk− x̂k) , (14.54)

where H is an m × k matrix. This means that, for
the set of codebook vectors from CXk that is suffi-
ciently close to xk , the squared-error criterion of (14.46)
forms an approximation to the psychoacoustic meas-
ure. Moreover, selecting the nearest codebook entry
from CXk using (14.46) results in the globally optimal
codebook vector for the input vector xk . In the sensi-
tivity matrix approach, the first step for each speech
vector xk is to find the k × k sensitivity matrix HTH.
This operation is based on an analysis of the distor-
tion criterion [14.79]. Once this has been done, the
selection of the codebook entries is similar to that
for a signal-invariant weighted squared-error distortion
measure.

In the sensitivity matrix approach, the matrix H is
a function of the past and future signal:

H=H(· · · , xk
i−1, xk

i , xk
i+1, · · · ) , (14.55)

where xk
i is the current speech vector, xk

i−1 is the previous
speech vector, etc. To avoid the introduction of latency,
the future speech vectors can be replaced by a prediction
of these vectors from the present and past speech vectors.

The sensitivity matrix approach requires that the
mapping from speech domain to perceptual domain is
continuous and differentiable, which is not the case for
psychoacoustic models. The approximation of such dis-
continuities by continuous functions generally leads to
satisfactory results.

The sensitivity matrix approach is well motivated
in the context of a speech-domain codebook CXk and
a criterion that consists of a perceptual transform fol-
lowed by the squared error criterion. The search through
the speech-domain codebook with a perceptual criterion
then reduces to searching with a weighted squared-error
criterion.

The benefit of the sensitivity matrix approach is not
so obvious if the signal vector codebook, CXk , is defined
in the perceptual domain. However, it can be useful if the
perceptual transform is known to the decoder (by, for ex-
ample, transmission of an index). The perceptual domain
often has higher dimensionality than the corresponding
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speech block. The singular-value decomposition of H
can then be used to reduce the dimensionality of the
perceptual domain error vector to k. Let H= VDU be
a singular value decomposition, where V is an m × m
unitary matrix, D is a m × k diagonal matrix and U is
a unitary k × k matrix

14.5.4 Distortion Measure
and Coding Architecture

As we have seen, the distortion measure has a significant
impact on the architecture of a speech coder. In this
subsection, we summarize the above discussion from
a codec-architecture viewpoint.

Speech-Domain Codebook
The most straightforward architecture for a speech coder
is to define the codebook in the speech domain and use
an appropriate distortion measure during encoding and
during training of the codebook. In general, the measure
is adaptive. This approach, which is shown in Fig. 14.1,
is most common in speech coding. An advantage is that
the decoder does not require knowledge of the time-
varying distortion measure.

We saw in Sect. 14.3.4 that it can be advantageous to
use speech codebooks that are associated with models.
This simplifies the codebook structure and, in the case of
constrained-resolution coding, its size. The codebooks
can be generated in real time as, for example, in the
case of linear-prediction (autoregressive model)-based
analysis-by-synthesis coding [14.16, 55].

The underlying aim of the speech-domain codebook
architecture is generally to approximate auditory percep-
tion by an adaptively weighted squared-error criterion.
Usually, this criterion is heuristic and based on tuning
within the context of the coder (as is typically done
for (14.50)). However, as shown in Sect. 14.5.3, the
sensitivity analysis method facilitates the usage of com-
plex auditory models. This approach requires, at least in
principle, no further tuning.
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Fig. 14.2 Ideal architecture for coding
in the perceptual domain, with invert-
ible mapping. A perceptual-domain
quantization index and a signal model
index are transmitted. The signal
model can be omitted
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Fig. 14.1 Common architecture for coding with a distortion
measure. A signal quantization index and a signal model
index are transmitted

Disadvantages of the weighted squared-error criter-
ion are its computational complexity and that, in contrast
to the unweighted squared-error measure, it does not
lead to uniform codebooks for the constrained-entropy
case. In the context of autoregressive-model-based
analysis-by-synthesis coding, many procedures have
been developed to reduce the computational complex-
ity of the weighted squared-error criterion [14.18, 19,
82].

Perceptual-Domain Codebook
As an alternative to defining the codebook in the speech
domain, we can define the codebook in a perceptual do-
main, as is shown in Fig. 14.2. We define a perceptual
domain as a domain where the unweighted squared er-
ror criterion can be applied. The most elegant paradigm
requires no information about the speech vector other
than its index in the perceptual domain codebook. This
elegance applies if the mapping to the perceptual do-
main is injective (one to one). Then if ym is known,
xk is also known. An example is an auditory model
that is a weighted DFT or DCT with a one-to-one
function �

k → �
k that maps xk into yk. An inverse func-
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Fig. 14.3 Architecture for coding in
the perceptual domain with encoded
mapping. This architecture is com-
mon in transform coding. A mapping
index, a perceptual-domain quantiza-
tion index, and a signal model index
are transmitted. The signal model is
commonly omitted

tion can be derived by the decoder from the quantized
vector ŷk.

The non-uniqueness of the auditory mapping from
the speech domain to the auditory domain results
in practical problems. Particularly if the models are
not accurate, the nonuniqueness can result in mis-
matches between coding blocks and severe audible
distortion.

The uniqueness issue for the mapping can be solved,
at the cost of increased rate, by transmitting information

about the mapping as is shown in Fig. 14.3. For example,
for transform coders used for audio signals, the masking
curve is commonly transmitted, e.g., [14.52,58,67–69].
To reduce the rate required, this is commonly done on
a per-frequency-band basis. The bands generally are uni-
formly spaced on an equivalent rectangular bandwidth
(ERB) or mel scale. In practice the masking curve is not
always transmitted directly, but a maximum amplitude,
and the number of quantization levels for each band are
transmitted, e.g., [14.27, 68, 70].

14.6 Summary

This chapter discussed the principles underlying the
transmission of speech (and audio) signals. The main
attributes of coding, rate, quality, robustness to channel
errors, delay, and computational complexity were dis-
cussed first. We then provided a generic perspective of
speech coding.

Each block of speech samples was described as
a random vector. Information about the vector was
transmitted in the form of a codebook index. The re-
lation between the reconstruction vector density and the
data density was given. We then modeled the prob-
ability density of the speech vector as a weighted
sum of component probability density functions, each
describing the speech vector probability density for
a particular speech sound. Each such component dens-
ity function corresponds to a model. In the case of
linear-prediction-based (equivalent to autoregressive-
model-based) coding, each component function (and
thus model) is characterized by a set of predictor par-
ameters. The approach results in the standard two-step
speech coding approach, in which we first extract the
model and then code the speech vector given the model.

We showed that this approach leads to standard distor-
tion measures used for the quantization of the predictor
parameters.

We showed that the number of models (component
probability density functions) is independent of the over-
all coding rate. Thus, the rate spent on linear-prediction
parameters in linear-predictive coding should not vary
with rate (at least when the rate is high). It was shown
that practical coders indeed have this behavior. We em-
phasized also that the rate allocated to the model (the
predictor parameters) is not a direct function of a per-
ceptual threshold, but the result of an optimal trade-off
between the rate allocated for the speech given the model
and the rate allocated for the model. We showed that it is
possible to calculate the rate allocation for the model (the
bit allocation for the predictor parameters) and that the
result provided is close to practical codec configurations.
We discussed analysis-by-synthesis coding as a partic-
ular application of the two-stage coding method. We
noted that analysis-by-synthesis coding is not optimal
because the speech-domain codebook has suboptimal
quantization cell shapes.
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Finally we discussed how perception can be in-
tegrated into the coding structure. We distinguished
coding in a perceptually relevant domain, which is
commonly used in audio coding, from coding in the
speech-signal domain, which is commonly used in
speech coding. The advantage of coding in the per-

ceptual domain is that a simple squared-error criterion
can be used. However, in practice the method gener-
ally requires some form of encoding of the mapping,
so that the decoder can perform an inverse mapping.
Improved mapping procedures may change this require-
ment.
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Voice over IP15. Voice over IP:
Speech Transmission over Packet Networks

J. Skoglund, E. Kozica, J. Linden, R. Hagen, W. B. Kleijn

The emergence of packet networks for both data
and voice traffic has introduced new challenges
for speech transmission designs that differ signif-
icantly from those encountered and handled in
traditional circuit-switched telephone networks,
such as the public switched telephone network
(PSTN). In this chapter, we present the many as-
pects that affect speech quality in a voice over IP
(VoIP) conversation. We also present design tech-
niques for coding systems that aim to overcome
the deficiencies of the packet channel. By properly
utilizing speech codecs tailored for packet net-
works, VoIP can in fact produce a quality higher
than that possible with PSTN.
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15.1 Voice Communication

Voice over internet protocol (IP), known as VoIP, rep-
resents a new voice communication paradigm that is
rapidly establishing itself as an alternative to traditional
telephony solutions. While VoIP generally leads to cost
savings and facilitates improved services, its quality has
not always been competitive. For over a century, voice
communication systems have used virtually exclusively
circuit-switched networks and this has led to a high level
of maturity. The end-user has been accustomed to a tele-
phone conversation that has consistent quality and low
delay. Further, the user expects a signal that has a narrow-
band character and, thus, accepts the limitations present
in traditional solutions, limitations that VoIP systems
lack.

A number of fundamental differences exist between
traditional telephony systems and the emerging VoIP
systems. These differences can severely affect voice
quality if not handled properly. This chapter will dis-

cuss the major challenges specific to VoIP and show
that, with proper design, the quality of a VoIP solu-
tion can be significantly better than that of the public
switched telephone network (PSTN). We first provide
a broad overview of the issues that affect end-to-end
quality. We then present some general techniques for de-
signing speech coders that are suited for the challenges
imposed by VoIP. We emphasize multiple description
coding, a powerful paradigm that has shown promising
performance in practical systems, and also facilitates
theoretical analysis.

15.1.1 Limitations of PSTN

Legacy telephony solutions are narrow-band. This
property imposes severe limitations on the achievable
quality. In fact, in traditional telephony applications, the
speech bandwidth is restricted more than the inherent
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limitations of narrow-band coding at an 8 kHz sam-
pling rate. Typical telephony speech is band-limited to
300–3400 Hz. This bandwidth limitation explains why
we are used to expect telephony speech to sound weak,
unnatural, and lack crispness. The final connection to
most households (the so-called local loop) is generally
analog, by means of two-wire copper cables, while en-
tirely digital connections are typically only found in
enterprise environments. Due to poor connections or
old wires, significant distortion may be generated in the
analog part of the phone connection, a type of distortion
that is entirely absent in VoIP implementations. Cordless
phones also often generate significant analog distor-
tion due to radio interference and other implementation
issues.

15.1.2 The Promise of VoIP

It is clear that significant sources of quality degradation
exist in the PSTN. VoIP can be used to avoid this dis-
tortion and, moreover, to remove the basic constraints
imposed by the analog connection to the household.

As mentioned above, even without changing the
sampling frequency, the bandwidth of the speech sig-
nal can be enhanced over telephony band speech. It
is possible to extend the lower band down to about
50 Hz, which improves the base sound of the speech
signal and has a major impact on the naturalness, pres-
ence, and comfort in a conversation. Extending the upper
band to almost 4 kHz (a slight margin for sampling fil-
ter roll-off is necessary) improves the naturalness and
crispness of the sound. All in all, a fuller, more-natural
voice and higher intelligibility can be achieved just
by extending the bandwidth within the limitations of
narrow-band speech. This is the first step towards face-
to-face communication quality offered by wide-band
speech.

In addition to having an extended bandwidth, VoIP
has fewer sources of analog distortion, resulting in the
possibility to offer significantly better quality than PSTN

within the constraint of an 8 kHz sampling rate. Even
though this improvement is often clearly noticeable, far
better quality can be achieved by taking the step to wide-
band coding.

One of the great advantages of VoIP is that there is
no need to settle for narrow-band speech. In principle,
compact disc (CD) quality is a reasonable alterna-
tive, allowing for the best possible quality. However,
a high sampling frequency results in a somewhat higher
transmission bandwidth and, more importantly, imposes
tough requirements on hardware components. The band-
width of speech is around 10 kHz [15.1], implying
a sampling frequency of 20 kHz for good quality. How-
ever, 16 kHz has been chosen in the industry as the
best trade-off between bit rate and speech quality for
wide-band speech coding.

By extending the upper band to 8 kHz, significant im-
provements in intelligibility and quality can be achieved.
Most notably, fricative sounds such as [s] and [f], which
are hard to distinguish in telephony band situations,
sound natural in wide-band speech.

Many hardware factors in the design of VoIP devices
affect speech quality as well. Obvious examples are mi-
crophones, speakers, and analog-to-digital converters.
These issues are also faced in regular telephony, and as
such are well understood. However, since the limited
signal bandwidth imposed by the traditional network is
the main factor affecting quality, most regular phones
do not offer high-quality audio. Hence, this is another
area of potential improvement over the current PSTN
experience.

There are other important reasons why VoIP is
rapidly replacing PSTN. These include cost and flex-
ibility. VoIP extends the usage scenarios for voice
communications. The convergence of voice, data, and
other media presents a field of new possibilities. An
example is web collaboration, which combines appli-
cation sharing, voice, and video conferencing. Each of
the components, transported over the same IP network,
enhances the experience of the others.

15.2 Properties of the Network

15.2.1 Network Protocols

Internet communication is based on the internet pro-
tocol (IP) which is a network layer (layer 3) protocol
according to the seven-layer open systems interconnec-
tion (OSI) model [15.2]. The physical and data link

layers reside below the network layer. On top of the
network layer protocol, a transport layer (OSI layer 4)
protocol is deployed for the actual data transmission.
Most internet applications are using the transmission
control protocol (TCP) [15.3] as the transport protocol.
TCP is very robust since it allows for retransmission
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in the case that a packet has been lost or has not ar-
rived within a specific time. However, there are obvious
disadvantages of deploying this protocol for real-time,
two-way communication. First and foremost, delays can
become very long due to the retransmission process. An-
other major disadvantage of TCP is the increased traffic
load due to transmission of acknowledgements and re-
transmitted packets. A better choice of transport layer
protocol for real-time communication such as VoIP is
the user datagram protocol (UDP) [15.4]. UDP does not
implement any mechanism for retransmission of packets
and is thus more efficient than TCP for real-time appli-
cations. On top of UDP, another Internet Engineering
Task Force (IETF) protocol, the real-time transport pro-
tocol (RTP) [15.5], is typically deployed. This protocol
includes all the necessary mechanisms to transport data
generated by both standard codecs as well as proprietary
codecs.

It should be mentioned that recently it has become
common to transmit VoIP data over TCP to facilitate
communication through firewalls that would normally
not allow VoIP traffic. This is a good solution from
a connectivity point of view, but introduces significant
challenges for the VoIP software designer due to the
disadvantages with deploying TCP for VoIP.

15.2.2 Network Characteristics

Three major factors associated with packet networks
have a significant impact on perceived speech qual-
ity: delay, jitter, and packet loss. All three factors stem
from the nature of a packet network, which provides
no guarantee that a packet of speech data will arrive at
the receiving end in time, or even that it will arrive at
all. This contrasts with traditional telephony networks
where data are rarely, or never, lost and the transmission
delay is usually a fixed parameter that does not vary
over time. These network effects are the most impor-
tant factors distinguishing speech processing for VoIP
from traditional solutions. If the VoIP device cannot
address network degradation in a satisfactory manner,
the quality can never be acceptable. Therefore, it is
of utmost importance that the characteristics of the IP
network are taken into account in the design and im-
plementation of VoIP products as well as in the choice
of components such as the speech codec. In the fol-
lowing sub-sections delay, jitter, and packet loss are
discussed and methods to deal with these challenges
are covered.

A fact often overlooked is that both sides of a call
need to have robust solutions even if only one side is con-

nected to a poor network. A typical example is a wireless
device that has been properly designed to be able to
cope with the challenges in terms of jitter and packet
loss typical of a wireless (WiFi) network which is con-
necting through an enterprise PSTN gateway. Often the
gateway has been designed and configured to handle
network characteristics typical of a well-behaved wired
local-area network (LAN) and not a challenging wire-
less LAN. The result can be that the quality is good in
the wireless device but poor on the PSTN side. There-
fore, it is crucial that all devices in a VoIP solution are
designed to be robust against network degradation.

Delay
Many factors affect the perceived quality in two-way
communication. An important parameter is the trans-
mission delay between the two end-points. If the latency
is high, it can severely affect the quality and ease of con-
versation. The two main effects caused by high latency
are annoying talker overlap and echo, which both can
cause significant reduction of the perceived conversation
quality.

In traditional telephony, long delays are experienced
only for satellite calls, other long-distance calls, and
calls to mobile phones. This is not true for VoIP. The
effects of excessive delay have often been overlooked
in VoIP design, resulting in significant conversational
quality degradation even in short-distance calls. Wireless
VoIP, typically over a wireless LAN (WLAN), is becom-
ing increasingly popular, but increases the challenges of
delay management further.

The impact of latency on communication quality is
not easily measured and varies significantly with the us-
age scenario. For example, long delays are not perceived
as annoying in a cell-phone environment as for a regu-
lar wired phone because of the added value of mobility.
The presence of echo also has a significant impact on our
sensitivity to delay: the higher the latency, the lower the
perceived quality. Hence, it is not possible to list a sin-
gle number for how high latency is acceptable, but only
some guidelines.

If the overall delay is more than about 40 ms, an
echo is audible [15.6]. For lower delays, the echo is
only perceived as an expected side-tone. For longer de-
lays a well-designed echo canceler can remove the echo.
For very long delays (greater than 200 ms), even if echo
cancelation is used, it is hard to maintain a two-way
conversation without talker overlap. This effect is often
accentuated by shortcomings of the echo canceler de-
sign. If no echo is generated, a slightly higher delay is
acceptable.
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Fig. 15.1 Main delay sources in VoIP
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Fig. 15.2 Effect of delay on conversational quality from
ITU-T G.114

The International Telecommunication Union –
Telecommunication Standardization Sector (ITU-T)
recommends in standard G.114 [15.7] that the one-
way delay should be kept below 150 ms for acceptable
conversation quality (Fig. 15.2 is from G.114 and
shows the perceived effect on quality as a function of
delay). Delays between 150 and 400 ms may be ac-
ceptable, but have an impact on the perceived quality
of user applications. A latency larger than 400 ms is
unacceptable.

Packet Loss
Packet losses often occur in the routers, either due to
high router load or to high link load. In both cases,
packets in the queues may be dropped. Packet loss also
occurs when there is a breakdown in a transmission link.
The result is data link layer error and the incomplete
packet is dropped. Configuration errors and collisions
may also result in packet loss. In non-real-time appli-
cations, packet loss is solved at the transfer layer by
retransmission using TCP. For telephony, this is not a vi-

able solution since transmitted packets would arrive too
late for use.

When a packet loss occurs some mechanism for
filling in the missing speech must be incorporated.
Such solutions are usually referred to as packet loss
concealment (PLC) algorithms (Sect. 15.5). For best per-
formance, these algorithms have to accurately predict the
speech signal and make a smooth transition between the
previous decoded speech and inserted segment.

Since packet losses occur mainly when the network
is heavily loaded, it is not uncommon for packet losses to
appear in bursts. A burst may consist of a series of con-
secutive lost packets or a period of high packet loss rate.
When several consecutive packets are lost, even good
PLC algorithms have problems producing acceptable
speech quality.

To save transmission bandwidth, multiple speech
frames are sometimes carried in a single packet, so a sin-
gle lost packet may result in multiple lost frames. Even
if the packet losses occur more spread out, the listening
experience is then similar to that of having the packet
losses occur in bursts.

Network Jitter
The latency in a voice communication system can be
attributed to algorithmic, processing, and transmission
delays. All three delay contributions are constant in
a conventional telephone network. In VoIP, the algo-
rithmic and processing delays are constant, but the
transmission delay varies over time. The transit time
of a packet through an IP network varies due to queuing
effects. The transmission delay is interpreted as consist-
ing of two parts, one being the constant or slowly varying
network delay and the other being the rapid variations
on top of the basic network delay, usually referred to as
jitter.

The jitter present in packet networks complicates
the decoding process in the receiver device because the
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decoder needs to have packets of data available at the
right time instants. If the data is not available, the de-
coder cannot produce continuous speech. A jitter buffer
is normally used to make sure that packets are available
when needed.

Clock Drift
Whether the communication end-points are gateways
or other devices, low-frequency clock drift between the
two can cause receiver buffer overflow or underflow.
Simply speaking, this effect can be described as the two
devices talking to each other having different time refer-
ences. For example, the transmitter might send packets
every 20 ms according to its perception of time, while
the receiver’s perception is that the packets arrive every
20.5 ms. In this case, for every 40th packet, the receiver
has to perform a packet loss concealment to avoid buffer
underflow. If the clock drift is not detected accurately,
delay builds up during a call, so clock drift can have a sig-
nificant impact on the speech quality. This is particularly
difficult to mitigate in VoIP.

The traditional approach to address clock drift is to
deploy a clock synchronization mechanism at the re-
ceiver to correct for clock drift by comparing the time
stamps of the received RTP packets with the local clock.
It is hard to obtain reliable clock drift estimates in VoIP
because the estimates are based on averaging packet ar-
rivals at a rate of typically 30–50 per second and because
of the jitter in their arrival times. Consider for compar-
ison the averaging on a per-sample basis at a rate of
8000 per second that is done in time-division multiplex-
ing (TDM) networks [15.8]. In practice many algorithms
designed to mitigate the clock drift effect fail to perform
adequately.

Wireless Networks
Traditionally, packet networks consisted of wired Ether-
net solutions that are relatively straightforward to
manage. However, the rapid growth of wireless LAN
(WLAN) solutions is quickly changing the network
landscape. WLAN, in particular the IEEE 802.11 fam-
ily of standards [15.9], offers mobility for computer
access and also the flexibility of wireless IP phones,
and are hence of great interest for VoIP systems. Jitter
and effective packet loss rates are significantly higher
in WLAN than in a wired network, as mentioned in
Sect. 15.2.3. Furthermore, the network characteristics
often change rapidly over time. In addition, as the
user moves physically, coverage and interference from
other radio sources–such as cordless phones, Blue-
tooth [15.10] devices, and microwave ovens-varies. The

result is that high-level voice quality is significantly
harder to guarantee in a wireless network than a typical
wired LAN.

WLANs are advertised as having very high through-
put capacity (11 Mb/s for 802.11b and 54 Mb/s for
802.11a and 802.11g). However, field studies show that
actual throughput is often only half of this, even when the
client is close to the access point. It has been shown that
these numbers are even worse for VoIP due to the high
packet rate, with typical throughput values of 5–10%
(Sect. 15.2.3).

When several users are connected to the same wire-
less access point, congestion is common. The result is
jitter that can be significant, particularly if large data
packets are sent over the same network. The efficiency
of the system quickly deteriorates when the number of
users increases.

When roaming in a wireless network, the mobile de-
vice has to switch between access points. In a traditional
WLAN, it is common that such a hand-off introduces
a 500 ms transmission gap, which has a clearly audible
impact on the call quality. However, solutions are now
available that cut that delay number to about 20 to 50 ms,
if the user is not switching between two IP subnets. In
the case of subnet roaming the handover is more com-
plicated and no really good solutions exist currently.
Therefore, it is common to plan the network in such
a way that likelihood of subnet roaming is minimized.

Sensitivity to congestion is only one of the limita-
tions of 802.11 networks. Degraded link quality, and
consequently reduced available bandwidth, occurs due
to a number of reasons. Some 802.11 systems operate
in the unlicensed 2.4 GHz frequency range and share
this spectrum with other wireless technologies, such as
Bluetooth and cordless phones. This causes interference
with potentially severe performance degradation since
a lower connection speed than the maximum is chosen.

Poor link quality also leads to an increased number of
retransmissions, which directly affects the delay and jit-
ter. The link quality varies rapidly when moving around
in a coverage area. This is a severe drawback, since
a WLAN is introduced to add mobility and a wireless
VoIP user can be expected to move around the coverage
area. Hence, the introduction of VoIP into a WLAN envi-
ronment puts higher requirements on network planning
than for an all-data WLAN.

The result of the high delays that occur due to access-
point congestion and bad link quality is that the packets
often arrive too late to be useful. Therefore, the effec-
tive packet loss rate after the jitter buffer is typically
significantly higher for WLANs than for wired LANs.
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15.2.3 Typical Network Characteristics

Particularly VoIP communications that involve many
hops are often negatively affected by delay, packet
loss, and jitter. Little published work is available
that describes network performance quantitatively. In
one study towards improved understanding of network
behavior, the transmission characteristics of the inter-
net between several end-points were monitored over
a four-week period in early 2002. Both packet loss
and jitter were first measured as an average over 10 s
periods. The maximum of these values over 5 min
were then averaged over 7 d. Table 15.1 summarizes
the results of these measurements. The table shows
that significant jitter is present in long-distance IP
communication, which affects speech quality signifi-
cantly. Also, it was noted that, compared to Europe
and the US, degradation in the quality of communi-
cations was more severe with calls to, from, and within
Asia.

The ratio of infrastructure to traffic demand de-
termines the level of resource contention. This, in
turn, affects packet loss, delay, and jitter. With larger
networks, packets can avoid bottlenecks and gener-
ally arrive within a reasonable time. When network
conditions are less than ideal, communication quality
deteriorates rapidly.

An informal test of the capacity of a wireless net-
work was presented in [15.11]. The impact on packet
loss and jitter of the number of simultaneous calls over
a wireless access point with perfect coverage for all
users is depicted in Figs. 15.3 and 15.4. Each call used
the ITU-T G.711 codec [15.12] with a packet size of
20 ms which, including IP headers, results in a payload
bandwidth of 80 kb/s. These results show that, for this
access point, only five calls can be allowed if we do not
allow packet loss. The results for this access point cor-
respond to a bandwidth utilization factor of less than
10% percent. Interestingly, using a higher-compression
speech codec did not increase the number of channels
that can be handled. The reason is that access-point
congestion depends much more on the number of pack-
ets the access point has to process than on the sum

Table 15.1 Results of international call performance monitoring. Long-term averages of short-term maximum values

Connection Packet loss (%) Roundtrip delay (ms) Jitter (ms) Hops

Hong Kong – Urumgi, Xinjiang 50 800 350 20

Hong Kong – San Francisco 25 240 250 17

San Francisco – Stockholm 8 190 200 16–18
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Fig. 15.3 Effect of access point congestion on the amount
of packet loss as a function of the number of simultaneous
VoIP calls through one access point (after [15.11])
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Fig. 15.4 Effect of access point congestion on network jitter
as a function of the number of simultaneous VoIP calls
through one access point (after [15.11])

of the user bit rates. Voice packets are small and sent
very frequently, which explains the low throughput for
voice packets. Because of this limitation it is com-
mon to put several voice frames into the same packet,
which reduces the number of packets and hence in-
creases the throughput. However, this results both in
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increased delay and in an increased impact of packet
loss.

15.2.4 Quality-of-Service Techniques

Since network imperfections have a direct impact on
the voice quality, it is important that the network is
properly designed and managed. Measures taken to en-
sure network performance are usually referred to as
quality-of-service (QoS) techniques. High quality of ser-
vice can be achieved by adjusting capacity, by packet
prioritization, and by network monitoring.

Capacity Management
Generally capacity issues are related to the connection
to a wide-area network or other access links. It is uncom-
mon that a local-area network has significant problems
in this respect.

Prioritization Techniques
By prioritizing voice over less time-critical data in
routers and switches, delay and jitter can be re-
duced significantly without a noticeable effect on the
data traffic. Many different standards are available for
implementing differentiated services, including IEEE
802.1p/D [15.13] and DiffServ [15.14]. In addition,
the resource reservation protocol (RSVP) [15.15] can
be used to reserve end-to-end bandwidth for the voice
connection.

Network Monitoring
As the needs and requirements of networks continuously
change, it is important to implement ongoing monitoring
and management of the network.

Clearly, QoS management is easily ensured in an iso-
lated network. Challenges typically arise in cases where
the traffic is routed through an unmanaged network.
A particularly interesting and challenging scenario is
a telecommuter connecting to the enterprise network
through a virtual private network. For more informa-
tion on QoS, we refer the reader to the vast literature
available on this topic, e.g. [15.16].

The QoS supplement developed in the Institute of
Electrical and Electronics Engineers (IEEE) is called
802.11e [15.17] and is applicable to 802.11a, 802.11b
and 802.11g. The development of this standard has been
quite slow, and it likely will take time before significant
deployment is seen. In the meanwhile, several vendors
have developed proprietary enhancements of the stan-
dards that are already deployed. The introduction of
some QoS mechanisms in WLAN environments will
have a significant impact on the number of channels that
can be supported and the amount of jitter present in the
system. However, it is clear that the VoIP conditions in
WLANs will remain more challenging than those of the
typical wired LAN. Hence, particularly in the case of
WLAN environments, QoS has to be combined with ef-
ficient jitter buffer implementations and careful latency
management in the system design.

15.3 Outline of a VoIP System

VoIP is used to provide telephony functionality to the
end user, which can communicate through various de-
vices. For traditional telephony replacement, regular
phones are used while so-called media gateways to the
IP network convert the calls to and from IP traffic.
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Fig. 15.5 A typical VoIP system

These gateways can be large trunking devices, situated
in a telephony carrier’s network, or smaller gateways,
e.g., one-port gateways in an end user’s home. An IP
phone, on the other hand, is a device that looks very
much like a regular phone, but it connects directly to an
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IP network. Lately, PCs have become popular devices
for VoIP through services like Google Talk, Skype, Ya-
hoo! Messenger and others. In this case, the phone is
replaced by an application running on the PC that pro-
vides the telephony functionality. Such applications also
exist for WiFi personal digital assistants (PDAs) and
even for cell phones that have IP network connections.
Hence, it is not an overstatement to say that the de-
vices used in VoIP represent a changing environment
and impose challenges for the speech processing com-
ponents. Therefore, the systems deployed need to be able
to cope with the IP network as described in the previ-
ous section, as well as the characteristics of the different
applications.

A simplified block diagram of the speech processing
blocks of a typical VoIP system is depicted in Fig. 15.5.
At the transmitting end, the speech signal is first dig-
itized in an analog-to-digital (A/D) converter. Next,
a preprocessing block performs functions such as echo
cancelation, noise suppression, automatic gain control,
and voice activity detection, depending on the needs of
the system and the end user’s environment. Thereafter,
the speech signal is encoded by a speech codec and the
resulting bit stream is transmitted in IP packets. After the
packets have passed the IP network, the receiving end
converts the packet stream to a voice signal using the fol-
lowing basic processing blocks: a jitter buffer receiving
the packets, speech decoding and postprocessing, e.g.,
packet loss concealment.

Next, we look closer at the major speech processing
components in a VoIP system. These are echo cance-
lation, speech coding, jitter buffering and packet loss
recovery. Further, we provide an overview of a number
of auxiliary speech processing components.

15.3.1 Echo Cancelation

One of the most important aspects in terms of effect
on the end-to-end quality is the amount of echo present
during a conversation. An end user experiences echo by
hearing a delayed version of what he or she said played
back. The artifact is at best annoying and sometimes even
renders the communication useless. An echo cancelation
algorithm that estimates and removes the echo is needed.
The requirements on an echo canceler to achieve good
voice quality are very challenging. The result of a poor
design can show up in several ways, the most common
being:

1. audible residual echo, due to imperfect echo cance-
lation,

2. clipping of the speech, where parts of or entire words
disappear due to too much cancelation,

3. poor double-talk performance.

The latter problem occurs when both parties attempt to
talk at the same time and the echo canceler suppresses
one or both of them leading to unnatural conversation.
A common trade-off for most algorithms is the perfor-
mance in double-talk versus single-talk, e.g., a method
can be very good at suppressing echo, but has clipping
and double-talk artifacts or vice versa [15.18].

Echo is a severe distraction if the round trip delay
is longer than 30–40 ms [15.6]. Since the delays in IP
telephony systems are significantly higher, the echo is
clearly audible to the speaker. Canceling echo is, there-
fore, essential to maintaining high quality. Two types of
echo can deteriorate speech quality: network echo and
acoustic echo.

Network Echo Cancelation
Network echo is the dominant source of echo in tele-
phone networks. It results from the impedance mismatch
at the hybrid circuits of a PSTN exchange, at which
the two-wire subscriber loop lines are connected to the
four-wire lines of the long-haul trunk. The echo path
is stationary, except when the call is transferred to an-
other handset or when a third party is connected to the
phone call. In these cases, there is an abrupt change in
the echo path. Network echo in a VoIP system occurs
through gateways, where there is echo between the in-
coming and outgoing signal paths of a channel generated
by the PSTN network. Network echo cancelers for VoIP
are implemented in the gateways.

The common solutions to echo cancelation and
other impairments in packet-switched networks are
basically adaptations of techniques used for the circuit-
switched network. To achieve the best possible quality,
a systematic approach is necessary to address the
quality-of-sound issues that are specific to packet net-
works. Therefore, there may be significant differences
between the “repackaged” circuit-switched echo cancel-
ers and echo cancelers optimized for packet networks.

Acoustic Echo Cancelation
Acoustic echo occurs when there is a feedback path be-
tween a telephone’s microphone and speaker (a problem
primarily associated with wireless and hands-free de-
vices) or between the microphone and the speakers of
a personal computer (PC)-based system. In addition to
the direct coupling path from microphone to speaker,
acoustic echo can be caused by multiple reflections of
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the speaker’s sound waves back to the microphone from
walls, floor, ceiling, windows, furniture, a car’s dash-
board, and other objects. Hence, the acoustic echo path
is nonstationary. Acoustic echo has become a major is-
sue in VoIP systems as more direct end-to-end VoIP
calls are being made, e.g., by the very popular PC-based
services.

There are few differences between designing acous-
tic echo cancelation (AEC) algorithms for VoIP and
for traditional telephony applications. However, due to
the higher delays typically experienced in VoIP, the
requirements on the AEC are often more demanding.
Also, wide-band speech adds some new challenges in
terms of quality and complexity. Large-scale deploy-
ments in PC environments create demanding challenges
in terms of robustness to different environments (e.g.,
various microphones and speakers) as well as varying
echo paths created by non real-time operating systems,
like Windows.

15.3.2 Speech Codec

The basic algorithmic building block in a VoIP system,
that is always needed, is the speech codec. When initi-
ating a voice call, a session protocol is used for the call
setup, where both sides agree on which codec to use.
The endpoints normally have a list of available codecs
to choose from. The most common codec used in VoIP
is the ITU-T G.711 [15.12] standard codec, which is
mandatory for every end point to support for interop-
erability reasons, i. e., to guarantee that one common
codec always exist so that a call can be established. For
low-bandwidth applications, ITU-T G.729 [15.19] has
been the dominant codec.

The quality of speech produced by the speech codec
defines the upper limit for achievable end-to-end quality.
This determines the sound quality for perfect network
conditions, in which there are no packet losses, de-
lays, jitter, echoes or other quality-degrading factors.
The bit rate delivered by the speech encoder deter-
mines the bandwidth load on the network. The packet
headers (IP, UDP, RTP) also add a significant por-
tion to the bandwidth. For 20 ms packets, these headers
increase the bit rate by 16 kbits/s, while for 10 ms
packets the overhead bit rate doubles to 32 kbit/s.
The packet header overhead versus payload trade-off
has resulted in 20 ms packets being the most common
choice.

A speech codec used in a VoIP environment must be
able to handle lost packets. Robustness to lost packets
determines the sound quality in situations where net-

work congestion is present and packet losses are likely.
Traditional circuit switched codecs, e.g., G.729, are vul-
nerable to packet loss due to inter-frame dependencies
caused by the encoding method. A new codec without
interframe dependencies called the internet low-bit-rate
codec (iLBC) has been standardized by the IETF for
VoIP use [15.20]. Avoiding interframe dependencies is
one step towards more robust speech coding. However,
even codecs with low interframe dependencies need to
handle inevitable packet losses and we will discuss that
in more detail later.

Increasing the sampling frequency from 8 kHz,
which is used for narrow-band products, to 16 kHz,
which is used for wide-band speech coding, produces
more natural, comfortable and intelligible speech. How-
ever, wide-band speech coding has thus far found limited
use in applications such as video conferencing because
speech coders mostly interact with the PSTN, which
is inherently narrow-band. There is no such limitation
when the call is initiated and terminated within the
IP network. Therefore, because of the dramatic quality
improvement attainable, the next generation of speech
codecs for VoIP will be wide-band. This is seen in
popular PC clients that have better telephony quality.

If the call has to traverse different types of networks,
the speech sometimes needs to be transcoded. For ex-
ample, if a user on an IP network that uses G.729 is
calling a user on the PSTN, the speech packets need
to be decoded and reencoded with G.711 at the me-
dia gateway. Transcoding should be avoided if possible,
but is probably inevitable until there is a unified all-IP
network.

It lies in the nature of a packet network that it, over
short periods of time, has a variable-throughput band-
width. Hence, speech coders that can handle variable
bit rate are highly suitable for this type of chan-
nels. Variable bit rate can either be source-controlled,
network-controlled, or both. If the encoder can get feed-
back from the network about current packet loss rates, it
can adapt its rate to the available bandwidth. An example
of an adaptive-rate codec is described in [15.21].

15.3.3 Jitter Buffer

A jitter buffer is required at the receiving end of a VoIP
call. The buffer removes the jitter in the arrival times
of the packets, so that there is data available for speech
decoding when needed. The exception is if a packet is
lost or delayed more than the length the jitter buffer is set
to handle. The cost of a jitter buffer is an increase in the
overall delay. The objective of a jitter buffer algorithm
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is to keep the buffering delay as short as possible while
minimizing the number of packets that arrive too late to
be used. A large jitter buffer causes an increase in the
delay and decreases the packet loss. A small jitter buffer
decreases the delay but increases the resulting packet
loss. The traditional approach is to store the incoming
packets in a buffer (packet buffer) before sending them
to the decoder. Because packets can arrive out of order,
the jitter buffer is not a strict first-in first-out (FIFO)
buffer, but it also reorders packets if necessary.

The most straightforward approach is to have a buffer
of a fixed size that can handle a given fixed amount of jit-
ter. This results in a constant buffer delay and requires no
computations and provides minimum complexity. The
drawback with this approach is that the length of the
buffer has to be made sufficiently large that even the
worst case can be accommodated or the quality will
suffer.

To keep the delay as short as possible, it is impor-
tant that the jitter buffer algorithm adapts rapidly to
changing network conditions. Therefore, jitter buffers
with dynamic size allocation, so-called adaptive jitter
buffers, are now the most common [15.22]. The adapta-
tion is achieved by inserting packets in the buffer when
the delay needs to be increased and removing packets
when the delay can be decreased. Packet insertion is
usually done by repeating the previous packet. Unfor-
tunately, this generally results in audible distortion. To
avoid quality degradation, most adaptive jitter buffer al-
gorithms are conservative when it comes to reducing the
delay to lessen the chance of further delay increases. The
traditional packet buffer approach is limited in its adap-
tation granularity by the packet size, since it can only
change the buffer length by adding or discarding one or
several packets. Another major limitation of traditional
jitter buffers is that, to limit the audible distortion of
removing packets, they typically only function during
periods of silence. Hence, delay builds up during a talk
spurt, and it can take several seconds before a reduction
in the delay can be achieved.

15.3.4 Packet Loss Recovery

The available methods to recover from lost packets can
be divided into two classes: sender-and-receiver-based
and receiver-only-based techniques. In applications
where delay is not a crucial factor automatic repeat
request (ARQ) is a powerful and commonly used
sender-and-receiver-based technique. However, the de-
lay constraint restricts the use of ARQ in VoIP and
other methods to recover the missing packets must be

considered. Robust encoding refers to methods where
redundant side-information is added to the transmitted
data packets. In Sect. 15.4, we describe robust encod-
ing in more detail. Receiver-only-based methods, often
called packet loss concealment (PLC), utilize only the
information in previously received packets to replace the
missing packets. This can be done by simply inserting
zeros, repeating signals, or by some more-sophisticated
methods utilizing features of the speech signal (e.g.,
pitch periods). Section 15.5 provides an overview of
different error concealment methods.

15.3.5 Joint Design of Jitter Buffer
and Packet Loss Concealment

It is possible to combine an advanced adaptive jitter
buffer control with packet loss concealment into one
unit [15.23]. The speech decoder is used as a slave in
the sense that it decodes data and delivers speech seg-
ments back when the control logic asks for it. The new
architecture makes the algorithm capable of adapting the
buffer size on a millisecond basis. The approach allows
it to quickly adapt to changing network conditions and to
ensure high speech quality with minimal buffer latency.
This can be achieved because the algorithm is working
together with the decoder and not in the packet buffer. In
addition to minimizing jitter buffer delay, the packet loss
concealment part of the algorithm in [15.23] is based on
a novel approach, and is capable of producing higher
quality than any of the standard PLC methods. Exper-
iments show that, with this type of approach, one-way
delay savings of 30–80 ms are achievable in a typical
VoIP environment [15.23]. Similar approaches have also
been presented in, e.g., [15.24] and [15.25].

15.3.6 Auxiliary Speech
Processing Components

In addition to the most visible and well-known voice
processing components in a VoIP device there are many
other important components that are included either to
enhance the user experience or for other reasons, such as,
reducing bandwidth requirements. The exploitation of
such components depends on system requirements and
usage scenarios, e.g., noise suppression for hands-free
usage in noisy environment or voice activity detection
to reduce bandwidth on bandlimited links.

Since no chain is stronger than its weakest link, it is
imperative that even these components are designed in
an appropriate fashion. Examples of such components
include automatic gain control (AGC), voice activity de-
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tection (VAD), comfort noise generation (CNG), noise
suppression, and signal mixing for multiparty calling
features. Typically, there is not much difference in the
design or requirements between traditional telecommu-
nications solutions and VoIP solutions for this type of
components. However, for example VAD and CNG are
typically deployed more frequently in VoIP systems. The
main reason for the increased usage of VAD is that the
net saving in bandwidth is very significant, due to the
protocol overhead in VoIP. Also, an IP network is well
suited to utilize the resulting variable bit rate to transport
other data while no voice packets are sent.

VAD is used to determine silent segments, where
packets do not need to be transmitted or, alternatively,
only a sparse noise description is transmitted. The CNG
unit produces a natural sound noise signal at the receiver,
based either on a noise description that it receives or on
an estimate of the noise. Due to misclassifications in the
VAD algorithm clipping of the speech signal and noise
bursts can occur. Also, since only comfort noise is played
out during silence periods, the background signal may
sound artificial. The most common problem with CNG,
is that the signal level is set too low, which results in
the feeling that the other person has dropped out of the
conversation. These performance issues mandate that
VAD should be used with caution to avoid unnecessary
quality degradation.

Implementing multiparty calling also faces some
challenges due to the characteristics of the IP networks.
For example, the requirements for delay, clock drift,
and echo cancelation performance are tougher due to
the fact that several signals are mixed together and
that there are several listeners present. A jitter buffer
with low delay and the capability of efficiently han-
dling clock drift offers a significant improvement in

such a scenario. Serious complexity issues arise since
different codecs can be used for each of the parties in
a call. Those codecs might use different sampling fre-
quencies. Intelligent schemes to manage complexity are
thus important. One way to reduce the complexity is by
using VAD to determine what participants are active at
each point in time and only mix those into the output
signals.

15.3.7 Measuring the Quality
of a VoIP System

Speech quality testing methods can be divided into two
groups: subjective and objective. Since the ultimate goal
of speech quality testing is to get a measure of the per-
ceived quality by humans, subjective testing is the more
relevant technique. The results of subjective tests are of-
ten presented as mean opinion scores (MOS) [15.26].
However, subjective tests are costly and quality ratings
are relative from user to user. As a result, automatic
or objective measuring techniques were developed to
overcome these perceived shortcomings. The objective
methods provide a lower cost and simple alternative,
however they are highly sensitive to processing effects
and other impairments [15.27, 28].

Perceptual evaluation of speech quality (PESQ), de-
fined in ITU-T recommendation P.862 [15.29], is the
most popular objective speech quality measurement tool.
Even though PESQ is recognized as the most accurate
objective method the likelihood that it will differ more
than 0.5 MOS from subjective testing is 30% [15.30].
It is obvious that the objective methods do not offer the
necessary level of accuracy in predicting the perceived
speech quality and that subjective methods have to be
used to achieve acceptable accuracy.

15.4 Robust Encoding

The performance of a speech coder over a packet loss
channel can efficiently be improved by adding redun-
dancy at the encoding side and utilizing the redundancy
at the decoder to fully or partly recover lost packets. The
amount of redundancy must obviously be a function
of the amount of packet loss. In this section we dis-
tinguish two classes of such so-called robust encoding
approaches, forward error correction (FEC) and multi-
ple description coding (MDC), and describe them in
more detail. MDC is the more powerful of the two
in the sense that it is more likely to provide graceful
degradation.

15.4.1 Forward Error Correction

In FEC, information in lost packets can be recovered by
sending redundant data together with the information.
Here we distinguish FEC methods from other methods
that introduce redundancy in that the additional data
does not contain information that can yield a better re-
construction at the decoder if no packets were lost. The
typical characteristics of FEC are that the performance
with some packet loss is the same as with no packet loss
but that the performance rapidly deteriorates (a cliff ef-
fect) at losses higher than a certain critical packet loss
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Fig. 15.6 FEC by parity coding. Every n-th transmitted packet is
a parity packet constructed by bitwise XOR on the previous n−1
packets

rate determined by the amount of redundancy. There are
two classes of FEC schemes: media-independent FEC
and media-dependent FEC.

Media-Independent FEC
In media-independent FEC, methods known from chan-
nel coding theory are used to add blocks of parity bits.
These methods are also known as erasure codes. The
simplest of these, called parity codes, utilize exclusive-
or (XOR) operations between packets to generate parity
packets. One simple example is illustrated in Fig. 15.6,
where every n-th packet contains bitwise XOR on the
n−1 previous packets [15.31]. This method can ex-
actly recover one lost packet if packet losses are at least
separated by n packets. More-elaborate schemes can be
achieved by different combinations of packets for the
XOR operation. By increasing the amount of redun-
dancy and delay it is possible to correct a small set of
consecutively lost packets [15.32]. More-powerful error
correction can be achieved using erasure codes such as

�
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Fig. 15.7 FEC by an RS(n, k) code-sending side. A se-
quence of k data packets is multiplied by a generator matrix
to form n encoded packets

Reed–Solomon (RS) codes. These codes were originally
presented for streams of individual symbols, but can be
utilized for blocks (packets) of symbols [15.33]. The
channel model is in this case an erasure channel where
packets are either fully received or erased (lost). From k
packets of data an RS(n, k) code produces n packets of
data such that the original k packets can be exactly re-
covered by receiving any subset of k (or more) packets.
Assume each packet x= [x1, x2, . . . , xB]T contains B
r-bit symbols xi = (b(1)

i , b(2)
i , . . . , b(r)

i ), b( j)
i ∈ [0, 1].

The n packets can then be generated by (Fig. 15.7)

Y= XG , (15.1)

where X= [x1, x2, . . . , xk], Y= [y1, y2, . . . , yn], and
G is a generator matrix. All operations are performed in
the finite extension field G F(2r ).The generator matrix
is specific for the particular RS code. It is often con-
venient to arrange the generator matrix in systematic
form, which yields an output where the first k packets
are identical to the k uncoded packets and the other n−k
packets contain parity symbols exclusively. An example
of constructing a generator matrix in systematic form
is [15.33]

G= V−1
k,kVk,n , (15.2)

using the Vandermonde matrix

Vi, j = αij , (15.3)

where α is a generating element in G F(2r ). The r-bit
symbols are all elements in this field.
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Fig. 15.8 FEC by an RS(n, k) code-receiving side. Some
packets are lost during transmission (indicated by the gray
color). The decoder forms a matrix G̃ from the columns
corresponding to k correctly received packets. These pack-
ets are then multiplied with the inverse of G̃ to recover X,
the original sequence of k data packets
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From k available packets the receiver forms Ỹ , a sub-
set of Y . The recovered packets are then calculated
as

X̃= ỸG̃−1 , (15.4)

where G̃ is formed by the k columns of G corresponding
to the received packets. Figure 15.8 illustrates the decod-
ing procedure. RS codes belong to a class of codes called
maximum distance separable (MDS) codes that are gen-
erally powerful for many types of erasure channels but
require a large n. For real-time interactive audio, delay
is crucial and only short codes are feasible. Typical ex-
amples of RS codes utilized in VoIP are RS(5, 3) [15.34]
and RS(3, 2) [15.35]. For the application of bursty era-
sure channels another type of codes, maximally short
codes [15.36], have shown to require lower decoding
delay than MDS codes.

A common way to decrease the packet overhead in
FEC is to attach the redundant packets onto the informa-
tion packet, a technique called piggybacking. Figure 15.9
depicts a case for an RS(5, 3) code, where the two parity
packets are piggybacked onto the first two data packets
of the next packet sequence.

Media-Dependent FEC
In media-dependent FEC, the source signal is encoded
more than once. A simple scheme is just to encode
the information twice and send the data in two sep-
arate packets. The extra packet can be piggybacked

%���!
!

9�
��
��8/ "/��8/� "*��8/�

"/��8/�

#/���������		
!
���5
	

%���!
!

9�
��
�� #/��� #*��� #0��� "/��� "*���

%���!
!

9�
��
��A/ #/��A/� #*��A/� #0��A/� "/��A/� "*��A/�

"*��8/�

#*��� #0���

"/���

#/��A/�

"*���

#*��A/� #0��A/�

"/��A/�

#/��A*�

"*��A/�

#*��A*�

Fig. 15.9 Piggybacking in an RS(5, 3)
FEC system. The parity packets of
sequence n are attached to the data
packets of sequence n+1.
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Fig. 15.10 Media-dependent FEC pro-
posed by IETF. The data is encoded
twice, and the additional redundant
encoding is piggybacked onto the
primary encoding in the next packet

onto the subsequent packet. To lower the overall bit
rate, it is more common that the second description
uses a lower rate-compression method, resulting in
a lower quality in case a packet needs to be recovered.
The latter method is sometimes referred to as low-bit-
rate redundancy (LBR) and has been standardized by
IETF [15.37], which actually also provides procedures
for the first method. In the LBR context, the origi-
nal (high-quality) coded description is referred to as
the primary encoding and the lower-quality description
is denoted the redundant encoding. Examples of pri-
mary and redundant encodings are G.711 (64 kbps)+
GSM (13 kbps) [15.38] and G.729 (8 kbps)+ LPC10
(2.4 kbps) [15.35]. Figure 15.10 depicts the method for
the case when the secondary encoding is piggybacked
on the next primary encoding in the following packet. To
safeguard against burst errors, the secondary description
can be attached to the m-th next packet instead of the
immediate subsequent packet, at the cost of a decoding
delay of m packets. Even better protection is obtained
with more redundancy, e.g., packet n contains the pri-
mary encoding of block data block n and redundant
encodings of blocks n−1, n−2, . . . , n−m [15.38].
Although media-dependent FEC seems more popular,
erasure codes are reported to have better subjective
performance at comparable bit rates [15.35].

It is important to point out that most practical sys-
tems that today use FEC simply put the same encoded
frame in two packets, as mentioned above. The rea-
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Fig. 15.11
The Gilbert two-
state model of
a bursty packet
loss channel

son for doing so is due to the fact that a lower bit rate
secondary coder is typically more complex than the pri-
mary encoder and the increase in bit rate is preferred to
an increase in complexity.

Adaptive FEC
The amount of redundancy needed is a function of the
degree of packet loss. Some attempts have been made
to model the loss process in order to assess the bene-
fits of adding redundancy. In [15.38] Bolot et al. used
LBR according to the IETF scheme mentioned in the
last paragraph and a Gilbert channel model (a Markov
chain model for the dependencies between consecutive
packet losses, Fig. 15.11) to obtain expressions for the
perceived quality at the decoder as a function of packet
loss and redundancy. In the derivations the perceived
quality is assumed to be an increasing function of the bit
rate. They propose a design algorithm to allocate redun-
dancy that functions even in the case that there are only
a handful of low bit rate secondary encodings to choose
from. In the case where the channel packet loss can be
estimated somewhere in the network and signalled back
to the sender, e.g., through RTCP (an out-of-band sig-
naling for RTP [15.5]), their algorithm can be utilized
for adaptive FEC. Due to the adaptation it is possible to
obtain a more graceful degradation of performance than
the typical collapsing behavior of FEC.

15.4.2 Multiple Description Coding

Multiple description coding (MDC) is another method
to introduce redundancy into the transmitted descrip-
tion to counter packet loss. Compared to erasure codes,
the method has the advantage that it naturally leads
to graceful degradation. It optimizes an average distor-
tion criterion assuming a particular packet loss scenario,
which can in principle consist of an ensemble of scenar-
ios. Disadvantages of the multiple description coding
technique are that it is difficult to combine multiple de-
scription coding with legacy coding systems and that
changing the robustness level implies changing the entire
source coder.

MDC Problem Formulation
Consider a sampled speech signal that is transmitted with
packets. To facilitate the derivations that follow below,
the speech signal contained in a packet is approximated
as a weakly stationary and ergodic process that is in-
dependent and identically distributed (i.i.d.). We denote
this speech process by X (thus, X denotes a sequence of
random variables that are i.i.d.). We note that a process X
with the aforementioned properties can be obtained from
speech by performing an appropriate invertible trans-
form. Optimal encoding of X over a channel facilitating
a given rate R requires the one description of the source,
which, when decoded at the receiver end, achieves the
lowest achievable distortion E[d(X, X̂)], where X̂ is the
reconstructed process. Varying the rate leads to a lower
bound on all achievable distortions as a function of the
rate, i. e., the distortion-rate function D(R).

An extension of the problem formulation, to the case
where several channels are available, is not entirely in-
tuitive. We consider here only the case of two channels,
s ∈ {1, 2}, each with rate Rs and corresponding descrip-
tion Is. The channels are such that they either do or do not
work. (This corresponds to the cases where the packet ei-
ther arrives or does not arrive.) Thus, we can distinguish
four receiver scenarios: we receive both descriptions, we
receive description I1 solely, we receive description I2
solely, or we receive no description. A particular for-
mulation of the objective of multiple description coding
is to find the two descriptions that minimize the cen-
tral distortion E[d(X, X̂0)], with constraints on the side
distortions, E[d(X, X̂s)]< Ds , where X̂0 and X̂s are
central and side reconstruction values obtained from
both descriptions and a single description, respectively.

Figure 15.12 illustrates the operation of multiple de-
scription coders. The encoders fs map the speech signal
X to two descriptions Is, each of rate Rs. From these
two descriptions, three reconstruction values from three
decoders can be obtained, depending on which combi-
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Fig. 15.12 Block diagram of a multiple description system
with two channels cs , two encoders fs , and three decoders
g0 and gs . Each channel is denoted by an index s ∈ {1, 2}
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nation of descriptions is used. When both descriptions
are received, the central decoder is active and the re-
constructed value is X̂0 = g0(I1, I2). When only one
description is received, the corresponding side decoder
is active and the reconstructed value is X̂s = gs(Is). The
design problem of a multiple description system is to
find encoders fs and decoders g0 and gs that min-
imize the central distortion E[d(X, X̂0)], with given
constraints on side distortions E[d(X, X̂s)]< Ds, for
all combinations of rates Rs. The region of interest in
(R1, R2, D0, D1, D2) is the performance region, which
consists of all achievable combinations.

Bounds on MDC Performance
For the single channel case, the rate-distortion theo-
rem in rate-distortion theory, e.g., [15.39], provides the
achievable rates for a given distortion. For the case
of multiple descriptions with the given bounds Ds on
each side distortion, the achievable rates for the side
descriptions are

Rs ≥ I(X; X̂s) , (15.5)

for each channel s ∈ {1, 2}, where I(X; X̂) is the mutual
information between X and X̂.

For the central description, when both channels are
in the working state, the total rate is bounded as

R1+ R2 ≥ I(X; X̂1, X̂2)+ I(X̂1; X̂2) , (15.6)

according to El Gamal and Cover in [15.40]. Unfortu-
nately, this bound is usually loose.

Interpretation of the bounded multiple description
region is straightforward. Any mutual information be-
tween the side descriptions increases the total rate of the
system. If the design is such that no mutual information
exists between the two side descriptions, then

R1+ R2 ≥ I(X; X̂1, X̂2)= I(X; X̂1)+ I(X; X̂2) ,
(15.7)

and the effective rate is maximized. In this case, all
redundancy is lost, which leads to the minimum possible
central distortion D0 = D(R1+ R2).

In the other extreme, maximizing redundancy gives
two identical descriptions and

R1+ R2 ≥ 2I(X; X̂s) . (15.8)

However, this increases the central distortion to
D0 = D(Rs)= Ds and nothing is gained in terms of
distortion. Note that this is the same setup as the sim-
ple FEC method in the beginning of the section on
Media-Dependent FEC in Sect. 15.4.1.

Bounds for Gaussian Sources
The bounds of the multiple description region are, as
stated earlier, generally loose and the region is not
fully known. Only for the case of memoryless Gaus-
sian sources and the squared error distortion criterion
is the region fully known. While this distribution is not
representative of the speech itself, the result provides in-
sight to the performance of multiple description coding.
Ozarow showed in [15.41] that the region defined by
the bounds of El Gamal and Cover are tight in this case
and define all achievable combinations of rates and dis-
tortions. The bounds on distortions as functions of rate
are

Ds ≥ σ22−2Rs (15.9)

D0 ≥ σ22−2(R1+R2) ·γD(R1, R2, D1, D2) , (15.10)

where the variance σ2 is used and

γD =
⎧⎨
⎩1 if D1+D2 > σ2+D0 ,

1
1−a2 otherwise ,

(15.11)

a =√
(1−D1)(1−D2)−

√
D1 D2−2−2(R1+R2) .

(15.12)

Interpretation of the bounds on side distortion is trivial.
The central distortion is increased by a factor of γD for
low side distortions. This implies that the best achievable
distortion for rate R1+ R2, i. e., D(R1+ R2), is obtained
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Fig. 15.13 Central distortion D0 as a function of the side
distortion Ds for a Gaussian i.i.d. source with unit variance
and fixed per channel rate R= 4. Note the trade-off between
side and central distortion. The dashed line represents the
high-rate approximation
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only if side distortions are allowed to be large. The re-
lationship is illustrated in a plot of D0 as a function of
Ds = D1 = D2 for a fixed R = R1 = R2, in Fig. 15.13.

A high rate approximation to the bound derived by
Ozarow is derived in [15.42] and is for the unit-variance
Gaussian case given by

D0 Ds = 1

4
2−4R . (15.13)

MDC Versus Channel Splitting
In modern MDC methods, the side distortions decrease
with increasing rate. A technique relevant to speech that
does not have this property but is generally included in
discussions of MDC is channel splitting by odd-even
separation. In this approach odd and even channels are
transmitted in separate packets, and if a packet is lost in-
terpolation (in some cases with the aid of an additional
coarse quantizer) is used to counter the effect of the loss.
Variants on this approach are found in [15.43–46] and
a discussion on early unpublished work on this topic can
be found in [15.47]. The method is perhaps more accu-
rately classified as a Wyner–Ziv-type coding method (or
distributed source coding method) [15.48, 49] with the
odd and the even samples forming correlated sources that
are encoded separately. In general, the performance of
the odd–even separation based methods are suboptimal.
The reason is that the redundancy between descrip-
tions is highly dependent of the redundancy present
in the speech signal. Hence, the trade-off between the
side distortion and the central distortion is difficult to
control.

MDC Scalar Quantization
Two methods for design of multiple description
scalar quantization, resolution-constrained and entropy-
constrained, were described by Vaishampayan in [15.50]
and [15.51]. In resolution-constrained quantization,
the codeword length is fixed and its resolution is
constrained. In entropy-constrained quantization the
codeword length is variable and the index entropy is
constrained. Vaishampayan assumes the source to be
represented by a stationary and ergodic random pro-
cess X. The design of the resolution-constrained coder
is described next, followed by a description of the
entropy-constrained coder.

The encoder first maps a source sample x to a parti-
tion cell in the central partition A= {A1, . . . , AN }. The
resulting cell with index i0 in A is then assigned two in-
dices via the index assignment function a(i0)= {i1, i2},
where is ∈ Is = {1, 2, . . . , Ms} and N ≤ M1 M2. The

index assignment function is such that an inverse
i0 = a−1(i1, i2) referring to cell Ai0 always exists. The
two indices, resolution-constrained, are sent over each
channel to the receiver. As is appropriate for constrained-
resolution coding, the codewords are of equal length.

At the receiver end, depending on which chan-
nels are in a working state, a decoder is engaged. In
the case when one of the channels is not function-
ing, the received index of the other channel is decoded
by itself to a value x̂s = gs(is) in the corresponding
codebook X̂s = {x̂s,1, x̂s,2, . . . , x̂s,Ms }. In the case when
both channels deliver an index, these are used to form
the central reconstruction value x̂0 = g0(i1, i2) in code-
book X̂0 = {x̂0,1, x̂0,2, . . . , x̂0,N }. The three decoders
are referred to as g= {g0, g1, g2}.

The performance of the outlined coder is evaluated
in terms of a Lagrangian, L(A, g, λ1, λ2), which is de-
pendent on the choice of partition A, decoders g, and
Lagrange multipliers λ1 and λ2. The Lagrange multi-
pliers weight the side distortions. The codeword length
constraints are implicit in the partition definition and do
not appear explicitly in the Lagrangian. Minimizing the
Lagrangian L is done with a training algorithm that is
based on finding non-increasing values of L by itera-
tively holding A and g constant while optimizing for g
and A, respectively.

The performance of the training algorithm pre-
sented is highly dependent on the index assignment
a(i0) = {i1, i2}. This mapping should be such that
it minimizes the distortion for given channel rates
Rs = log2(Ms). The minimization is done by compar-
ing all possible combinations of indices i1 and i2 for
all possible cardinalities of A, N ≤ M1 M2. This kind of
search is too complex, as the total number of possible
index assignments is

∑M1 M2
N=1 (M1 M2)!/(M1 M2− N)!.

A suboptimal search algorithm is presented in [15.52].
An illustration of an index assignment that is believed
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to be close to optimal, the nested index assign-
ment [15.50], is found in Fig. 15.14. There, the index
assignment matrix shows the procedure of inverse
mapping i0 = a−1(i1, i2). It is clear that the redun-
dancy in the system is directly dependent on N . The
more cells the central partition has, the lower cen-
tral distortion is achievable at the expense of side
distortions.

The performance of resolution-constrained multiple
description scalar quantization was analyzed for high
rates in [15.42]. It was shown that the central and side
distortions for a squared distortion criterion are depen-
dent of the source probability distribution function p(x)
as

D0 = 1

48

⎛
⎝ ∞∫
−∞

p1/3(x)dx

⎞
⎠

3

2−2R(1+a) (15.14)

Ds = 1

12

⎛
⎝ ∞∫
−∞

p1/3(x)dx

⎞
⎠

3

2−2R(1−a) , (15.15)

where a ∈ (0, 1). Writing this interdependency as the
product of the distortions gives better understanding,
since the equation then is independent of a. For the
special case of a unit-variance Gaussian source we have

D0 Ds = 1

4

(
2π e

4e3−1/2

)2

2−4R . (15.16)

The gap of this high-rate scalar resolution-constrained
quantizer to the rate-distortion bound computed by
Ozarow is 8.69 dB.

The design of the entropy-constrained coder resem-
bles the resolution-constrained coder described above.
The differences are the replacement of fixed codeword
length constraints by entropy constraints on index en-
tropies, as well as added variable-length coders prior to
transmission over each channel.

The Lagrangian function for the entropy-constrained
case, L(A, g, λ1, λ2, λ3, λ4), depends on six variables.
These are the partition A, decoders g and Lagrange
multipliers λ1 through λ4, where two of the Lagrangian
multipliers correspond to the constraints on the index
entropies. Thus, in this case the rate constraints are ex-
plicitly in the Lagrangian. The Lagrangian is, as for the
resolution-constrained case, minimized with a training
algorithm. Before sending indices over each channel,
variable length coders are applied to indices obtained by
the index assignment.

Disregarding the requirement that codewords should
have equal length results in improved performance. The
high-rate approximation of the product between central
and side distortions for the unit-variance Gaussian case
is

D0 Ds = 1

4

(
2π e

12

)2

2−4R . (15.17)

The resulting gap of the scalar constrained-entropy
quantizer to the rate-distortion bound is here 3.07 dB.

MDC Vector Quantization
It is well known from classical quantization theory that
the gap between the rate-distortion bound and the per-
formance of the scalar quantizer can be closed by using
vector quantization. The maximum gain of an optimal
vector quantizer over an optimal scalar quantizer due
to the space filling advantage is 1.53 dB [15.53]. This
motivates the same approach in the case of multiple de-
scriptions. One approach to multiple description vector
quantization is described in the following. It uses lattice
codebooks and is described in [15.54], where implemen-
tation details are provided for the A2 and � i lattices, with
i = 1, 2, 4, 8.
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Fig. 15.15 Encoding of the vector marked with a cross. The two
descriptions are marked with brown circle and hex. When both
descriptions are received the reconstruction point is chosen as
the brown square. Central and side distortions are shown at the
top

Part
C

1
5
.4



324 Part C Speech Coding

Multiple description vector quantization with lattice
codebooks is a method for encoding a source vector
x = [x1, . . . , xn]T with two descriptions. In [15.54],
an algorithm for two symmetric descriptions, equal side
distortions, is described. These two descriptions are,
as with multiple description scalar quantization, sent
over different channels, providing a minimum fidelity
in the case of failure of one of the channels. Fig-
ure 15.15 illustrates the encoded and decoded codewords
for a two-dimensional source vector x. The finer lattice
Λ represents the best resolution that can be obtained,
that is with the central reconstruction value. Codewords
that are sent over the channel are actually not a part of
the fine lattice Λ, but of a geometrically similar sub-
lattice Λ′. The sublattice Λ′ is obtained by scaling,
rotating, and possibly reflecting Λ. This procedure is
dependent on what trade-off one wants to obtain be-
tween central and side distortions. Which points in Λ′
to send and how to choose a reconstruction point in Λ
given these points is called the labeling problem, which
is comparable to the index assignment problem in the
one dimensional case. The labeling problem is solved by
setting up a mappingΛ→Λ′ ×Λ′ for all cells ofΛ that
are contained within the central cell ofΛ′. This mapping
is then extended to all cells in Λ using the symmetry of
the lattices.

Choosing distortions is done by scaling of the
used lattices. However, the constraint that the side-
distortions must be equal is a drawback of the method.
This is improved in [15.55], where an asymmet-
ric multiple description lattice vector quantizer is
presented.

High-rate approximations for the setup described
above with coding of infinitely large vectors result in
a product of distortions given by

D0 Ds = 1

4

(
2π e

2π e

)2

2−4R (15.18)

for a unit-variance Gaussian source.
Looking closer at the equation, the gain com-

pared to the approximation of the rate-distortion bound
is 0 dB. This means that the high-rate approxima-
tion of the rate-distortion bound has been reached.
In an implementation, however, finite-dimension vec-
tors must be used. For the example provided above,
with the hexagonal A2 lattice, the distortion product
is

D0 Ds = 1

4

(
2π e

5/36
√

3

)2

2−4R (15.19)

and a gap of 1.53 dB remains compared to the ap-
proximation of the rate distortion bound. Using higher
dimensions results in greater gains.

Correlating Transforms
Multiple description coding with correlating transforms
was first introduced by Wang, Orchar, and Reibman
in [15.56]. Their approach to the MDC problem is
based on a linear transformation of two random vari-
ables, which introduces correlation in the transform
coefficients. This approach was later generalized by
Goyal and Kovacevic in [15.57] to M descriptions of
an N-dimensional vector, where M ≤ N .

Consider a vector y = [y1, y2]T with variances σ1
and σ2. Transforming the vector with an orthogonal
transformation such as

z= 1√
2

[
1 1

1 −1

]
y

produces transform coefficients z= [z1, z2]T. Sending
one transform coefficient over each channel results in
central distortion

D0 = π e

6

(
σ2

1 +σ2
2

2

)
2−2R (15.20)

and average side distortion

Ds = σ2
1σ

2
2

σ2
1 +σ2

2

+ π e

12

(
σ2

1 +σ2
2

2

)
2−2R (15.21)

on vector y. When interpreting the results, we see that the
relation of σ1 and σ2 determines the trade-off between
central and side distortion. If σ1 equalsσ2, the distortions
obtained are equal to what would have been obtained if
y was sent directly, i. e., the case with no redundancy
between descriptions.

The example above leads to the conclusion that
a transformation on the i.i.d. source vector x needs to
be performed to get transform coefficients y of different
variances. These are then handled as described above.

Extension to an N-dimensional source vector x is
handled in the following manner. A square correlating
transform produces N coefficients in y with varying vari-
ances. These coefficients are quantized and transformed
to N transform coefficients, which in turn are placed into
M sets in an a priori fixed manner. These M sets form
the M descriptions. Finally, entropy coding is applied to
the descriptions.

High-rate approximations of multiple description
coding with correlating transforms does not tell us any-
thing about the decay of distortion. This is so since
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independent of choice of transform D0 = O(2−2R) and
D1 = D2 = O(1). Simulations [15.57] show however
that multiple description coding with correlating trans-
forms performs well at low redundancies.

Conclusions on MDC
This section has presented the bounds on achievable rate-
distortion for multiple description coding and a number
of specific algorithms have been discussed. We provided
some useful comparisons.

Figure 15.16 shows an overview of the performance
of the discussed algorithms for i.i.d. Gaussian signals
and the squared error criterion. The figure is based on the
high-rate approximations of achievable side and central
distortions of resolution-constrained multiple descrip-
tion scalar quantization, entropy-constrained multiple
description scalar quantization and multiple description
vector quantization with dimension two. It is clear that
the distortions achievable decrease in the order that the
methods are mentioned. Using vectors of dimension
larger than two reduces the distortions further, approach-
ing the high-rate approximation of the Ozarow bound
for vectors of infinite dimension. Note that multiple de-
scription with correlating transforms is not included in
the figure, due to the reasons mentioned in the previous
section.

Evaluating the performance of the three methods
proposed by Vaishampayan [15.50, 51, 54], i. e.,
constrained-resolution MDC scalar quantization, con-
strained-entropy MDC scalar quantization and MDC
vector quantization with lattice codebooks for con-
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Fig. 15.16 A comparison of the Ozarow bound, its high-rate
approximation, and the high-rate approximations of three
coders

strained-entropy coding, the results are not surprising.
They are consistent with what is known in equivalent sin-
gle description implementations. Entropy-constrained
quantization performs better than resolution-constrained
quantization because the average rate constraint is less
stringent than the fixed rate constraint. Even for the i.i.d.
case, vector quantization outperforms scalar quantiza-
tion because of the space filling and shape (constrained
resolution only) advantages [15.58].

Improved performance has a price. While the quan-
tization step is often of lower computational complexity
for entropy-constrained quantization, it requires an
additional lossless encoding and decoding step. The
drawbacks of vector quantization are that it introduces
delay in the signal and increases computational effort.
For constrained-entropy quantizers the added cost gen-
erally resides in the variable-length encoding of the
quantization indices. For constrained-resolution cod-
ing the codebook search procedure generally increases
rapidly in computational effort with increasing vector
dimension.

The usage of correlating transforms to provide mul-
tiple descriptions has been shown to work well for low
redundancy rates [15.57]. However, better performance
is obtained with the approaches using an index assign-
ment when more redundancy is required. Hence, one
might choose not to implement correlating transforms
even for low-redundancy applications to avoid changes
in the coder design if additional redundancy is required
at a later time.

When it comes to speech applications, the described
multiple description coding techniques are in general
not directly applicable. The speech source is not i.i.d.,
which was the basic assumption in this section. Thus,
the assumption that speech is an i.i.d. source is associ-
ated with performance loss. Only pulse-code modulation
(PCM) systems are based on the i.i.d. assumption, or
perhaps more correctly, ignore the memory that is ex-
istent in speech. It is straightforward to adapt the PCM
coding systems to using the described multiple descrip-
tion theory, and a practical example is [15.59]. Other
speech coding systems are generally based on predic-
tion [e.g., differential PCM (DPCM), adaptive DPCM
(ADPCM), and code excited linear prediction (CELP)]
making the application of MDC less straightforward.
The MDC theory can be applied to the encoding of
the prediction parameters (if they are transmitted as
side information) and to the excitation. However, the
prediction loops at encoder and decoder are prone to
mismatch and, hence, error propagation. An alternative
approach to exploiting the memory of the source has
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been described in [15.60]. A Karhunen–Loève trans-
form is applied to decorrelate a source vector prior to
usage of MDC. However, since transform coding is not
commonly used in speech coders, this method is not
applicable either.

Multiple description theory has made large advances
in the last two decades. The results in artificial settings
are good. However, much work remains to be done be-
fore its promise is fulfilled in practical speech coding
applications.

15.5 Packet Loss Concealment

If no redundancy is added at the encoder and all process-
ing to handle packet loss is performed at the decoder
the approach is often referred to as packet loss con-
cealment (PLC), or more generally error concealment.
Sometimes, a robust encoding scheme is combined with
a PLC, where the latter operates as a safety net, set up
to handle lost packets that the former did not succeed in
recovering.

Until recently, two simple approaches to dealing
with lost packets have prevailed. The first method, re-
ferred to as zero stuffing, involves simply replacing a lost
packet with a period of silence of the same duration as
the lost packet. Naturally, this method does not pro-
vide a high-quality output and, already for packet loss
rates as low as 1%, very annoying artifacts are appar-
ent. The second method, referred to as packet repetition,
assumes that the difference between two consecutive
speech frames is quite small and replaces the lost packet
by simply repeating the previous packet. In practice, it
is virtually impossible to achieve smooth transitions be-
tween the packets with this approach. The ear is very
sensitive to discontinuities which leads to audible arti-
facts as a result of the discontinuities. Furthermore, even
a minor change in pitch frequency is easily detected by
the human ear. However, this approach performs fairly
well at low packet loss probabilities (less than 3%).

More-advanced approaches to packet loss design
are based on signal analysis where the speech signal is
extrapolated or interpolated to produce a more natural-
sounding concealment. These approaches can be divided
into two basic classes: nonparametric and parametric
methods. If the jitter buffer contains one or more fu-
ture packets in addition to the past packets, the missing
signal can be generated by interpolation. Otherwise, the
waveform in the previous frame is extrapolated into the
missing frame. Two-sided interpolation generally gives
better results than extrapolation.

15.5.1 Nonparametric Concealment

Overlap-and-add (OLA) techniques, originally devel-
oped for time-scale modification, belong to the class of

nonparametric concealment methods used in VoIP. The
missing frame is in OLA generated by time-stretching
the signal in the adjacent frames. The steps of the basic
OLA [15.61] are:

1. Extract regularly spaced windowed speech segments
around sampling instants τ(kS).

2. Space windowed segments according to time scaling
(regularly spaced S samples apart).

3. Normalize the sum of segments as

y(n)=
∑
k
v(n− kS)x(n+ τ(kS)− kS)∑

k
v(n− kS)

, (15.22)

where v(n) is a window function. Due to the regu-
lar spacing and with a proper choice of symmetric
window the denominator becomes constant, i. e.,∑
k
v(n− kS)= C, and the synthesis is thus simpli-

fied.

OLA adds uncorrelated segments with similar short-
term correlations, thus retaining short-term correlations.
However, the pitch structure, i. e., spectral fine structure,
has correlations that are long compared to the extraction
window and these correlations are destroyed, resulting
in poor performance. Two significant improvement ap-
proaches are synchronized OLA (SOLA) [15.62] and
waveform similarity OLA (WSOLA) [15.63].

In SOLA the extracted windowed speech segments
are regularly spaced as in OLA, but when spacing the
output segments they are repositioned such that they
have high correlation with the already formed portion.
The generated segment is formed as

y(n)=
∑
k
v(n− kS+ δk)x(n+ τ(kS)− kS+ δk)∑

k
v(n− kS+ δk)

.

(15.23)

A renormalization is needed after placing the segment
due to the nonconstant denominator. The window shift δk
is searched and selected such that the cross-correlation
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between the windowed segment v(n− kS+ δk)x(n+
τ(kS)− kS+ δk) and the previously generated output

yk−1(n)

=

k−1∑
m=−∞

v(n−mS+ δm)x(n+ τ(mS)−mS+ δm)

k−1∑
m=−∞

v(n−mS+ δm)

(15.24)

is maximized.
WSOLA, instead, extracts windowed segments that

are selected for maximum cross-correlation with the last
played out segment and regularly space these at the out-
put. The constant denominator implies that there is no
need to re-normalize and WSOLA is thus simpler than
SOLA.

y(n)=
∑
k
v(n− kS)x(n+ τ(kS)− kS+ δk)∑

k
v(n− kS)

=
∑

k

v(n− kS)x(n+ τ(kS)− kS+ δk) . (15.25)

An example of PLC using WSOLA is presented
in [15.64].

The two techniques can efficiently be utilized in
compensating for packet delays, as well as for pure PLC
as mentioned in Sect. 15.3.5. For example, if a packet
is not lost and only delayed less than a full frame inter-
val the signal can be stretched this time amount until the
play-out of the delayed frame starts. Examples of this
are [15.25] for SOLA and [15.24] for WSOLA.

15.5.2 Parametric Concealment

Waveform substitution methods were early PLC
methods that tried to find a pitch cycle waveform in the
previous frames and repeat it. Goodman et al. [15.65]
introduced two approaches to waveform substitution,

a pattern matching approach and a pitch detection ap-
proach. The pattern matching approach used the last
samples of the previous frame as a template and searched
for a matching segment earlier in the received signal.
The segment following this match was then used to gen-
erate the missing frame. The pitch detection approach
estimated the pitch period and repeated the last pitch cy-
cle. According to [15.66], the pitch detection approach
yielded better results.

Voicing, power spectrum and energy are other ex-
ample of features, besides the pitch period, that can
be estimated for the previous speech segments and ex-
trapolated in the concealed segment. The packet loss
concealment method for the waveform codec G.711, as
specified in annex I [15.67] to the ITU standard, is an
example of such a method.

If the PLC is designed for a specific codec and has
access to the decoder and its internal states, better per-
formance can generally be obtained than if only the
decoded waveform is available. Many codecs, such as
G.729, have a built-in packet loss concealment algorithm
that is based on knowledge of the decoder parameters
used for extrapolation.

Recent approaches to PLC include different types
of speech modeling such as linear prediction [15.68],
sinusoidal extrapolation [15.69], multiband excita-
tion [15.70], and nonlinear oscillator models [15.71].
The latter uses an oscillator model of the speech sig-
nal, consisting of a transition codebook built from the
existing signal, which predicts future samples. It can ad-
vantageously be used for adaptive play-out similar to
the OLA methods. Further, in [15.72], a PLC method
is presented for LPC-based coders, where the parameter
evolution in the missing frames is determined by hidden
Markov models.

Concealment systems that are not constrained by
producing an integer number of whole frames, thus be-
coming more flexible in the play-out, have the potential
to produce higher-quality recovered speech. This has
been confirmed by practical implementations [15.23].

15.6 Conclusion

Designing a speech transmission system for VoIP im-
poses many technical challenges, some similar to those
of traditional telecommunications design, and some spe-
cific to VoIP. The most important challenges for VoIP
are a direct result of the characteristics of the transport
media — IP networks. We showed that overall delay
of such networks can be a problem for VoIP and that,

particularly for the small packets common in VoIP, sig-
nificant packet loss often occurs at networks loads that
are far below the nominal capacity of the network. It
can be concluded that, if a VoIP system is to provide
the end user with low transmission delay and with high
voice quality, it must be able to handle packet loss and
transmission time jitter efficiently.
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In this chapter, we discussed a number of tech-
niques to address the technical challenges imposed by
the network on VoIP. We concluded that, with proper
design, it is generally possible to achieve VoIP voice
quality that is equal or even better than PSTN. The
extension of the signal bandwidth to 8 kHz is a major
contribution towards improved speech quality. Multiple
description coding is a powerful technique to address
packet loss and delay in an efficient manner. It has been

proven in practical applications and provides a theo-
retical framework that facilitates further improvement.
Significant contributions towards robustness and mini-
mizing overall delay can also be made by the usage of
adaptive jitter buffers that provide flexible packet loss
concealment. The combination of wide-band, multiple
description coding, and packet loss concealment facil-
itates VoIP with high speech quality and a reasonable
latency.
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Low-Bit-Rate16. Low-Bit-Rate Speech Coding

A. V. McCree

Low-bit-rate speech coding, at rates below 4 kb/s,
is needed for both communication and voice stor-
age applications. At such low rates, full encoding
of the speech waveform is not possible; there-
fore, low-rate coders rely instead on parametric
models to represent only the most perceptually
relevant aspects of speech. While there are a num-
ber of different approaches for this modeling,
all can be related to the basic linear model of
speech production, where an excitation signal
drives a vocal-tract filter.

The basic properties of the speech signal
and of human speech perception can explain
the principles of parametric speech coding as
applied in early vocoders. Current speech model-
ing approaches, such as mixed excitation linear
prediction, sinusoidal coding, and waveform in-
terpolation, use more-sophisticated versions of
these same concepts. Modern techniques for en-
coding the model parameters, in particular using
the theory of vector quantization, allow the en-
coding of the model information with very few bits
per speech frame.

Successful standardization of low-rate coders
has enabled their widespread use for both military
and satellite communications, at rates from 4 kb/s
all the way down to 600 b/s. However, the goal of
toll-quality low-rate coding continues to provide
a research challenge.
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16.1 Speech Coding

As digital computers and communication systems con-
tinue to spread through our modern society, the use of
digitized speech signals is increasingly common. The
large number of bits required for accurate reproduction
of the speech waveform makes many of these systems
complex and expensive, so more-efficient encoding of
speech signals is desirable. For example, limited radio
bandwidth is a major constraint in the design of public
mobile telephone systems, and the speech data rate di-
rectly influences the bandwidth requirement. In military

tactical communications, a system with a lower speech
data rate can use less transmitter power to make detec-
tion more difficult, or it can allow higher signal-to-noise
ratios to improve performance in a hostile jamming en-
vironment. Also, computer storage of speech, such as in
voice mail or voice response systems, becomes cheaper
if the number of bits required for speech storage can be
reduced. These are just some of the applications that
can benefit from the development of algorithms that
significantly reduce the speech data rate.
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At bit rates above 4 kb/s, speech-specific wave-
form coders based on code excited linear prediction
(CELP) [16.1] can produce good-quality speech. But at
lower rates, it becomes very difficult to encode all of the
information in the speech signal. Therefore, most low-
rate coders model only the key perceptual features of
speech, rather than the entire waveform. Since this is typ-
ically done by encoding the parameters of a linear model
for speech, these are called parametric speech coders.

In Sect. 16.2, this presentation of low-rate speech
coding begins with a review of the basics of hu-

man speech production and perception, and then
introduces the linear model of speech as the ba-
sis for parametric speech coding. Section 16.3 then
presents modern low-rate speech coding models using
mixed excitation linear prediction, sinusoidal coding,
and waveform interpolation. After a discussion of
techniques for quantizing the model parameters in
Sect. 16.4, complete low-rate coder designs that have
been standardized for use in a range of applications
are presented in Sect. 16.5, followed by conclusions
and a summary in Sect. 16.6.

16.2 Fundamentals: Parametric Modeling of Speech Signals

For parametric coding, it is important to understand the
properties of speech signals and which of their charac-
teristics need to be preserved to provide high quality
to a human listener. Therefore, in this section, we re-
view human speech production and perception and then
introduce the classical vocoder algorithms.

16.2.1 Speech Production

Speech is a sequence of sounds generated by the human
vocal system [16.2, 3]. The acoustic energy necessary
to produce speech is generated by exhaling air from
the lungs. This air stream is used to produce sound in
two different ways: by vibrating the vocal cords or by
forcing air turbulence. If the vocal cords are used, the
speech is referred to as voiced speech; otherwise, the
speech is called unvoiced. In voiced speech, the open-
ing and closing of the vocal cords at the glottis produces
quasiperiodic puffs of air called glottal pulses, which ex-
cite the acoustic tubes of the vocal and nasal tracts. The
average spacing between glottal pulses is called the pitch
period. The frequency content of the resulting acoustic
wave propagating from the mouth depends on the spec-
trum of the glottal pulses and the configuration of the
vocal tract. Typically, glottal pulses are roughly trian-
gular in shape with a sharp discontinuity at the closure
of the glottis, as shown in Fig. 16.1. As this stylized ex-
ample illustrates, glottal pulses have most of their energy
concentrated at lower frequencies.

Unvoiced sounds result from turbulent noise exciting
the vocal and nasal tracts. The turbulence can come from
simply breathing air out of the lungs in a process called
aspiration. This is the excitation source for whispered
speech and for the /h/ sound. Turbulence can also be
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Fourier transform (after Rabiner and Schafer [16.2])
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(b) Fourier spectrum

generated by forcing the air through a constriction in the
vocal tract formed with the tongue or lips. This process,
called frication, is used to make sounds such as /sh/.

Figures 16.2–16.4 show time waveforms and Fourier
spectra for some typical speech sounds. Figure 16.2
shows the waveform and spectrum from a sustained
vowel. Since this vowel was generated by periodic glot-
tal pulses, the spectrum consists of harmonics of the
pitch fundamental, in this case 110 Hz. The spectral
peaks at 600, 1500, 2500, and 3600 Hz represent the
formant frequencies in this example. The relatively high
amplitudes of the first few harmonics are a result of the
glottal pulse excitation. Figure 16.3 shows the wave-
form and spectrum of a sustained fricative. This sound
is mainly high-frequency turbulent noise. An example
of a plosive sound is shown in Fig. 16.4. Since this is an
unvoiced plosive, the signal consists of silence during
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Fig. 16.3a,b Sustained fricative /sh/: (a) waveform and
(b) Fourier spectrum

the vocal tract closure followed by a broadband noise
burst.

The basic features of the speech production process
can be captured in a simple time-varying linear model,
as shown in Fig. 16.5. In this model, glottal pulses or ran-
dom noise pass through a linear filter representing the
vocal-tract frequency response. The parameters describ-
ing the excitation and vocal tract change as a function
of time, tracking changes in the speech waveform. Key
parameters include the voiced/unvoiced decision, pitch
period, glottal pulse shape, vocal-tract filter coefficients,
and power level. This model can directly mimic station-
ary sounds, whether voiced or unvoiced, by appropriate
choice of excitation signal and vocal tract frequency re-
sponse. Also, it can approximate nonstationary sounds
if the model parameters are changed as rapidly as in
natural speech.
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Fig. 16.5 Simple linear model of
speech production (after Rabiner and
Schafer [16.2])

16.2.2 Human Speech Perception

Human perception of speech is determined by the ca-
pabilities of the human auditory system, which consists
of the ear, the auditory nerve, and the brain [16.4]. The
ear serves as a transducer, converting the acoustic in-
put at the outer ear first to bone vibrations in the middle
ear, then to fluid motion in the cochlea of the inner
ear, and finally to electrical pulses generated by the in-
ner hair cells in the cochlea. The location of maximum
fluid vibration in the cochlea varies systematically with
the input signal frequency, and this frequency response
varies with the strength of the input signal. Also, the in-
ner hair cells only detect motion in one direction. Thus,
the ear acts like a very large bank of bandpass filters
with dynamic range compression, and the output of each
filter undergoes half-wave rectification. The half-wave-
rectified bandpass-filtered outputs are transmitted across
the auditory nerve to the lower levels of the brain, where
specialized neurons can perform basic signal-processing
operations. For example, there are neurons that respond
to onsets and to decays, while other neurons may be
able to estimate autocorrelations by comparing a sig-
nal to a delayed version of itself. The outputs of these
neurons are then passed to higher levels of the brain
for more-sophisticated processing. This results in the fi-
nal analysis of the acoustic signal based on context and
additional knowledge, such as classification of sound
source and interpretation of pattern. In speech process-
ing, this includes recognition of words as well as analysis
of speaker identity and emotional state.

For a typical speech signal such as the vowel shown
in Fig. 16.2, a human listener should be able to distin-
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Fig. 16.6 Critical bands as a function of center frequency

guish a number of features. A comparison of the average
power in each bandpass filter gives an overall estimate
of the power spectrum of the speech signal. This spec-
tral analysis will also yield the exact frequency of the
lower pitch harmonics. However, human listeners can-
not distinguish individual frequencies present in a 12
tone signal unless the tones are separated by more than
a measure of bandwidth called the critical band [16.5],
and these bandwidths increase with frequency as shown
in Fig. 16.6. Therefore, for a typical male pitch fre-
quency of 100 Hz, individual pitch harmonics will not
be distinguished above about 500 Hz. Higher-frequency
harmonics near the formant frequencies may also be de-
tected by this spectral analysis if they are much stronger
than their immediate neighbors.

At higher frequencies, individual pitch harmon-
ics cannot be resolved since each bandpass filter
contains multiple pitch harmonics. However, there is
a great deal of information in the time variation of the
higher-frequency bandpass filter outputs. An example
of a bandpass filter output centered at 2500 Hz from
a sustained vowel is shown in Fig. 16.7. Notice that the
individual pitch pulses can be seen in the rise and fall
of this bandpass signal. It is reasonable to presume that
the brain can detect pitch pulses as abrupt power tran-
sitions in the bandpass signals, and may also estimate
pitch frequency from the average pulse spacing and voic-
ing strength from the abruptness of the pulse onset. In
fact, an experiment has shown that higher-frequency on-
set neurons in the cat respond with every pitch pulse in
a sustained synthetic speech vowel [16.6].

Overall, the combination of spectral and bandpass
waveform analysis allows the perception of many as-

��#�
�#���

?5�%��
��
#���

�-���

�3���

�2���

�����

�

����

2���

3���

-���

�-#����� ��#� �2�� �2#� �3�� �3#� �-��
0�5���	�5�%�	����6�+,�

Fig. 16.7 Example bandpass filter output

pects of speech signals. For sustained or continuant
sounds, the human listener should be able to estimate the
spectral envelope, gain, harmonic content at lower fre-
quencies, and pulse characteristics at higher frequencies.
For noncontinuants, the human auditory system can de-
tect rapid transitions in these characteristics, especially
at high frequencies. These are the characteristics of the
speech signal that we would expect low-rate coders to
be able to reproduce.

16.2.3 Vocoders

Knowledge of speech production and speech perception
can be combined to gain insight into efficient trans-
mission and storage of speech signals. The ensemble
of possible speech waveforms is fundamentally limited
by the capabilities of the speech production process,
and not all details of these waveforms are perceptually
important. One particularly efficient method of speech
compression is to analyze the parameters of the lin-
ear speech model, transmit these parameters across the
communication channel, and synthesize a reproduction
of the speech signal with a linear model. Speech coders
based on this approach are called vocoders or parametric
coders. If the parameters are updated 20 to 100 times per
second, the synthesizer can reproduce much of the in-
formation of the speech signal using significantly fewer
bits than direct waveform coding.

The first vocoder was developed by Homer Dudley
in the 1930s [16.7]. In this method, the input speech
is divided into 10 frequency channels, and the spec-
tral envelope information representing the vocal tract is
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transmitted as the average power in each channel. The
synthesizer applies either a pulse train or random noise
to an identical bank of bandpass filters. This approach,
now called a channel vocoder, can produce speech that
is intelligible but not of very high quality.

Because it uses only a fairly small number of fre-
quency values to represent the spectral envelope, the
channel vocoder cannot accurately reproduce the per-
ceptually important formant structure of voiced speech.
A better approach, called the formant vocoder [16.8, 9],
transmits information about the formant frequencies di-
rectly and synthesizes speech with a small number of
damped resonators or poles. The poles can be con-
nected either in parallel or in cascade. Since they better
model the spectral envelope of voiced speech, formant
vocoders can produce speech of higher quality than
channel vocoders. Unfortunately, the formants are dif-
ficult to estimate reliably in the analysis procedure, so
formant vocoders may make annoying errors in track-
ing the formant frequencies. Formant synthesizers are
more often used in text-to-speech applications where
the formant frequencies can be generated by fixed rules.

The difficulty of formant tracking can be avoided if
more poles are used to model the entire speech spectrum,
without explicit identification of formant frequencies.
In this way, the formants will be automatically captured
when they dominate the spectrum, but more-subtle spec-
tral features due to glottal pulse shape or nasal zeros can
still be approximately reproduced. This principle is used
in vocoders based on linear predictive coding (LPC),
first introduced around 1970 [16.10, 11]. The term lin-
ear prediction is used because the all-pole coefficients
are derived from the best predictor of the current input
speech sample from a linear combination of previous
samples:

ŝ(n)=
P∑

m=1

ams(n−m) , (16.1)

where am are the set of P predictor coefficients. Min-
imum mean-square error estimation results in a highly
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Fig. 16.8 LPC vocoder synthesizer

efficient time-domain algorithm to generate these filter
coefficients [16.2]. A block diagram of the LPC syn-
thesizer is shown in Fig. 16.8. Either a periodic impulse
train or white noise is used to excite an all-pole filter,
and the output is scaled to match the level of the input
speech. The voicing decision, pitch period, filter coef-
ficients, and gain are updated for every block of input
speech (called a speech frame) to track changes in the
input speech.

Since the basic LPC vocoder does not produce
high-quality speech, there has been significant effort
aimed at improving the standard model. One well-
known problem with vocoder speech output is a strong
buzzy quality. Formant synthesizers use a mixed exci-
tation with simultaneous pulse and noise components
to address this problem [16.8, 9], an idea which has
also been used in channel vocoders [16.12] and LPC
vocoders [16.13–15]. Most of these early mixed exci-
tation systems used a low-pass-filtered pulse combined
with high-pass-filtered noise, although a multiband mix-
ture algorithm with separate voicing decisions in each
of three bands was used in [16.12]. Other attempts
at vocoder improvement included using more realistic
excitation pulses [16.16] and pitch-synchronous LPC
analysis [16.17]. Atal and David proposed encoding the
Fourier coefficients of the LPC excitation signal [16.18].
Mathematically, this can be written as:

x(n)= 1

N

N−1∑
k=0

X(k) exp(jωkn) , (16.2)

where x(n) is the excitation signal, N is the pitch period,
k is a frequency index, X(k) is a complex amplitude, and
ωk = 2πk

N is the frequency of the k-th harmonic. Since
x(n) is real, this can equivalently be written as:

x(n)=
N/2∑
k=0

[Ac(k) cos (ωkn)+ As(k) sin (ωkn)] ,

(16.3)

where Ac(k) and As(k) are real amplitudes, or as:

x(n)=
N/2∑
k=0

A(k) cos (ωkn+φk) , (16.4)

where A(k) and φk represent the magnitudes and phases
of the harmonics. These coefficients were analyzed with
either a pitch-synchronous Fourier series analysis or
a frame-based Fourier transform, and the excitation was
synthesized as a sum of harmonic sine waves.

While these techniques provided some improve-
ment, as of the early 1980s these enhanced LPC vocoders
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were still unable to provide reliable communications
in all environments. However, they did provide the
background for newer approaches that have provided
significant improvements in speech quality at low rates.

The more-recent technical progress enabling this suc-
cess has come in two areas: flexible parametric models
and efficient quantization techniques. These are the
subjects of the next two sections.

16.3 Flexible Parametric Models

Three more-recent speech models have been shown
to provide significant performance improvements over
the traditional LPC vocoder model: mixed excitation
linear prediction, sinusoidal coding, and waveform in-
terpolation. In this section, we review each of these
approaches.

16.3.1 Mixed Excitation Linear Prediction
(MELP)

The primary feature of the MELP model, shown in
Fig. 16.9, is the use of mixed excitation for more-robust
LPC synthesis [16.19]. Other key features are the use
of aperiodic pulses, adaptive spectral enhancement to
match formant waveforms, and a pulse dispersion filter
to better match natural excitation waveform characteris-
tics. Finally, MELP also includes representation of the
Fourier magnitudes of the excitation signal.

Mixed Excitation
MELP generates an excitation signal with different mix-
tures of pulse and noise in each of a number (typically
five) of frequency bands [16.20]. As shown in Fig. 16.9,
the pulse train and noise sequence are each passed
through time-varying spectral shaping filters and then
added together to give a full-band excitation. For each
frame, the frequency shaping filter coefficients are gen-
erated by a weighted sum of fixed bandpass filters. The
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Fig. 16.9 MELP synthesizer

pulse filter is calculated as the sum of each of the band-
pass filters weighted by the voicing strength in that band.
The noise filter is generated by a similar weighted sum,
with weights set to keep the total pulse and noise power
constant in each frequency band. These two frequency
shaping filters combine to give a spectrally flat excita-
tion signal with a staircase approximation to any desired
noise spectrum. Since only two filters are required re-
gardless of the number of frequency bands, this structure
is more computationally efficient than using a bank of
bandpass filters [16.19].

To make full use of this mixed excitation synthesizer,
the desired mixture spectral shaping must be estimated
accurately for each frame. In MELP, the relative pulse
and noise power in each frequency band is determined
by an estimate of the voicing strength at that frequency
in the input speech. An algorithm to estimate these voic-
ing strengths combines two methods of analysis of the
bandpass-filtered input speech. First, the periodicity in
each band is estimated using the strength of the normal-
ized correlation coefficients around the pitch lag, where
the correlation coefficient for a delay t is defined by

c(t)=

N−1∑
n=0

s(n)s(n+ t)√
N−1∑
n=0

s2(n)
N−1∑
n=0

s2(n+ t)

. (16.5)
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This technique works well for stationary speech, but the
correlation values can be too low in regions of varying
pitch. The problem is worst at higher frequencies, and
results in a slightly whispered quality to the synthetic
speech. The second method is similar to the time-domain
analysis of a wideband spectrogram. The envelopes of
the bandpass-filtered speech are generated by full-wave
rectification and smoothing with a one-pole low-pass fil-
ter, while using a first-order notch filter to remove the
direct-current (DC) term from the output. At higher fre-
quencies, these envelopes can be seen to rise and fall
with each pitch pulse, just as in the spectrogram dis-
play. Autocorrelation analysis of these bandpass filter
envelopes yields an estimate of the amount of pitch pe-
riodicity. The overall voicing strength in each frequency
band is chosen as the largest of the correlation of the
bandpass filtered input speech and the correlation of the
envelope of the bandpass-filtered speech.

Aperiodic Pulses
This mixed excitation can remove the buzzy quality from
the speech output, but another distortion is sometimes
apparent. This is the presence of short isolated tones in
the synthesized speech, especially for female speakers.
The tones can be eliminated by adding noise in the lower
frequencies, but so much noise is required that the out-
put speech sounds rough and noisy. A more-effective
solution is to destroy the periodicity in the voiced exci-
tation by varying each pitch period length with a pulse
position jitter uniformly distributed up to ±25%. This
allows the synthesizer to mimic the erratic glottal pulses
that are often encountered in voicing transitions or in vo-
cal fry [16.21]. This cannot be done for strongly voiced
frames without introducing a hoarse quality, so a control
algorithm is needed to determine when the jitter should
be added.

Therefore, MELP adds a third voicing state to the
voicing decision that is made at the transmitter [16.22].
The input speech is now classified as either voiced,
jittery voiced, or unvoiced. In both voiced states, the
synthesizer uses a mixed pulse/noise excitation, but in
the jittery voiced state the synthesizer uses aperiodic
pulses as shown in Fig. 16.9. This makes the problem of
voicing detection easier, since strong voicing is defined
by periodicity and is easily detected from the strength of
the normalized correlation coefficient of the pitch search
algorithm. Jittery voicing corresponds to erratic glottal
pulses, so it can be detected by either marginal correla-
tion or peakiness in the input speech. The peakiness p
is defined by the ratio of the root-mean-square (RMS)
power to the average value of the full-wave-rectified

LPC residual signal [16.23]:

p=

√
1
N

N−1∑
n=0

s2(n)

1
N

N−1∑
n=0

|s(n)|
. (16.6)

This peakiness detector will detect unvoiced plosives as
well as jittery voicing, but this is not a problem since
the use of randomly spaced pulses has previously been
suggested to improve the synthesis for plosives [16.15].

Adaptive Spectral Enhancement
The third feature in the MELP model is adaptive
spectral enhancement. This adaptive filter helps the
bandpass-filtered synthetic speech to match natural
speech waveforms in the formant regions. Typical for-
mant resonances usually do not completely decay in
the time between pitch pulses in either natural or syn-
thetic speech, but the synthetic speech waveforms reach
a lower valley between the peaks. This is probably
caused by the inability of the poles in the LPC synthesis
filter to reproduce the features of formant resonances
in natural human speech. Here, there are two pos-
sible causes. First, the problem could be simply due
to improper LPC pole bandwidth. The synthetic time
signal may decay too quickly because the LPC pole
has a weaker resonance than the true formant. Another
possible explanation is that the true formant bandwidth
may vary somewhat within the pitch period [16.8], and
the synthetic speech cannot mimic this behavior. Infor-
mal experiments have shown that a time-varying LPC
synthesis pole bandwidth can improve speech qual-
ity by modeling this effect, but it can be difficult to
control [16.19].

The adaptive spectral enhancement filter provides
a simpler solution to the problem of matching formant
waveforms. This adaptive pole/zero filter was originally
developed to reduce quantization noise between the for-
mant frequencies in CELP coders [16.24]. The poles are
generated by a bandwidth-expanded version of the LPC
synthesis filter, where each z−1 term in the z-transform
of the LPC filter is replaced by αz−1, withα= 0.8. Since
this all-pole filter introduces a disturbing low-pass filter-
ing effect by increasing the spectral tilt, a weaker all-zero
filter calculated with α equal to 0.5 is used to decrease
the tilt of the overall filter without reducing the formant
enhancement. In addition, a simple first-order finite im-
pulse response (FIR) filter is used to further reduce the
low-pass muffling effect [16.25].

Part
C

1
6
.3



Low-Bit-Rate Speech Coding 16.3 Flexible Parametric Models 339

�
�#���

0�5���	�5�%�	����6�+,�

?5�%��
����
#���

-��

-���

3���

2���

����

�

�����

�2���

�3���

�-���

3#�3��2#�2���#����#� �
�#��

0�5���	�5�%�	����6�+,�

?5�%��
����
�#��

2���6��"��-��2����6�"�-�2�

�
�-��

0�5���	�5�%�	����6�+,�

?5�%��
����
����

2�� �
�2���

0�5���	�5�%�	����6�+,�

?5�%��
����
2���

2���6��"��-��2����6�"�-�2��6��"��-��2����6�"�-�2�

����

#��

�

#��

����

6��

"��

-��

2��

�

�2��

�#��

����

#��

�

�#��

�����

��#��

Fig. 16.10a–d Natural speech versus decaying resonance waveforms: (a) first formant of natural speech vowel, (b) syn-
thetic exponentially decaying resonance, (c) pole/zero enhancement filter impulse response for this resonance, and
(d) enhanced decaying resonance

In the MELP coder, reducing quantization noise is
not a concern, but the time-domain properties of this fil-
ter produce an effect similar to pitch-synchronous pole
bandwidth modulation. As shown in Fig. 16.10, a sim-
ple decaying resonance has a less abrupt time-domain
attack when this enhancement filter is applied. This
feature allows the speech output to better match the
bandpass waveform properties of natural speech in for-
mant regions, and increases the perceived quality of the
synthetic speech.

Pulse Dispersion Filter
The pulse dispersion filter shown in Fig. 16.9 improves
the match of bandpass-filtered synthetic and natural
speech waveforms in frequency bands that do not contain
a formant resonance. At these frequencies, the syn-

thetic speech often decays to a very small value between
the pitch pulses. This is also true for frequencies near
the higher formants, since these resonances decay sig-
nificantly between excitation points, especially for the
longer pitch periods of male speakers. In these cases,
the bandpass-filtered natural speech has a smaller peak-
to-valley ratio than synthetic speech. In natural speech,
the excitation may not all be concentrated at the point in
time corresponding to the closure of the glottis [16.26].
This additional excitation prevents the natural bandpass
envelope from falling as low as the synthetic version.
This could be due to a secondary excitation peak from
the opening of the glottis, aspiration noise resulting from
incomplete glottal closure, or a small amount of acoustic
background noise, which is visible in between the excita-
tion peaks. In all these cases, there is a greater difference
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Fig. 16.11a–c Synthetic triangle pulse and FIR filter:
(a) triangle waveform, (b) filter coefficients after spectral
flattening with length 65 DFT, and (c) Fourier transform
after spectral flattening

between the peak and valley levels of the bandpass-
filtered waveform envelopes for the LPC speech than
for natural human speech.

The pulse dispersion filter is a fixed FIR filter, based
on a spectrally flattened synthetic glottal pulse, which in-
troduces time-domain spread into the synthetic speech.
In [16.19], a fixed triangle pulse [16.16, 27] based on
a typical male pitch period is used, with the low-pass
character removed from its frequency response. The
filter coefficients are generated by taking a discrete
Fourier transform (DFT) of the triangle pulse, setting
the magnitudes to unity, and taking the inverse DFT.
The dispersion filter is applied to the entire synthetic
speech signal to avoid introducing delay into the excita-
tion signal prior to synthesis. Figure 16.11 shows some
properties of this triangle pulse and the resulting dis-
persion filter. The pulse has considerable time-domain
spread, as well as some fine detail in its Fourier mag-
nitude spectrum. Using this dispersion filter decreases
the synthetic bandpass waveform peakiness in frequen-
cies away from the formants and results in more natural
sounding LPC speech output.

Fourier Series Modeling
The final feature of the MELP model is a Fourier series
expansion of the voiced excitation signal. Implement-
ing a Fourier series expansion in MELP synthesis is
straightforward, using the pitch-synchronous Fourier
series synthesis of (16.4). Instead of using a simple
time-domain digital impulse, each pitch pulse of the
mixed excitation signal shown in Fig. 16.9 is gener-
ated by an inverse DFT of exactly one period in length.
If the magnitude values of this DFT are all equal to
one and the phases are all set to zero, this is sim-
ply an alternate representation for a digital impulse.
As in [16.18], these magnitudes can be estimated us-
ing either a pitch-synchronous Fourier series analysis or
a DFT with a longer window.

MELP Model Improvements
A number of refinements to the basic MELP model have
been demonstrated. Replacement of the frame-based
autocorrelation pitch algorithm with a subframe-based
approach that allows time-varying pitch within an
analysis frame was shown to improve the reliability
of pitch estimation in [16.28]. The use of a slid-
ing pitch window, a specially designed plosive speech
analysis and synthesis algorithm, and an excitation mag-
nitude post-filter combined to improve performance
in [16.29]. A wideband MELP coder, extended to 8 kHz
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bandwidth, provided improved quality in [16.30]. An
intelligibility enhancement preprocessor that empha-
sizes the perceptually important formant transitions
by combining adaptive spectral enhancement with
variable-rate timescale modification improved intelligi-
bility in [16.31]. Finally, a number of enhancements,
including subframe pitch estimation, pitch-synchronous
LPC and Fourier series analysis, and oversampled
Fourier synthesis for fractional pitch values, showed
significant performance improvement for female speak-
ers [16.32].

16.3.2 Sinusoidal Coding

Another successful approach to low-rate speech cod-
ing is based on modeling speech as a sum of sine
waves [16.33,34]. Initial encouraging work in this direc-
tion [16.35,36] led to the development of two successful
speech coding techniques: the sinusoidal transform
coder (STC) [16.37] and the multiband excited (MBE)
vocoder [16.38].

The Sinusoidal Model of Speech
Many signals can be locally modeled as a sum of sine
waves:

s(n)=
L∑

l=0

A(l) cos (ωln+φl) , (16.7)

where A(l), ωl , and φl are the magnitude, frequency,
and phase of the l-th sine wave. Note that, while this
equation is similar to (16.4), in this case we are not
constraining the frequencies to be harmonically related,
and we are analyzing the speech signal itself rather
than the excitation signal. While it is clear that such
a model is appropriate for quasiperiodic voiced speech,
it can be shown that this representation can also pro-
vide a perceptually sufficient representation of unvoiced
speech as long as the sinusoids are closely spaced in
frequency [16.37]. The principle of sinusoidal speech
coding is to estimate and transmit the sine wave pa-
rameters for each speech frame, and then to synthesize
speech using these parameters.

Sinusoidal Parameter Estimation
The general problem of estimating the time-varying
sine wave parameters such that the reconstructed speech
signal is as close as possible to the original speech is dif-
ficult to solve analytically. However, if a speech signal is
locally periodic, then minimizing the squared estimation
error over a window spanning a number of consecutive
pitch periods produces a straightforward solution: the

optimal estimates of the complex amplitudes are given
by the DFT values at the harmonics of the pitch funda-
mental frequency [16.33]. Also, since the nonharmonic
DFT coefficients will be zero in this case, the sine wave
frequencies correspond to the peaks of this spectral esti-
mate. Based on these insights, a more-general sinusoidal
analysis method has been developed and shown to be
very effective in STC [16.37]:

• window the input speech signal, for example with
a Hamming window with a duration of approxi-
mately 2–3 pitch periods• compute the DFT• find the sine wave frequencies as the locations of the
peaks of the DFT magnitude• estimate the magnitude and phase of each sinusoid
based on the corresponding complex DFT coeffi-
cients.

An alternative approach, used in the MBE vocoder,
is to assume that the speech signal is locally periodic, but
to model the DFT distortion due to windowing explic-
itly as a frequency-domain convolution of the desired
sine wave coefficients with the DFT of the window
function [16.38]. Then the sinusoid frequencies are the
harmonics of the pitch fundamental, and the minimum
squared error estimates of the amplitudes and phases
come from the speech spectrum at frequencies around
the harmonic along with the spectrum of the window
function.

Finally, the sine wave parameters can be estimated
using analysis by synthesis, either in the frequency or
time domain [16.39–41].

Synthesis
At first glance, it would seem that sinusoidal synthesis
using (16.7) is straightforward. However, each frame of
speech has different sine wave parameters, so the synthe-
sizer must perform smoothing to avoid discontinuities
at the frame boundaries.

One form of parameter interpolation involves match-
ing sinusoids from one frame to the next and then
continuously interpolating their amplitudes, phases,
and frequencies [16.37]. For well-behaved signals this
matching process is not difficult, but a general solution
typically involves an additional algorithm for birth and
death of sine wave tracks to handle difficult cases. Phase
interpolation also presents difficulties, since the phase
values are only relative within a period, and the number
of periods from one frame to the next must also be es-
timated. An elegant solution is to assume that the phase
trajectory can be modeled with a cubic polynomial as
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a function of time; this is the simplest solution meeting
endpoint constraints for both frequency and phase.

A less-complex synthesis technique is the over-
lap/add method. Each frame is synthesized once with
the constant parameters from the previous frame, and
again with the new parameter set. The two synthesized
signals are appropriately weighted by windowing func-
tions and then summed together to produce the final
synthesis output. These windows are designed such that
the previous parameter synthesis tapers down to zero,
the new parameter synthesis tapers up from zero, and
the sum of the windows is one for every sample. De-
spite performing synthesis more than once for at least
some of the speech samples, overlap/add synthesis can
reduce complexity since there is no need to compute in-
terpolated values of the parameters for every sample. In
addition, it is readily amenable to the use of efficient fast
Fourier transform methods.

Low-Rate Coding Constraints
The general sinusoidal model has been used success-
fully in many applications. Unfortunately, for low-rate
speech coding, the complete set of sine wave amplitudes,
phases, and frequencies typically contains too much in-
formation for efficient quantization. Therefore, the linear
speech model is used to impose constraints on the sine
wave parameters. First, the voiced speech frequencies
are assumed to be harmonics of the fundamental fre-
quency. This eliminates the need to estimate and transmit
the exact frequency of each sinusoid, and incorporating
this constraint into the sine wave analysis procedure nat-
urally leads to integrated frequency-domain pitch and
voicing estimation procedures. In both STC and MBE,
pitch estimation is performed by measuring the optimal
harmonic sinusoidal fit over a range of possible funda-
mental frequencies, and then selecting the pitch value
as the one providing the best performance by a distance
metric.

The linear speech model also necessitates the ex-
plicit modeling of unvoiced speech. Voicing decisions
can be made based on the fit of the harmonic sinusoidal
model to the original speech, since voiced speech frames
should produce a better model fit. Typically better per-
formance is obtained with a soft voicing decision, where
partial voicing is allowed with both voiced and unvoiced
components. As in earlier mixed excitation work, this is
done either using a cutoff frequency, where frequencies
below the cutoff are voiced and those above are un-
voiced [16.37], or with separate decisions for a number
of frequency bands [16.38]. The unvoiced component

can be synthesized either with sinusoidal synthesis with
randomized phases, or with white-noise generation.

Since encoding of the phases can require a significant
number of bits, low-rate sinusoidal coders use a para-
metric model for the phase as well. Since the voiced
excitation signal should look like a pulse, it can be as-
sumed to be zero phase with a flat magnitude. In this
case, the overall magnitude and phase responses will
come from the vocal-tract filter.

In addition, the vocal tract can be modeled para-
metrically. In particular, LPC coefficients can be fitted
to the sine wave amplitudes. This can be done with
a frequency-domain algorithm, which can also in-
corporate a mel-scale frequency warping to improve
perceptual modeling [16.42, 43], or with a time-domain
LPC analysis [16.44]. The resulting model will have
a minimum phase output corresponding to this all-pole
filter. Alternatively, the sinusoidal amplitudes can be
quantized using nonparametric techniques such adaptive
transform coding [16.38] or direct vector quantiza-
tion [16.45–47].

Spectral Post-filtering
Since the synthetic speech from sinusoidal coders some-
times exhibits a muffling effect, a postfilter can be
applied to deepen the spectral valleys between for-
mant frequencies [16.33]. Motivated by the time-domain
LPC post-filter of [16.24], a frequency-domain post-
filter design method has been developed [16.43]. For
each frequency, these post-filter weights correspond
to the unity-gain spectrally flattened sine-wave ampli-
tudes raised to a power of less than one for spectral
compression. This post-filtering approach is used in
both STC and MBE coders to improve speech qual-
ity.

16.3.3 Waveform Interpolation

For voiced speech, it is natural to think of the excita-
tion signal as a sequence of pitch periods or cycles, with
the waveform for each cycle representing the ideal ex-
citation for the vocal-tract filter. From one pitch period
to the next, these excitation waveforms will be similar
but not identical, since the speech content is gradually
changing. Therefore, we can extract these pitch cycle
excitation waveforms at a slower rate, quantize them for
transmission, and reconstruct the missing waveforms
at the receiver. This is the principle behind another
successful low-rate speech technique called waveform
interpolation (WI) [16.48].
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Analysis
The fundamental operation of WI is the extraction of the
excitation pitch cycle waveform, called the characteris-
tic waveform [16.49]. Each waveform is extracted as one
period of the signal, so minimizing edge effects is impor-
tant for accurate representation. Therefore, this analysis
is performed on the LPC residual signal; in addition,
some local adjustment of the window position is allowed
to minimize the signal power near the boundaries.

To ensure that the characteristic waveforms evolve
smoothly in time, an alignment process is performed,
in which each extracted waveform is circularly shifted
to maximize its correlation with the previous one. The
result of this alignment process is a sequence of time-
aligned characteristic waveforms, each with a similar
shape.

Synthesis
Synthesis in WI coders is typically done using harmonic
sine wave synthesis of the excitation signal followed
by LPC synthesis. The fundamental frequency and the
complex sine wave coefficients are interpolated for every
sample, while the LPC coefficients are interpolated on
a subframe basis. However, it is sometimes more conve-
nient to perform the LPC synthesis filtering in the fre-
quency domain prior to the sine wave synthesis [16.48].

Note that, since the alignment phase (the circular
time shift of each characteristic waveform) is not pre-
served, the precise time offset from the beginning to
the end of a frame of synthesized speech is not explic-
itly controlled and will depend upon the interpolated
pitch contour for the frame. Therefore, WI coders are
typically not time-synchronized with the input speech
signal; instead they exhibit a slow time drifting which is
not perceptually relevant.

Low-Rate WI Speech Models
At low bit rates, WI coders also exploit the linear speech
model. Besides the concepts of pitch and vocal-tract fil-
tering mentioned in the basic WI formulation, additional
bit savings can be introduced by using a soft voicing
concept and a parametric model for system phase.

In WI, voicing is represented by the decomposition
of the characteristic waveform into two additive com-
ponents: the slowly evolving waveform (SEW) and the
rapidly evolving waveform (REW) [16.50]. The under-
lying idea is that the quasiperiodic voiced component
changes slowly over time, while the unvoiced noisy
component changes quickly. Analysis of the SEW/REW
decomposition is done by low-pass and high-pass fil-
tering the aligned characteristic waveforms over time,

typically with a cutoff frequency of around 20 Hz. The
SEW can then be carefully quantized at an update rate
of 40 Hz, while the REW can be replaced by a noise
signal with similar spectral characteristics (typically by
randomizing the phase). Since the full SEW waveform
contains a great deal of information, at low rates it is
typically quantized by coding only the lower harmonic
amplitudes, setting the other amplitudes to unity, and set-
ting the phases to zero so that the LPC filter will provide
an overall minimum phase response. For the REW, only
a crude amplitude envelope is necessary, but it should
be updated quite frequently.

High-Rate Improvements
More recent work has improved the performance of WI
modeling at higher bit rates. A WI method with asymp-
totically perfect reconstruction properties was presented
in [16.51], enabling very high quality output from the
WI analysis/synthesis system. Similarly, a scalable WI
coder using pitch-synchronous wavelets allows a wide
range of bit rates to be utilized [16.52]. In this coder,
higher bit rates achieve better speech quality by encoding
higher resolutions of the wavelet decomposition.

16.3.4 Comparison and Contrast
of Modeling Approaches

All of the low-rate coding models described can be
viewed as representing the linear speech model of
Fig. 16.5, where the parameters for transmission for each
frame of speech include the pitch period (or frequency),
gain, voicing information, and vocal-tract filter. Com-
mon elements of most MELP, sinusoidal, and WI coders
are:

• vocal-tract filter modeling with LPC• pitch extraction algorithm for excitation analysis• incorporation of excitation Fourier amplitude spec-
trum• zero-phase excitation• soft voicing decision, allowing mixed excitation syn-
thesis• spectral enhancement filtering to sharpen formant
frequencies

However, each coder has its own strengths since it is
based on a different perspective of the speech signal. The
MELP model extends the traditional vocoder view of
the excitation as a sequence of pulses, so it is able to ex-
ploit pitch pulse characteristics such as waveform shape.
In contrast, sinusoidal modeling is based on a Fourier
transform view of the speech signal, allowing straight-
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forward frame-based processing. Finally, WI views the
excitation signal as an evolving Fourier series expan-

sion, allowing smooth analysis and synthesis of a signal
with changing characteristics including pitch.

16.4 Efficient Quantization of Model Parameters

For low-rate speech coding, a flexible parametric model
provides a necessary first step, but efficient quantization
is critical to an overall coder design. In this section, we
review two very important quantization topics: vector
quantization, and LPC coefficient quantization.

16.4.1 Vector Quantization

The traditional approach to the quantization of speech
parameters, such as harmonic amplitudes, is to encode
each one separately. In contrast to this scalar quantiza-
tion approach, significant performance improvements
can be attained by encoding multiple values simultan-
eously, by searching a codebook of possible vectors.
Since both encoder and decoder have copies of the
same codebook, the only information to be transmit-
ted is the index of the selected code vector. This
process, called vector quantization (VQ) [16.53], has
a long history in low-rate speech coding. The earli-
est applications, in pattern-matching vocoders of the
1950s, were based on tables designed for specific
speech phonemes [16.54]. Starting around the same
time, a more-rigorous information-theoretic approach
was developing based on Shannon’s work on block
source coding and rate-distortion theory [16.55].

Since the complexity of vector quantization can
become prohibitive when the number of code vec-
tors is large, specially structured codebooks are often
used. Theoretically, such approaches will lose coding
efficiency compared to a full VQ, but they can have sig-
nificant advantages in codebook storage size and search
complexity. In one common approach, called split VQ,
the vector is divided into subvectors, and each of these is
vector quantized. As the number of subvectors becomes
large, split VQ becomes scalar quantization, so this ap-
proach provides a straightforward way to adjust coding
performance versus complexity. Another approach, mul-
tistage VQ (MSVQ), maintains full dimensionality but
reconstructs a quantized vector as the sum of code vec-
tors from a number of different codebooks, each of
smaller size. A simple MSVQ search algorithm, called
sequential search, processes the codebooks one stage at
at time. The input vector is quantized using the first code-
book, then the error from the this first stage is quantized

using the second codebook, and this process contin-
ues through all of the codebooks. However, much better
performance is typically achieved with a joint search
MSVQ, where the best joint set of code vectors over all
stages is selected.

16.4.2 Exploiting Temporal Properties

Further coding efficiency can be attained by exploiting
the slowly varying characteristics of speech over time.
One simple approach uses predictive VQ, where the pa-
rameter values for a current frame are first predicted from
past quantized values, and only the error between this
predicted value and the true input is quantized. Typically
a linear combination of past values is used, resulting in
vector linear prediction equations similar to the tradi-
tional linear prediction of (16.1), but with prediction
across frames rather than samples. These prediction co-
efficients can be designed offline based on training data;
alternatively in switched predictive VQ the prediction co-
efficients can be adjusted and transmitted for each frame
based on the speech characteristics or to optimize quan-
tizer performance. By using simple models of speech
evolution, predictive quantization can provide signifi-
cant bit-rate reduction without introducing additional
delay.

More-general coding schemes quantize a sequence
of speech frames together. The advantage of joint encod-
ing is that redundancies between neighboring frames
can be fully exploited, but the disadvantage can be
a significant increase in delay. A fixed block of param-
eter vectors, often called a superframe, can be encoded
simultaneously. The spectral vectors can be quantized di-
rectly using matrix quantization, where each codebook
entry corresponds to a sequence of vectors. Alterna-
tively, adaptive interpolation can be used to transmit only
a subset of frames with each block, replacing nontrans-
mitted frames using interpolation. More flexibility can
be introduced by replacing fixed blocks with variable-
length segments. In particular, in a phonetic vocoder,
each segment corresponds to a speech phoneme [16.56].
In this case, the only information transmitted is what
was said (the phonetic content) and the way it was said
(prosody).
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16.4.3 LPC Filter Quantization

In a low-rate coder utilizing linear prediction, the LPC
filter coefficients must be quantized. It is well known that
these coefficients are not suitable for scalar quantization
because they require a large number of bits to main-
tain an accurate representation and the quantized filter
tends to be unstable. For this reason, early quantization
work used alternative representations such as the reflec-
tion coefficients [16.2, 57]; however, almost all recent
work on this topic uses the more-powerful line spectral
frequency (LSF) representation [16.58].

Originally developed as a speech synthesis struc-
ture, the LSFs are generated by finding the roots
of the two z-transform polynomials corresponding to
the LPC coefficients with additional reflection coeffi-
cients of 1 or −1. LSFs have many useful properties
for both quantization and synthesizer interpolation.
They have a natural ordering, and a valid set of
LSFs guarantees a stable LPC filter. In addition, the
frequency representation allows quantization to take
advantage of known properties of human perception.
The higher frequencies can be quantized less accu-
rately than lower frequencies, and LSFs corresponding

to sharp LPC poles at the perceptually important
speech formants can be selected for more-accurate
representation.

In modern low-rate coders, spectral quantization is
typically done with some form of vector quantization
of the LSFs. A common performance measure is spec-
tral distortion (SD) between unquantized and quantized
LPC spectra, with a performance goal of average dis-
tortion of 1 dB while minimizing outlier frames [16.59].
However, there is evidence that a critical-band weighted
version of SD is a more-accurate predictor of perceived
distortion [16.60]. Typically, more than 20 bits are re-
quired per frame to achieve this performance, and the
complexity of full VQ with 220 codewords becomes
too high for reasonable applications. Therefore, most
low-rate coders use either split [16.59] or [16.61] multi-
stage VQ. Finally, to implement VQ in the LSF domain,
a weighted Euclidean LSF distance measure is needed.
Commonly used functions weight LSFs in the vicin-
ity of formants more strongly based on the LPC power
spectrum [16.59], but the optimal LSF weighting to
optimize SD performance has been derived [16.62].
This has also been modified to incorporate critical-band
weighting [16.63].

16.5 Low-Rate Speech Coding Standards

In this section, we present a number of successful
low-rate coder designs that have been standardized for
communication applications. First, we describe low-
rate coders that have been standardized for military
communication applications: the US MIL-STD 3005
2.4 kb/s MELP and the North Atlantic Treaty Organi-
zation (NATO) STANAG 4591 MELPe coding suite at
2400, 1200, and 600 b/s. Then, we present an overview
of speech coding standards for satellite telephony based

Table 16.1 2.4 kb/s MELP coder bit allocation

Parameters Voiced Unvoiced

LSF 25 25

Fourier magnitudes 8 –

Gain (2 per frame) 8 8

Pitch and overall voicing 7 7

Bandpass voicing 4 –

Aperiodic flag 1 –

Error protection – 13

Sync bit 1 1

Total bits/22.5 ms 54 54

on MBE. Finally, we discuss more-recent efforts by
the International Telecommunications Union (ITU) to
standardize a toll-quality low-rate coder at 4 kb/s.

16.5.1 MIL-STD 3005

In the early 1993, the US government Department of
Defense (DoD) digital voice processing consortium ini-
tiated a three-year project to select a new 2.4 kb/s coder
to replace the older LPC-10e standard [16.64] for se-
cure communications. This selection process consisted
of two parts: evaluation of six minimum performance
requirements and overall composite rating by figure
of merit [16.65]. Intelligibility, quality, speaker recog-
nizability, communicability, and complexity were all
measured as part of this selection process.

This project led to the selection in 1996 of a 2.4 kb/s
MELP coder as the new MIL-STD 3005, as it had
the highest figure of merit among the coders that
passed all the requirements. This coder uses a 22.5 ms
speech frame, with the bit allocation shown in Ta-
ble 16.1 [16.66,67]. The spectral envelope is represented
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by a 10th-order LPC, quantized using MSVQ of the
LSFs with four stages and an M-best search algo-
rithm [16.61]. Additional spectral modeling is achieved
using the first 10 residual Fourier harmonic magnitudes,
which are estimated from the spectral peaks of a frame-
based DFT and quantized with an 8 bit VQ. The gain is
estimated twice per frame, and quantized with a joint
8 bit coding scheme. The logarithm of the pitch pe-
riod is quantized with a scalar quantizer spanning lags
from 20 to 160 samples, with a reserved all-zero code
for unvoiced frames. Of the five bandpass voicing de-
cisions, the lowest one is represented by the overall
voiced/unvoiced decision, and the remaining four are
encoded with one bit each.

In terms of intelligibility, quality, speaker recogniz-
ability, and communicability, the performance of the
2.4 kb/s MELP standard was much better than the ear-
lier 2.4 kb/s LPC-10e [16.68]. This coder also met the
project goal of performance at least as good as the older
4.8 kb/s FS1016 CELP standard [16.69], at only half
the bit rate. Interestingly, despite their differences in de-
sign, three other coders, based on STC, WI, and MBE,
provided similar performance, with the first two of these
also able to meet all six performance requirements.

16.5.2 The NATO STANAG 4591

These impressive results led the North Atlantic Treaty
Organization (NATO) to undertake a similar standard-
ization process in 1997, this time targeting the dual bit
rates of 2.4 kb/s and 1.2 kb/s. Candidates from three
NATO nations were evaluated using tests for speech
quality, intelligibility, speaker recognition, and language
dependency [16.70–72]. An enhanced MELP coder,
called MELPe, was then selected as the 2.4/1.2 kb/s
NATO standard STANAG 4591 in 2001 [16.73].

This 2.4 kb/s MELPe coder is based on MIL-
STD 3005 MELP, using the same quantization
techniques and bit allocation, and is therefore com-
pletely interoperable with it. However, performance
has been improved, primarily by the addition of a ro-
bust noise suppression front-end based on the minimum
mean-square error of the log spectral amplitudes [16.74].
This 2.4 kb/s MELPe coder was extended to also
operate at 1.2 kb/s, using a superframe of three con-
secutive 22.5 ms frames [16.75]. This approach allows
the 1.2 kb/s MELPe coder to perform nearly as well as
the 2.4 kb/s version, at the price of additional coding
delay.

In 1.2 kb/s MELPe, the pitch trajectory and voicing
pattern are jointly vector quantized using 12 bits for each

superframe. The LSF quantization depends upon the
voicing pattern, but for the most challenging case of all
voiced frames a forward/backward interpolation scheme
is used. This algorithm has three components: the last
frame is quantized with the single-frame 25 bit MSVQ
from the 2.4 kb/s coder, the optimal interpolation pat-
terns for the first two frames are vector quantized with
four bits, and finally the remaining error of these two
frames is jointly quantized with 14 bit MSVQ. The
Fourier magnitudes for the last frame are quantized with
the same 8 bit VQ as in 2.4 kb/s, and the remaining
frame magnitudes are regenerated using interpolation.
The six gain values are vector quantized with 10 bits,
and the four bandpass voicing decisions for each voiced
frame are quantized with a two-bit codebook. The aperi-
odic flag is quantized with one bit per superframe, with
codebooks selected by the overall voicing pattern.

In 2006, the NATO STANAG 4591 was extended
to also operate at 600 b/s [16.76]. As with the 1.2 kb/s
version, this coder is based on the 2.4 kb/s coder with
a longer analysis superframe. In this case, four consec-
utive frames are grouped into a 90 ms superframe. For
each superframe, the overall voicing and bandpass voic-
ing decisions are first jointly vector quantized with five
bits. The remaining quantization algorithms are mode-
dependent, based on this voicing pattern. The pitch
trajectory is quantized using up to 8 bits, using scalar
quantization with adaptive interpolation. The LSFs are
quantized using a matrix extension of MSVQ, with each
matrix representing the concatenation of two consec-
utive input vectors. Finally, the eight gain values in
a superframe are jointly quantized using either full VQ
or MSVQ, depending on the mode. The aperiodic flag
and Fourier magnitudes are not used at this low rate.

Overall, the NATO STANAG 4591 MELPe coder
family provides communication-quality speech at bit
rates of 2.4 kb/s, 1.2 kb/s, and 600 b/s. MELPe perfor-
mance at 2.4 kb/s is better than 4.8 kb/s FS1016, and
there is a graceful degradation in performance with de-
creasing bit rate. Even at 600 b/s, MELPe performance
is still better than 2.4 kb/s LPC-10e [16.76].

16.5.3 Satellite Communications

There are a number of commercial satellite commu-
nication systems for use in situations where cellular
telephony may be impractical, such as for maritime
applications [16.77]. These include the Inmarsat sys-
tem, as well as other satellite communication systems
such as ICO Global Communications, Iridium, Asia
Cellular Satellite (ACeS), Optus, and American Mo-
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bile Satellite Corporation Telesat Mobile Incorporated
(AMSC-TMI). While the published literature on speech
coding standards in such systems is limited, many use
versions of MBE tailored for bit rates around 4 kb/s,
for example the IMBE coder described in [16.78] or
the more-recent proprietary AMBE coder. These sys-
tems are designed to provide communications quality in
potentially high bit error rates. According to one assess-
ment [16.79], the AMBE coder intended for use in the
Inmarsat Aeronautical system provides speech quality
approximately equivalent to first-generation digital cel-
lular (specifically the US time-division multiple-access
(TDMA) full-rate standard vector sum excited linear
prediction (VSELP) algorithm [16.80]).

In addition to these satellite communication sys-
tems, a similar technology has been standardized for
North American digital land mobile radio systems by the
Association of Public-Safety Communications Officials
(APCO) Project 25.

16.5.4 ITU 4 kb/s Standardization

We conclude this section with a discussion of an ef-
fort by the telecommunications standardization sector of
the International Telecommunications Union (ITU-T) to
standardize a toll-quality 4 kb/s speech coder for a wide
range of communication applications. The ambitious
goals of this project were announced in 1994 [16.81].

Unfortunately, achieving these goals has proven
more difficult than initially anticipated. In parametric
low-rate coders, 4 kb/s improvements have focussed on
better representation of the current model parameters,
i. e., faster frame update, more-accurate modeling of

spectral amplitudes, and the use of complex Fourier co-
efficients (or equivalently waveform phase information),
as in [16.82–85].

Other approaches to the 4 kb/s problem abandoned
the parametric model entirely and worked with higher-
rate waveform coders, based on CELP, to lower their
bit rate. Key to these approaches is the idea of relaxing
the waveform matching constraint using the generalized
analysis-by-synthesis coding paradigm, also known as
RCELP [16.86]. Significant benefits are achieved by al-
lowing the CELP synthesis to drift in time relative to the
input signal according to the best pitch prediction path.
This approach was taken in one of the most promising
ITU 4 kb/s candidates [16.87].

A third alternative is a hybrid coder, using both wave-
form and parametric coding at different times [16.23,
49, 88, 89]. Since parametric coders are good at pro-
ducing periodic voiced speech and waveform coders are
good at modeling transitional frames, a hybrid coder
uses each where it is best suited, and switches between
the two as the speech characteristics changes. A hy-
brid MELP/CELP coder was the basis for the other
top-performing candidate [16.90].

After almost a decade of effort for the ITU 4 kb/s
standardization, it is clear that, while multiple low-rate
coding approaches can sometimes produce very high
speech quality in formal evaluations, it is difficult to
achieve toll-quality performance in all conditions. The
top candidates were able to improve their performance
in multiple rounds of testing, but none were able to
achieve toll quality reliably in all testing laboratories
and languages, and as a result no ITU 4 kb/s standard
has yet been named.

16.6 Summary

Low-rate speech coding can now provide reliable
communications-quality speech at bit rates well below
4 kb/s. While there are a number of different approaches
to achieve these rates, such as MELP, STC, MBE, and
WI, all rely on flexible parametric models combined
with sophisticated quantization techniques to achieve

this performance. Successful standardization of low-rate
coders has enabled their widespread use for military
and satellite communications. However, the goal of toll-
quality low-rate coding continues to provide a research
challenge.
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Since the early 1980s, advances in speech cod-
ing technologies have enabled speech coders
to achieve bit-rate reductions of a factor of 4
to 8 while maintaining roughly the same high
speech quality. One of the most important driving
forces behind this feat is the so-called analysis-
by-synthesis paradigm for coding the excitation
signal of predictive speech coders. In this chap-
ter, we give an overview of many variations of the
analysis-by-synthesis excitation coding paradigm
as exemplified by various speech coding standards
around the world. We describe the variations of
the same basic theme in the context of differ-
ent coder structures where these techniques are
employed. We also attempt to show the rela-
tionship between them in the form of a family
tree. The goal of this chapter is to give the read-
ers a big-picture understanding of the dominant
types of analysis-by-synthesis excitation coding
techniques for predictive speech coding.
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17.1 Overview

Historically, speech coding technology has been dom-
inated by coders based on linear prediction. To
achieve good speech quality, most speech coding
standards are waveform-approximating coders (or wave-
form coders for short), and the majority use linear
prediction to exploit the redundancy in the speech
waveform.

Of course, the techniques in speech coding stan-
dards are not the only ones available, as there are many
other speech coding techniques proposed in the liter-
ature that have not been used in standards. However,
speech coding standards represent the dominant and
most widely deployed speech coding techniques. Often
they also include the best-performing techniques for the
given requirements of bit rate, coding delay, and codec
complexity at the time they were standardized. There-
fore, it is useful to examine some of the techniques
in speech coding standards to see how the dominant
speech coding techniques have evolved over the years.
For a comprehensive review of speech coding standards
up to about 1995, see [17.1].

The first speech coding standard based on predictive
waveform coding is probably 32 kb/s adaptive differ-
ential pulse code modulation (ADPCM), which was
initially standardized by the Comité Consultatif Inter-
national Téléphonique et Télégraphique (CCITT, the
predecessor of the ITU-T) as recommendation G.721
in 1984 and later modified and restandardized as part
of G.726 in 1986. The G.726 standard is a narrow-band
(telephone-bandwidth) speech coder with an input sam-
pling rate of 8 kHz and encoding bit rates of 16, 24, 32,
and 40 kb/s, with 32 kb/s being the most widely used
bit rate of G.726.

The basic idea of the G.726 ADPCM coder is to use
an adaptive linear predictor to predict the input speech
signal, and then use an adaptive scalar quantizer to
quantize the difference signal between the input speech
and the predicted version. Since statistically this differ-
ence signal tends to be smaller than the input speech
signal, one can use a lower bit rate to quantize the differ-
ence signal to the same precision as direct quantization
of the speech signal itself. This is how predictive coders
achieve bit-rate reduction through the use of predic-
tion to exploit the redundancy between nearby speech
samples. The difference signal is often called the pre-
diction residual signal, because it is the residual of the
speech signal after the predictable portion is removed. In
analysis-by-synthesis speech coders, this prediction re-
sidual signal is often referred to as the excitation signal.

The reason will become clear during later discussions in
this chapter.

In 1982, at about the same time that G.721
ADPCM was being developed, Atal and Remde pro-
posed the first analysis-by-synthesis speech waveform
coding technique called multipulse linear predictive
coding (MPLPC) [17.2]. This work led to Atal and
Schroeder’s 1984 proposal of another analysis-by-
synthesis speech coding technique called stochastic
coding [17.3], which was renamed code-excited lin-
ear prediction (CELP) [17.4] in 1985. From then on,
CELP became the dominant speech coding technique
for the next two decades, with hundreds or perhaps even
thousands of technical papers published on variations of
CELP techniques.

Due to their high coding efficiency, variations of
CELP coding techniques together with other advance-
ments have enabled speech waveform coders to halve
the bit rate of 32 kb/s G.726 ADPCM three times while
maintaining roughly the same speech quality. This is ev-
idenced by the ITU-T’s speech coding standardization
effort after standardizing 32 kb/s ADPCM in 1984.

The first halving of bit rate to 16 kb/s happened
with the ITU-T G.728 low-delay CELP (LD-CELP)
coder [17.5, 6]. At the cost of increasing the buffering
delay from one to five samples (0.625 ms at 8 kHz sam-
pling rate), the G.728 coder halved the bit rate of 32 kb/s
G.726 ADPCM while maintaining equivalent or better
speech quality for all conditions tested.

The second halving of bit rate to 8 kb/s happened
with the ITU-T G.729 conjugate-structure algebraic
CELP (CS-ACELP) [17.7]. At the cost of increasing
the buffering delay further to 80 samples of frame size
plus 40 samples of look-ahead (or 15 ms total), the G.729
coder halved the bit rate again to 8 kb/s while maintain-
ing the speech quality for most test conditions except
tandeming and speech in background noise.

The third halving of bit rate to 4 kb/s happened with
candidate coders [17.8, 9] submitted for the ITU-T’s
4 kb/s speech coding standardization. A promising can-
didate 4 kb/s coder [17.8] was based on CELP. Although
the ITU-T eventually did not standardize a 4 kb/s coder,
this CELP-based candidate coder did achieve equivalent
speech quality as 32 kb/s G.726 ADPCM at least for
clean speech conditions at the cost of further increasing
the buffering delay to 30–35 ms.

Of course, the G.728, G.729, and ITU-T 4 kb/s
candidate coders are merely three example coders that
help to make a point that the analysis-by-synthesis
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speech coding technique was the main driving force
behind the feat of reducing the bit rate by a factor of
4 to 8 within two decades while maintaining equiva-
lent speech quality, at least for clean speech. In the
last two decades, researchers have proposed numer-
ous other speech waveform coders in the bit-rate range
of 4–16 kb/s that achieve speech quality equivalent to
or better than the speech quality of the 32 kb/s G.726
ADPCM coder. The vast majority of these are analysis-
by-synthesis speech coders based on either CELP or
MPLPC. Therefore, it is fair to say that analysis-
by-synthesis is undeniably the most important speech
coding method in modern low-bit-rate speech waveform
coding.

The main emphasis of this chapter is to describe
many of the major flavors of analysis-by-synthesis ex-
citation coding for linear predictive speech waveform
coders, as exemplified by various speech coding stan-
dards around the world. Due to the space limitation, it is
not possible to cover all speech coding standards or even
all aspects of the standards discussed in this chapter.
Readers interested in learning more about other as-

pects of analysis-by-synthesis speech coders are referred
to [17.10].

The rest of this chapter is organized as follows.
Section 17.2 describes the basic concepts of the analysis-
by-synthesis paradigm in the context of speech coding.
Section 17.3 gives an overview of the different flavors
of analysis-by-synthesis excitation coding and shows
the relationship between them in the form of a fam-
ily tree. Sections 17.4–17.17 then provide somewhat
more-detailed descriptions of these different flavors of
analysis-by-synthesis speech coders one-by-one, includ-
ing MPLPC, original CELP, regular-pulse excitation
(RPE), federal standard 1016 (FS1016) CELP, vector
sum excited linear prediction (VSELP), LD-CELP, pitch
synchronous innovation CELP (PSI-CELP), ACELP,
CS-ACELP, relaxed CELP (RCELP), extended CELP
(eX-CELP), forward backward linear predictive coding
(FB-LPC), two-stage noise feedback coding (TSNFC),
and embedded CELP, roughly in a chronological order.
Section 17.18 summarizes these analysis-by-synthesis
speech coders in a table format. Finally, Sect. 17.19
concludes this chapter.

17.2 Basic Concepts of Analysis-by-Synthesis Coding

17.2.1 Definition of Analysis-by-Synthesis

What exactly is analysis-by-synthesis? The phrase
“analysis-by-synthesis” can be traced back to at least
1959 in a paper by Halle and Stevens [17.11]. In another
1961 paper by Bell et al. [17.12], a detailed definition of
analysis-by-synthesis is given as follows:

The term analysis-by-synthesis is used to refer to an
active analysis process that can be applied to signals
that are produced by a generator whose properties
are known. The heart of an analysis-by-synthesis
system is a signal generator capable of synthesizing
all and only the signals to be analyzed. The signals
synthesized by the generator are compared with the
signals to be analyzed, and a measure of error is
computed. Different signals are generated until one
is found that causes the error to reach some small-
est value, at which time the analyzer indicates the
properties of the internally generated signal.

Although this definition was given four and a half
decades ago in a paper discussing the subject of speech
analysis, it is still equally valid today as a description of
the basic concepts behind analysis-by-synthesis speech
waveform coding.

17.2.2 From Conventional
Predictive Waveform Coding
to a Speech Synthesis Model

To understand analysis-by-synthesis speech waveform
coding, it is useful to look first at conventional predic-
tive speech waveform coding. In conventional predictive
speech coders based on linear prediction, the prediction
is typically performed using a weighted sum of previ-
ously quantized speech samples rather than unquantized
input speech samples. This is because the quantized
speech samples are available at the decoder while the in-
put speech samples are not. Performing linear prediction
based on the quantized speech in the encoder enables the
decoder to produce the same predicted speech and track
the encoder states in the absence of transmission er-
rors. Prediction based on previously quantized speech
signal is called closed-loop prediction, while prediction
based on unquantized input speech signal is called open-
loop prediction. For in-depth discussion of predictive
waveform coding principles, see [17.13].

The encoder and decoder of the most basic form
of closed-loop predictive waveform coding is shown
in Fig. 17.1. In the encoder in Fig. 17.1a, the linear
predictor, represented by the transfer function P(z),
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Fig. 17.1a,b Basic structure of con-
ventional linear predictive speech
waveform coder. (a) Speech encoder,
and (b) speech decoder

uses previously quantized speech signal as its in-
put to produce the predicted speech signal, which is
subtracted from the input speech signal to get the pre-
diction residual signal. After the prediction residual
signal is quantized by the quantizer, the same pre-
dicted speech signal is added back to the quantized
prediction residual signal to get the quantized speech
signal. The sequence of quantizer codebook indices cor-
responding to the sequence of selected quantizer output
levels is transmitted to the decoder as the compressed
bitstream.

Note that the decoder structure in Fig. 17.1b is ba-
sically just a replica of the right half of the encoder
structure. Therefore, if the compressed bitstream is re-
ceived without transmission errors, then the decoder can
decode the same quantized speech signal as the quant-
ized speech signal in the encoder. Note that the feedback
loop in the decoder that contains the linear predictor can
be regarded as a synthesis filter with a transfer function
of 1/[1− P(z)]. This synthesis filter corresponds to an
autoregressive model. It should also be noted that the
quantized prediction residual at the output of the quant-
izer decoder can be regarded as the excitation source for
this synthesis filter. From this perspective, the decoder
of a conventional linear predictive speech coder can be
viewed as a source-filter model [17.14] for speech pro-
duction or speech synthesis. Therefore, the task of the
corresponding encoder is to determine the quantized ex-
citation signal and the parameters of the synthesis filter,
either on a sample-by-sample or frame-by-frame basis.
In other words, the task of the encoder is simply to iden-
tify the model parameters of this source-filter model as
represented by the decoder structure.

17.2.3 Basic Principle
of Analysis by Synthesis

In conventional predictive speech waveform coders, the
identification of such model parameters at the encoder is
not performed using the analysis-by-synthesis method as
defined above by Bell et al. in their 1961 paper [17.12].
The encoder in Fig. 17.1a identifies the excitation signal
by first calculating the closed-loop prediction residual
signal and then directly quantizing this residual signal
sample by sample to get the quantized residual (or exci-
tation) signal. The encoder does not perform a synthesis
operation when attempting to analyze one of the model
parameters, namely, the excitation signal.

In an analysis-by-synthesis speech waveform coder,
on the other hand, to achieve better coding efficiency, the
prediction residual signal, or excitation signal, is usually
quantized block by block rather than sample by sample,
where each block is typically 0.5–10 ms long (4–80
samples at 8 kHz sampling). Each block of samples is
often called a vector. Let the dimension of the excitation
vector be K samples and let the excitation encoding bit-
rate be r bits per sample, then each excitation vector will
be represented by Kr bits. Therefore, each vector of the
excitation signal can only be quantized into one of 2Kr

possible candidate excitation vectors.
An analysis-by-synthesis speech waveform coder

does not directly quantize the prediction residual signal
as in Fig. 17.1a. Instead, each of the finite 2Kr possible
candidates for the excitation signal is passed through
the synthesis filter and the resulting synthesized speech
signal is compared with the input speech signal. The
candidate excitation signal that minimizes a predeter-
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Fig. 17.2 Simplified analysis-by-synthesis speech wave-
form coder

mined distortion measure between the input speech and
the synthesized speech is selected by the encoder as the
final excitation signal to be transmitted to the decoder
and to be used in the decoder to excite the synthesis filter.

The greatly simplified block diagram in Fig. 17.2
illustrates this analysis-by-synthesis coding principle.
The gray rectangular box in Fig. 17.2 represents the
source-filter speech synthesis model, consisting of an ex-
citation generator followed by a synthesis filter. Note that
this speech synthesis model is in direct correspondence
to the decoder structure shown in Fig. 17.1b. The differ-
ence now is that rather than calculating the prediction
residual first and then quantizing it as in Fig. 17.1a, the
analysis-by-synthesis coder in Fig. 17.2 passes each of
the possible candidate excitation signals through the syn-
thesis filter and identifies the candidate excitation signal
that minimizes the error between the corresponding syn-
thesized speech and the input speech. Note that what is
shown in Fig. 17.2 is only the encoder structure. The cor-
responding decoder is simply the excitation generator
and synthesis filter enclosed by the gray rectangle.

The encoder in Fig. 17.2 attempts to perform anal-
ysis of the input speech signal in order to identify the
model parameters of the speech synthesis model. The
name analysis-by-synthesis comes from the fact that the
encoder does not try to calculate unquantized model pa-
rameters and then quantize them, but instead perform
the analysis to get the model parameters by the synthe-
sis of candidate output speech signals using all possible
model parameters and identify the set of model param-
eters that minimizes the error between the synthesized
speech and the input speech.

The identification of the best candidate excitation
signal that minimizes the coding error is indicated
by the dashed arrow going from the error minimiza-
tion block to the excitation generator block. This

analysis-by-synthesis method of identifying the best
model parameters is often called closed-loop optimiza-
tion or quantization, which should not be confused with
closed-loop prediction. Closed-loop prediction means
the predictor uses previously quantized signal to per-
form prediction, whereas closed-loop quantization in the
current context means the quantization is performed in
a way that minimizes the distortion in the speech domain
rather than the domain of the parameter to be quantized.
In contrast, open-loop quantization means deriving or
extracting a parameter and then directly quantize that
parameter by minimizing the quantization distortion in
the parameter domain.

Strictly speaking, a true analysis-by-synthesis coder
will synthesize all possible candidate output speech sig-
nals using all combinations of the candidate excitation
signals and the candidate synthesis filters and then iden-
tify the particular combination that gives the minimum
coding error. However, in practice this is rarely done
due to the impractically high search complexity that is
required. The common approach is to derive the syn-
thesis filter coefficients directly from the input speech
signal and perform analysis-by-synthesis coding only
for the excitation signal. This approach reduces the
performance very little.

17.2.4 Generic Analysis-by-Synthesis
Encoder Structure

Figure 17.3 shows a more detailed and more generic
encoder structure of an analysis-by-synthesis speech
waveform coder. This figure covers most of the analysis-
by-synthesis speech coders, at least in the conceptual
level. The actual encoder structures used in efficient im-
plementations of such coders may differ, but they are

����*$�	���$�	�	�5���%

���
�
	���*$

�����%
5�������

:���$���
�����

5���5�,�����

>�*����������������� ����$�	�	���%���

>�*�������
	$���

���������

>�*�������
���� ����A���5

	���$�	�	
��%������
�)
�@�%���

�$���A���5
	���$�	�	
��%���

�
'

Fig. 17.3 A more detailed generic analysis-by-synthesis speech
waveform coder
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usually mathematically equivalent to the encoder struc-
ture shown in Fig. 17.3. Compared with Fig. 17.2, this
figure has

1. added an optional signal modifier for the input
speech signal

2. used weighted error minimization
3. expanded the excitation generator and the synthesis

filter into more blocks

Each of these differences is briefly explained below.
The addition of the signal modifier is optional; that is

why the border of this block is in dashed lines. The pur-
pose of this signal modifier is to modify the input signal
in such a way that does not degrade the speech quality
appreciably and yet makes the resulting modified speech
signal easier for the analysis-by-synthesis coder to en-
code (i. e., requiring a lower bit rate to encode the signal
to the same perceived speech quality) [17.15]. This tech-
nique is used to achieve better coding efficiency in some
of the CELP coders, such as RCELP [17.15]. However,
most analysis-by-synthesis speech coders do not use it
because it adds complexity and may occasionally cause
slightly audible degradation to speech quality.

The weighted error minimization block in Fig. 17.3
is typically used to shape the coding noise spectrum so
that it follows the spectrum of the input signal to some
extent – a process usually referred to as noise spectral
shaping [17.16]. Due to the noise masking effect of the
human auditory system, such spectrally shaped coding
noise is less audible to human ears.

The excitation generator in Fig. 17.2 is expanded into
the excitation shape generator and the excitation gain
scaling unit in Fig. 17.3. The excitation shape generator
generates excitation vectors with all kinds of possible
vector shapes while having gains (as measured by a vec-
tor norm) either equal to a single value or lie within
a narrow range around a single value. The excitation
gain scaling unit then scales the excitation shape vectors
so that the scaled excitation vector can have a wide dy-
namic range in terms of vector norm. The separation into
generator and scaling blocks is not theoretically neces-
sary, since it is possible for a single excitation generator
block to generate excitation signals with all possible
shapes and gains. Instead, such separation is motivated
by the desire to keep the computational complexity low,
since without it a very large excitation codebook is
required.

The synthesis filter in Fig. 17.2 is expanded into the
cascade of the long-term synthesis filter (or equiva-
lent) and the short-term synthesis filter in Fig. 17.3.
A long-term synthesis filter often contains a long-term

predictor [17.16] in a feedback loop, and a short-term
synthesis filter often contains a short-term predictor in
a feedback loop [17.14]. Again, this separation is not
theoretically necessary. However, there is an important
reason to such decoupling – the long-term synthesis filter
(or its equivalent) can model well the quasi-periodicity
in voiced speech signals introduced by the periodic vi-
bration of the human vocal cord, while the short-term
synthesis filter can model the spectral envelope of speech
signals as controlled by the human vocal tract. Thus,
such decoupling is motivated by the way the speech
signal is produced by a human talker.

Note that the long-term synthesis filter block in
Fig. 17.3 is enclosed by dashed lines, signifying that
this filter may or may not be used. Most analysis-
by-synthesis speech coders do employ this long-term
synthesis filter (or its equivalent) as well as the short-
term synthesis filter. The G.728 LD-CELP coder [17.6]
and the original MPLPC coder [17.2] are two exceptions.

Conceptually, on a block-by-block basis, the encoder
in Fig. 17.3 attempts to find the best combination of the
excitation shape vector, the excitation gain, the long-
term synthesis filter parameters, the short-term synthesis
filter parameters, and the signal modifier parameters
(if the modifier is present), such that the resulting
synthesized speech signal is closest to the modified
input speech signal, where closest is in the sense of
minimizing a weighted mean squared error criterion
(distortion measure). Rather than exhaustively searching
through all combinations of these parameters, practical
analysis-by-synthesis speech coders usually use sequen-
tial optimization. In other words, these five sets of
parameter values (or four if the signal modifier is not
used) are usually optimized one set at a time in a se-
quential manner so that the computational complexity
is manageable. In some speech coders, certain long-
term synthesis filter parameters are jointly optimized
with at least some of the excitation parameters in an at-
tempt to achieve better coding efficiency. For example,
see [17.17].

Essentially all practical analysis-by-synthesis
speech coders quantize the short-term synthesis filter
parameters in an open-loop manner. In other words, the
unquantized short-term synthesis filter parameters are
first derived from the input speech signal, and then they
are directly quantized using a distortion measure in the
filter parameter domain rather than using the weighted
error in the speech domain as depicted in Fig. 17.3. That
is why there is not a dashed arrow from the weight er-
ror minimization block to the short-term synthesis filter
block in Fig. 17.3.
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Exactly how many parameter sets should be closed-
loop or jointly quantized depends on the coder design
goals and requirements. In some analysis-by-synthesis
speech coders that emphasize low computational com-
plexity, only the excitation shape is closed-loop
quantized and all other parameter sets are open-loop
quantized. As long as the encoding bit rate is not overly
low and the speech coder is carefully designed, even
such an analysis-by-synthesis coder can achieve fairly
high speech quality.

17.2.5 Reasons for the Coding Efficiency
of Analysis by Synthesis

As mentioned earlier, the analysis-by-synthesis excita-
tion coding is one of the most efficient speech coding
techniques and is the main driving force behind the 4 to
8 times reduction in speech coder bit-rate in the last two
decades. A fundamental question to ask is: why is this
analysis-by-synthesis technique for predictive speech
coders so powerful? One reason is that the speech syn-
thesis model in Fig. 17.3 is a good fit to how speech
signal is produced by a human talker.

Perhaps a more important reason is the analysis-by-
synthesis method itself. Think of it this way: the task
of the encoder is to find the quantized parameters of
this speech synthesis model so that the synthesized out-
put speech sounds closest to the input speech. Given
this, then which other coding method is better than try-
ing all possible quantized parameters and see which
one gives an output speech signal closest to the input
speech signal? This trying all possible values and find-
ing which one gives the best output speech is the essence
of analysis-by-synthesis coding. It is a stark contrast
to earlier coding methods where the unquantized opti-
mal parameter value is first derived and then directly
quantized using a distortion measure in that parameter
domain.

Yet a third reason is that such an analysis-by-
synthesis approach naturally lends itself to enable the
use of the so-called vector quantization (VQ) , which
has a higher coding efficiency than conventional sample-

by-sample scalar quantization as used in ADPCM.
Some might argue that ADPCM and adaptive predictive
coding (APC) [17.16] are analysis-by-synthesis coders
since minimizing the quantization error in the prediction
residual domain is mathematically equivalent to mini-
mizing the coding error in the speech domain. While
there is indeed such a mathematical equivalence in the
degenerate case of scalar quantization, it is question-
able, in our opinion, whether ADPCM and APC should
be called analysis-by-synthesis coders. Our main objec-
tion is that these scalar-quantization-based coders never
really perform the synthesis operation when trying to
do the analysis of the model parameters (i. e., when
performing residual quantization).

Conventional ADPCM and APC coders are re-
stricted to using sample-by-sample scalar quantization
and cannot be extended to vector quantization to reap
the benefit of the higher coding efficiency of VQ. (If
these coders indeed use VQ, then they will not be
called ADPCM and APC anymore and will be called
CELP.) These coders need to compute the unquan-
tized prediction residual signal first and then quantize
it, but with VQ the unquantized prediction residual
signal depends on the quantized prediction residual sig-
nal due to the feedback filter structure in Fig. 17.1a.
This creates a chicken-and-egg problem. In contrast, the
analysis-by-synthesis approach completely avoid this
chicken-and-egg problem by directly trying all possi-
ble quantized residual (excitation) signals without the
need to compute the unquantized residual signal first.
Thus, by enabling the use of VQ for the excitation sig-
nal, the analysis-by-synthesis approach reaps the benefit
of the higher coding efficiency of VQ.

This chapter only explains the most fundamen-
tal basic ideas of analysis-by-synthesis coding. If the
encoder structure in Fig. 17.3 were implemented as
is, the resulting complexity would be quite high. In
later sections, computationally much more efficient but
mathematically equivalent encoder structures will be
introduced. Most analysis-by-synthesis speech coders
today are implemented based on the more efficient
encoder structures.

17.3 Overview of Prominent Analysis-by-Synthesis Speech Coders

This section gives an overview of some prominent
analysis-by-synthesis speech coders and shows the
relationship between them in the form of a family
tree. There are numerous analysis-by-synthesis speech
coders proposed in the literature. It is not practical

to describe all of them in this chapter. Instead, the
intention here is to describe only those analysis-by-
synthesis speech coders that are either standard coders
or are the first of its kind and thus are definitive and
seminal.
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Fig. 17.4 Family tree of prominent analysis-by-synthesis speech waveform coders

Figure 17.4 shows the family tree of these selected
analysis-by-synthesis speech coders. Each rectangular
block in the tree represents a particular speech coder or
a type of speech coders. Within each rectangular block,
the first row (sometimes the first two rows) specifies the
name of the coding standard, the second row in bold-
face letters gives the name of the coding technique, and
the third row provides the year of the first publication
the authors can find for that coder (either as a technical
paper or as a standard specification).

The speech coders in Fig. 17.4 are organized in five
different rows, with each row roughly corresponding to
a different generation of coders. Each generation rep-
resents a group of analysis-by-synthesis speech coders
developed within a time period of a few years.

The MPLPC coder [17.2] proposed in 1982 is
the first modern analysis-by-synthesis speech wave-
form coder. The original CELP coder [17.3] and the
RPE-LTP coder [17.18] in the second row represent

the second-generation analysis-by-synthesis coders de-
veloped in the mid 1980s. The five coders in the
third row represent the third-generation analysis-by-
synthesis coders developed in the late 1980s and early
1990s. The seven coders in the fourth row represent
the fourth-generation analysis-by-synthesis coders de-
veloped in the mid 1990s. Finally, the seven coders
in the fifth row represent the fifth-generation analysis-
by-synthesis coders developed from the late 1990s to
the present day. Strictly speaking, the distinctions be-
tween the fourth- and fifth-generation coders are not
always clear; however, at least the fifth-generation
coders were developed later than the fourth-generation
coders.

A brief overview of this family tree of analysis-by-
synthesis speech coders is given below. The MPLPC
coder proposed in 1982 is at the root of the family tree,
since it can be argued that all other coders in Fig. 17.4
can trace their roots back to this coder.

Part
C

1
7
.3



Analysis-by-Synthesis Speech Coding 17.3 Overview of Prominent Analysis-by-Synthesis Speech Coders 359

For the second-generation coders, the original CELP
coder proposed in 1984 is a direct descendant of MPLPC
with long-term prediction [17.19], as Atal worked on
both coders and the two coders are similar except the
multipulse model is replaced by VQ of the excita-
tion in CELP. The excitation VQ codebook of this
CELP coder is populated by Gaussian random numbers.
The Groupe Spèciale Mobile (GSM) full-rate standard
coder regular-pulse excitation with long-term prediction
(RPE-LTP) [17.18] is inspired by the MPLPC coder;
however, to reduce the computational complexity, it uses
an excitation model of regularly spaced pulses which de-
viates substantially from the original multipulse model.
That is why the arrow from MPLPC to RPE-LTP has
a dashed line.

The third-generation coders saw the most variety
of analysis-by-synthesis excitation coding techniques.
The first standard coder based on CELP is the US fed-
eral standard FS1016 CELP coder at 4.8 kb/s [17.20].
It uses overlapping center-clipped Gaussian VQ code-
vectors for excitation coding. The second CELP coder
that became a standard coder is the Telecommu-
nications Industry Association (TIA) IS-54 standard
vector sum excited linear prediction (VSELP) coder at
8 kb/s [17.17]. It uses sums of several basis vectors as
the excitation VQ codevectors. A 6.7 kb/s VSELP coder
later also became the Japanese personal digital cellular
(PDC) full-rate standard coder, and a 5.6 kb/s VSELP
coder became the GSM half-rate standard coder [17.21].
The third CELP coder that became a standard is the ITU-
T G.728 standard low-delay CELP (LD-CELP) coder at
16 kb/s [17.6]. It uses a closed-loop trained-gain-shape
VQ codebook structure with a small vector dimension
and with joint optimization of VQ gain and shape.
The fourth CELP coder that became a standard is the
Japanese PDC half-rate standard pitch synchronous in-
novation CELP (PSI-CELP) coder at 3.45 kb/s [17.22].
This coder uses a fairly long vector dimension and
repeats the first portion of the VQ codevectors in a pitch-
synchronous manner if the pitch period is less than the
vector dimension.

An influential class of third-generation coder is the
algebraic CELP, or ACELP [17.23]. This coder re-
duces the VQ codebook search complexity by using an
algebraic VQ codebook, with the elements of VQ code-
vectors having only+1, 0, and−1 as the possible sample
values. As can be seen from Fig. 17.4, most of the fourth-
and fifth-generation coders are derivatives of ACELP.
However, it should be noted that ACELP-based speech
coding standards use sparse algebraic codes [17.24] and
not the original algebraic code proposed in [17.23].

The sparseness contributes to a low computational com-
plexity and the reduction of granular type of coding
noise.

All but one fourth-generation standard coders in
Fig. 17.4 can trace their roots to ACELP. The sin-
gle exception is the 6.3 kb/s version of the ITU-T
G.723.1 standard [17.25]. It is an improved version of
the first-generation MPLPC coder. One of the fourth-
generation coders that deserves attention is the so-called
relaxed CELP (RCELP) coder used in North Amer-
ican cellular standard enhanced variable-rate coder
(EVRC) [17.26]. It is based on a generalization of
analysis-by-synthesis [17.15] that adaptively modifies
the input speech signal in such a way that the modified
signal sounds essentially the same as the original input
signal and yet it becomes easier for a CELP coder to
encode the signal efficiently. This RCELP technique is
also used in the North American cellular standard se-
lectable mode vocoder (SMV) [17.27] and variable-rate
multimode wide-band (VMR-WB) coder [17.28].

For fifth-generation standard coders in Fig. 17.4, all
but two are based on ACELP. The exceptions are the
BV16/BV32 coder [17.29], [17.30] and the internet low
bit rate (iLBC) coder [17.31], [17.32]. The iLBC coder is
an Internet Engineering Task Force (IETF) experimen-
tal standard and also a PacketCable standard. It is based
on what is called forward backward linear predictive
coding (FB-LPC), where a maximum-energy segment
of the short-term prediction residual is independently
coded, and then a dynamic codebook is constructed
first forward in time and then backward in time. The
16 kb/s BroadVoice16 (BV16) coder [17.33] and its
wide-band version 32 kb/s BroadVoice32 (BV32) coder
use similar coding algorithms. BV16 is a PacketCable
standard, SCTE (Society of Cable Telecommunications
Engineers) standard, and American National Standards
Institute (ANSI) standard for voice-over-internet proto-
col (VoIP) applications in cable telephony, and BV32
is a PacketCable 2.0 standard. The BV16/32 coder is
based on two-stage noise feedback coding (TSNFC).
This coder is not a CELP coder since its encoder
structure is totally different from that of CELP; how-
ever, it employs many of the complexity reduction
and even codebook design techniques of CELP within
the TSNFC encoder structure. For this reason, the ar-
row from the original CELP to TSNFC has a dashed
line, signifying that it is not a direct descendant of
CELP but leverages nearly two decades of research on
CELP.

As discussed above, recent speech coding stan-
dards are dominated by ACELP-related coders. For this
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reason, ACELP and its derivatives will receive more-
thorough treatment in this chapter. Nevertheless, there
are still many other interesting kinds of analysis-by-
synthesis coders in this family tree. In the sections
that follow, the excitation coding methods for the more

distinctive types of coders in this family tree will be
described in more detail. Due to the similarity between
many different ACELP coders in Fig. 17.4, many of them
are lumped together and discussed in the same ACELP
section.

17.4 Multipulse Linear Predictive Coding (MPLPC)
The MPLPC coder [17.2] was the first predictive wave-
form coder to abandon the sample-by-sample residual
quantization procedure and to encode the entire block
of excitation signal as a single entity in an analysis-by-
synthesis manner. It achieves this by using an excitation
signal with mostly zero samples and finding the optimal
locations and amplitudes for a small number of nonzero
pulses such that the resulting synthesized speech signal
minimizes a weighted distortion measure in the speech
domain.

Refer to the generic analysis-by-synthesis speech
waveform coder shown in Fig. 17.3. The MPLPC coder
does not use the signal modifier in Fig. 17.3. The orig-
inal MPLPC coder proposed in [17.2] also does not
use the long-term synthesis filter. In fact, this original
MPLPC coder was developed to improve the linear pre-
dictive coding (LPC) vocoder [17.34], which does not
use a long-term synthesis filter and have a rigid ex-
citation model of either periodic pulse train or white
noise.

The MPLPC coder does use the short-term synthesis
filter in Fig. 17.3. This short-term synthesis filter is in the
form of an all-pole filter given by the following transfer
function

Hs(z)= 1

A(z)
, (17.1)

where

A(z)= 1− P(z)= 1−
M∑

i=1

ai z
−i (17.2)

is the short-term prediction error filter, P(z) is the
short-term predictor, ai , i = 1, 2, . . . , M, are the pre-
dictor coefficients, and M is the order of the short-term
synthesis filter. The filter order M is typically some-
where between 10 and 16 for 8 kHz sampled signals.
The predictor coefficients are adaptive and are usually
transmitted once every 10–20 ms.

In this first MPLPC coder the weighted error mini-
mization in Fig. 17.3 is achieved through the use of

a so-called perceptual weighting filter in the form of

W(z)= A(z)

A(z/γ )
, 0 < γ < 1 , (17.3)

where

A

(
z

γ

)
= 1− P

(
z

γ

)
= 1−

M∑
i=1

aiγ
i z−i (17.4)

is a modified version of A(z) with the roots of the poly-
nomial moved radially toward the origin (the radii of
the roots are scaled by a factor of γ , which is typically
0.8). Since the roots are normally within the unit cir-
cle for a stable synthesis filter Hs(z)= 1/A(z), the net
effect is that the magnitude frequency response of the
filter 1/A(z/γ ) is a smoothed version of that of the filter
1/A(z).

For MPLPC, the weighted error minimization in
Fig. 17.3 is achieved by passing the difference between
the input speech signal and the synthesized speech sig-
nal through the perceptual weighting filter W(z) and then
identifying which combination of multipulse model pa-
rameters gives the minimum mean-squared error of this
perceptually weighted difference signal. The perceptual
weighting filter emphasizes the spectral valley regions
and deemphasize the spectral peak regions of the input
speech spectrum. This has an effect of allowing more
coding noise under the spectral peaks and suppressing
coding noise in the spectral valleys of speech. Thus, the
perceptual weighting filter shapes the coding noise spec-
trum so that it follows the input speech spectrum to some
extent. Due to the noise masking effect of the human au-
ditory system, such a spectrally shaped coding noise is
perceptually less audible than coding noise with a flat
spectrum.

The short-term synthesis filter Hs(z)= 1/A(z) has
a magnitude frequency response corresponding to the
spectral envelope of the input signal. Thus, the filter
Hs(z/γ )= 1/A(z/γ ) has a magnitude response corre-
sponding to a smoothed version of the spectral envelope
of input speech. Subtracting one magnitude response
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from another in the logarithmic domain is equivalent to
dividing in the linear domain. Hence, the filter

1

W(z)
= A(z/γ )

A(z)
= Hs(z)

Hs(z/γ )
(17.5)

will have a magnitude response somewhat similar to
the spectral envelope of the input speech but with a re-
duced spectral slope. Since this filter is the inverse of
the perceptual weighting filter W(z), given how the
weighted error minimization works as described above,
the magnitude response of this filter 1/W(z) is the spec-
tral envelope of the coding noise that the MPLPC coder
will achieve. For an example of what the magnitude
responses of Hs(z) and W(z) look like, see [17.2].

The first MPLPC coder in [17.2] encoded the exci-
tation signal block-by-block in an analysis-by-synthesis
manner using a block size of 5 ms, or 40 samples at 8 kHz
sampling. Most of the 40 samples are zeroes. Only about
10% of the 40 excitation samples (four samples) have
nonzero amplitudes. These nonzero samples are called
pulses because they look like pulses in the graphical
representation of such a digital excitation signal. Since
there are usually multiple of such nonzero samples in
the block of excitation signal to be encoded, the result-
ing excitation model is called the multipulse model, and
the resulting linear predictive coding scheme is called
multipulse linear predictive coding (MPLPC).

Let m be the number of pulses in each block of ex-
citation signal. Each pulse is completely specified by its
amplitude and its location within the block. Therefore,
the multipulse excitation model has 2m model parame-
ters that need to be determined. Jointly optimizing these
2m model parameters would cost too high computa-
tional complexity. A suboptimal sequential optimization
approach is proposed in [17.2].

In the sequential optimization approach, the m pulses
are determined one at a time. For a given pulse location,
the corresponding optimal amplitude can be obtained
through a closed-form solution [17.2]. Before determin-
ing the location and amplitude of the first pulse, with
the excitation signal set to zero, the output of the short-
term synthesis filter during the current block (due to the
nonzero filter memory left over at the end of the last
block) is subtracted from the input speech. The result is
the target signal for the search of the first pulse. Each
of the 40 possible pulse locations is tried. With closed-
loop optimal amplitude solved for each pulse location,
the pulse is passed through the short-term synthesis filter.
The filter output signal is subtracted from the target sig-
nal and the resulting difference signal is passed through
the perceptual weighting filter. The mean-squared error

(MSE) of the weighted signal is calculated. This process
is repeated until the best pulse location and amplitude
that gives the lowest weighted error is identified. Next,
the short-term synthesis filter output signal due to this
first pulse is subtracted from the target signal to form
a new target signal for the search of the second pulse.
This process is repeated until the pulse locations of all
m pulses are determined. Then, given the m pulse loca-
tions, the m pulse amplitudes can be jointly optimized
in a single step [17.2].

Using this approach, it is reported in [17.2] that only
minimal audio quality improvement are achieved after
about eight pulses have been placed in a 10 ms interval.
It is also reported [17.2] that the resulting output speech
quality sounded natural and perceptually close to the
input speech, without the common unnatural and buzzy
characteristics of the LPC vocoder output speech.

Strictly speaking, since each pulse in the multipulse
model is scaled by a different amplitude, the decom-
position of the excitation generator into the excitation
shape generator and the excitation gain in Fig. 17.3 is
not a good description. This problem can be avoided if
the excitation gain in Fig. 17.3 is understood to have the
possibility of taking the form of a gain vector (with di-
mension m), where each element of the gain vector is
individually used to scale one of the m pulses.

Further improvements to this initial MPLPC coder
was proposed in [17.19]. The most notable is the ad-
dition of a pitch predictor, or equivalently, the addition
of the long-term synthesis filter in Fig. 17.3. Due to the
quasiperiodicity in voiced speech such as vowels, it is
found that the multipulse excitation signal shows sig-
nificant correlation from one pitch period to the next.
This correlation can be exploited by using a pitch pre-
dictor (also called long-term predictor). Let the pitch
period be T samples, and let β be the long-term predictor
coefficient. Then, with

Hl(z)= 1

1−βz−T
(17.6)

chosen as the transfer function of the long-term synthesis
filter in Fig. 17.3, each pulse at the output of the long-
term synthesis filter will be scaled byβ and then be added
to the excitation signal T samples later. This has the
effect of creating a periodic pulse pattern at a period of
T samples. After adding this long-term synthesis filter,
fewer pulses are needed to produce the same level of
speech quality.

Another improvement proposed in [17.19] is related
to pulse amplitude optimization. Rather than waiting
until all pulse locations are determined and then jointly
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optimize all the pulse amplitudes, the proposed proce-
dure performs reoptimization of amplitudes along the
way. In other words, during the sequential search for
pulse locations, after the j-th pulse location is deter-
mined (1 ≤ j ≤ m), all pulse amplitudes from the first
pulse to the j-th pulse are reoptimized jointly before
continuing to search for the ( j+1)-th pulse location. It
is reported [17.19] that this approach improved coder
output signal-to-noise ratio (SNR) by 2–10 dB, with an
average of slightly over 3 dB.

There are many other improvements and variations
proposed in the literature for the MPLPC coder. Due
to the space limitation, they have to be omitted in the
discussion here.

The multipulse excitation model is used in the ITU-
T Recommendation G.723.1 speech coder. G.723.1 has
two bit-rates. The lower-bit-rate 5.3 kb/s version is
based on ACELP, while the higher-bit-rate 6.3 kb/s
version is based on MPLPC with long-term prediction.

This 6.3 kb/s version of G.723.1 uses a frame size of
30 ms, which is equally divided into four subframes of
7.5 ms (60 samples) each. Multipulse excitation search is
performed on each of the four subframes. The multipulse
excitation model uses six pulses for even subframes and
five pulses for odd subframes. The pulse location is re-

stricted to be either all even or all odd, as indicated
by a grid bit. Furthermore, all pulses are constrained
to have the same magnitude, although different pulses
can have different signs. The shared magnitude is first
estimated and quantized. Then, four quantized magni-
tude values around the estimated magnitude are allowed
in the analysis-by-synthesis multipulse search. For each
of these four possible quantized magnitude values, the
pulse locations and signs are sequentially optimized one
pulse at a time. This procedure is repeated for both the
even and odd pulse position grids. Finally, the best com-
bination of all these parameters (quantized magnitude,
pulse locations and signs, and even or odd grid) that gives
the minimum weighted error of the synthesized speech
is selected as the final multipulse excitation parameters
to be transmitted to the G.723.1 decoder.

As can be seen, this G.723.1 multipulse coder has de-
viated substantially from the original MPLPC proposed
in [17.2] and [17.19]. In fact, with all the constraints put
on the G.723.1 multipulse model (due to the low-bit-
rate limitation), the G.723.1 multipulse excitation signal
starts to resemble to some extent the excitation signal
of ACELP coders. However, such constraints aside, the
spirit of the original multipulse excitation model can still
be seen in this 6.3 kb/s G.723.1 multipulse coder.

17.5 Regular-Pulse Excitation with Long-Term Prediction (RPE-LTP)
The regular-pulse excitation (RPE) coder [17.35] can be
regarded as a special low-complexity realization of the
fundamental analysis-by-synthesis concept proposed in
the original multipulse LPC coder [17.2]. A special ver-
sion of it, the regular-pulse excitation with long-term
prediction (RPE-LTP) coder at 13 kb/s [17.18], was se-
lected as the first GSM standard coder for European
digital cellular service.

The RPE excitation model consists of J possible se-
quences of regularly spaced pulses, each with the pulses
located at a different phase. The typical value of J is
3 or 4. As an example, for the k-th sequence of pulses,
the nonzero excitation samples (the pulses) are located
at the positions of k, k+ J, k+2J, k+3J, . . . , and the
sample values at other locations are zero. The task of ex-
citation coding is to find the amplitude values for each
of the pulses in each of the J sequences of regularly
spaced pulses, and then find the sequence of pulses that
minimizes a weighted error measure.

Similar to the original MPLPC coder proposed
in [17.2], the initial RPE coder [17.35] also did not

use a long-term predictor. On a conceptual level, the en-
coder structure of the initial RPE coder is equivalent
to the structure in Fig. 17.3 without the long-term syn-
thesis filter and the signal modifier. However, in actual
implementation, the LPC inverse filter A(z), which is
the numerator portion of the perceptual weighting filter
W(z)= A(z)/A(z/γ ), is moved beyond the adder to the
left and above. The one to the left of the adder cancels out
the short-term synthesis filter, while the one above the
adder stays there and filters the input speech to produce
the short-term prediction residual. The remaining de-
nominator portion of the weighting filter, or 1/A(z/γ ),
stays below the adder for weighted error minimization.

In [17.35], the procedure for the RPE analysis-by-
synthesis excitation search is given. It basically amounts
to solving J sets of linear equations to find the optimal
amplitude for each pulse of the J possible regular pulse
sequences. The weighted distortion measure for each of
the J pulse sequences are calculated and the sequence
that minimizes the weighted distortion is selected as the
final excitation sequence.
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In the GSM full-rate (GSM-FR) standard RPE-LTP
coder, a single-tap long-term predictor (LTP) is added
to the initial RPE coder, so GSM-FR corresponds to the
coder structure in Fig. 17.3 with the long-term synthesis
filter enabled. The GSM-FR coder uses three possible
sequences of regularly space pulses, that is, J = 3. It
has a frame size of 20 ms and a subframe size of 5 ms.
Therefore, for every 5 ms subframe of 40 samples, there
are 3 possible sequences of regularly spaced pulses. Each
sequence contains only 13 or 14 nonzero pulses, with the
remaining samples having zero amplitudes. The selected

sequence is identified by 2 bits, and the corresponding
pulse amplitudes are encoded with a 3-bit block-adaptive
PCM quantizer. The block maximum for each subframe
is encoded with 6 bits. The pitch period and the pitch tap
are derived once a subframe and quantized to 7 bits and
2 bits, respectively.

This GSM-FR RPE-LTP coder is the speech coder
for the first-generation GSM digital cellular telephones.
It became the first analysis-by-synthesis coder that
was standardized and widely deployed across many
countries.

17.6 The Original Code Excited Linear Prediction (CELP) Coder
By using an analysis-by-synthesis procedure, the mul-
tipulse excitation model in the MPLPC coder [17.2]
opened the door for significantly more efficient ex-
citation coding than was possible with earlier speech
waveform coders. However, even with this multipulse
model, there is still a limit on how low the excitation
encoding bit-rate can go. For example, with the same
40-sample excitation block size and four pulses as in
the original MPLPC, suppose it is desirable to encode
the excitation signal at a bit rate of 1/4 bits/sample, this
gives a mere 10 bits to represent the four pulse locations
and four pulse amplitudes. It is virtually impossible to
use 10 bits to quantize such eight parameters with suffi-
cient accuracy. This problem led Atal and Schroeder to
use a 10 bit vector quantization (VQ) codebook to quant-
ize the excitation signal [17.3], leading to what is known
today as code-excited linear prediction, or CELP [17.4].

To use 10-bit VQ to quantize 40 samples of the ex-
citation signal, Atal and Schroeder constructed a VQ
codebook containing 210 = 1024 codevectors, each of
which is a 40-dimensional vector containing 40 white
Gaussian random numbers with unit variance. Beside
conceding that it is generally difficult to design an op-
timum deterministic codebook (with a total of 40 960
samples in it), in [17.4] Schroeder and Atal actually gave
a justification for using the Gaussian random numbers.
The justification is that the probability density function
of the prediction residual signal after both short- and
long-term prediction is nearly Gaussian.

The encoder structure of this initial CELP coder fits
the structure shown in Fig. 17.3 exactly. Again, the signal
modifier in Fig. 17.3 is not used in this CELP coder. The
excitation shape generator is basically a table look-up
of the 10-bit, 40-dimensional excitation VQ codebook
described earlier. The excitation gain scales the unit-

variance Gaussian codevectors to the proper gain level
that matches the root mean square (RMS) value of the
prediction residual signal after both short-term and long-
term prediction. It is updated once every 5 ms together
with the excitation codevector.

The synthesis filter of CELP contains both the long-
term synthesis filter and the short-term synthesis filter.
The short-term synthesis filter has the same form as
given in (17.1), while the long-term synthesis filter uses
a 3-tap pitch predictor rather than the single-tap pitch
predictor given in (17.6). The weighted error mini-
mization of CELP is also achieved with a perceptual
weighting filter in exactly the same way as in MPLPC,
described earlier in Sect. 17.4. The perceptual weight-
ing filter W(z) also has exactly the same form as defined
in (17.3).

Atal and Schroeder reported [17.3, 4] that when
the 40-sample excitation vector is quantized to
0.25 bit/sample in an analysis-by-synthesis manner us-
ing a 10-bit Gaussian VQ codebook, with all other
speech synthesis model parameters (excitation gain and
parameters for the long- and short-term synthesis filters)
left at their open-loop-derived optimal values, the result-
ing synthesized speech sounded very close to the original
input speech. Only small differences were noticeable
even in close pairwise comparisons over headphones.

Achieving such a high level of output speech quality
with such a low bit rate of merely 0.25 bit/sample for
the excitation signal was considered a stunning break-
through in 1984–1985. Almost immediately, a large
number of speech coding researchers jumped in and
engaged in the research of the CELP coding tech-
nique. In the subsequent years that followed, hundreds
of CELP-related technical papers have been published
and numerous advancements in CELP coding have been
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made. As shown in the family tree of Fig. 17.4, this
analysis-by-synthesis CELP coding idea eventually led
to more than a dozen of modern low-bit-rate speech
coding standards, and CELP-related coders dominate
almost all speech coding standards established since the
late 1980s.

The two initial CELP papers [17.3, 4] were more
proof of concept papers than actual coder design papers.
Not only were all model parameters except the exci-
tation signal were left unquantized, but a major issue
was the very high computational complexity required
by the analysis-by-synthesis excitation VQ codebook
search.

Actually, it is fairly easy to estimate the com-
plexity of such a codebook search. Refer to Fig. 17.3.
Given that the short-term filter order they used was
M = 16, each of the 1024 excitation codevectors has
to be scaled by the excitation gain (one multiply per
sample), filtered by the long-term synthesis filter (three
multiply-adds per sample), filtered by the short-term
synthesis filter (16 multiply–adds per sample), sub-
tracted from the input speech (one subtract per sample),
filtered by the perceptual weighting filter (2 × 16= 32
multiply–adds per sample), squared (one multiply per
sample), and then added (one add per sample) to get
the weighted distortion value of that codevector. There-
fore, at a sampling rate of 8000 Hz, the total complexity
for searching through all 1024 excitation codevec-
tors to identify the one that minimizes the weighted
distortion measure would take at least 8000 × 1024 ×
(1+3+16+1+32+1+1)= 450 560 000 operations
per second, or 450.6 MFLOPS (million floating-point
operations per second). Even the fastest supercom-
puter at that time could not perform computations that
fast. No wonder Atal and Schroeder reported [17.3,
4] that their initial CELP simulation took 125 s
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Fig. 17.5 Encoder structure of the original CELP coder

of central processor unit (CPU) time on the then-
supercomputer Cray-1 to process just one second of
speech.

However, even Atal and Schroeder pointed out [17.4]
at that time that

a code book with sufficient structure amenable to
fast search algorithms could lead to real-time im-
plementation of code-excited coders.

This turned out to be true. In subsequent years many spe-
cially structured excitation VQ codebooks that allowed
fast codebook search were proposed – the excitation
codebooks of ACELP, VSELP, and FS1016 CELP are
all good examples.

However, even without such specially structured ex-
citation codebooks, by just re-arranging the encoder
structure in Fig. 17.3 and performing the CELP exci-
tation codebook search in a mathematically equivalent
way, the computational complexity can be reduced by
almost an order of magnitude. This efficient encoder
structure and excitation codebook search procedure is
explained below. It forms the basis of essentially all
practical CELP-based coders today.

Consider the encoder structure shown in Fig. 17.5.
This structure is basically the same as the generic
analysis-by-synthesis coder structure shown in Fig. 17.3,
except that specific filter structure and transfer functions
are given. For convenience of later discussion of the
so-called adaptive codebook, the long-term synthesis
filter is reverted from a three-tap filter back to a single-
tap filter as used in the improved MPLPC [17.19]. The
short-term synthesis filter is 1/A(z). The weighted er-
ror minimization is explicitly separated into a perceptual
weighting filter as defined in (17.3) followed by MSE
minimization. Even with the three-tap pitch filter re-
placed by a single-tap one, the complexity is still 8000 ×
1024 × (1+1+16+1+32+1+1)= 434.2 MFLOPS.

As suggested in [17.19], the perceptual weighting
filter can be moved before the adder in Fig. 17.5 so
that the input speech and the synthesized speech are
each individually weighted before the difference of the
two weighted signals are calculated. The cascade of the
short-term synthesis filter and the perceptual weighting
filter gives a weighted short-term synthesis filter in the
form of

H(z)= W(z)

A(z)
= 1

A(z)

A(z)

A(z/γ )
= 1

A(z/γ )
. (17.7)

This is shown in Fig. 17.6. Even this step alone can
cut the computational complexity by almost a factor of
three. There is more that can be saved. However, before
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continuing, let us briefly describe another new feature
in Fig. 17.6 – the concept of the adaptive codebook as
introduced in [17.36].

The adaptive codebook in Fig. 17.6 is a different
way to achieve a similar effect as the long-term synthesis
filter in Fig. 17.5. If the pitch period T is not smaller than
the excitation vector dimension, then once the effect of
the filter memory is taken out, the long-term synthesis
filter in Fig. 17.5 does not affect the excitation codebook
search at all due to the bulk delay z−T . However, if the
pitch period T is smaller than the vector dimension, then
different excitation VQ codevectors will cause different
contributions from the long-term synthesis filter to be
added to the excitation to the short-term synthesis filter.
This makes it more difficult to perform certain efficient
codebook search methods.

To facilitate an efficient codebook search, the effect
of the long-term synthesis filter in Fig. 17.5 is modeled
by the adaptive codebook in Fig. 17.6. If the pitch pe-
riod is not smaller than the excitation vector dimension,
then the adaptive codebook simply contains different
vector sections of the long delay line in the long-term
synthesis filter defined by the range of the pitch period.
In other words, the codevectors in the adaptive code-
book is obtained by using a sliding rectangular window
to extract different sections of the long delay line in
the long-term synthesis filter, with different codevectors
corresponding to different target pitch periods. In this
case, the adaptive codebook, the adaptive codebook gain
β, and the related adder in Fig. 17.6 is mathematically
equivalent to the long-term synthesis filter in Fig. 17.5.

On the other hand, if the pitch period is smaller
than the vector dimension, then at least a portion of the
codevectors in the adaptive codebook will be beyond
the long delay line of the long-term synthesis filter and
will correspond to the samples in the current excitation
vector that have not been determined yet. Rather than
having incomplete codevectors, the adaptive codebook
will periodically repeat the samples in the long delay
line at the target pitch period.

Thus, the concept of adaptive codebook allows the
use of large excitation vector dimension which tends to
improve the coding efficiency. In addition, it allows the
long-term synthesis filter to be modeled as just another
stage of excitation VQ, thus simplifying the codebook
search procedure.

The codevectors in an adaptive codebook is changing
with time. That is why the codebook is called the adap-
tive codebook. In contrast, the original excitation VQ
codebook in Fig. 17.5 does not change with time. There-
fore, as shown in Fig. 17.6, it is often called the fixed
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Fig. 17.6 Intermediate encoder structure of the efficient CELP coder

codebook in a CELP coder where an adaptive codebook
is used.

The encoder structure in Fig. 17.6 can be changed
to an even more efficient but mathematically equivalent
structure as shown in Fig. 17.7. According to the linear
system theory, the output of the filter H(z) is the sum of
two components

1. the zero-state response (ZSR), which is the output
of the filter due to the input signal, with the initial
filter memory set to zero,

2. the zero-input response (ZIR), which is the output
of the filter due to only the filter memory, with the
input signal set to zero.

�����
*���!���

U����
����
��%����5�5���

4�>
5���5�,�����

��
�




2 ���

?�����@�
*���!���

��

2 ���
1 ���

� '

:���$���
���
�
	���*$

U����
����
������@�
*���!���2 ���

1 ���
� '

U����
����
�����

*���!���2 ���
1 ���

� '

���
�
	���*$

Fig. 17.7 Encoder structure of the efficient CELP coder
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Note that the ZIR does not depend on which excitation
VQ codevector is used. Thus, by decomposing the output
of the weighted short-term synthesis filter H(z) into ZIR
and ZSR, the ZIR component can first be subtracted out
of the weighted speech signal, and the resulting signal
becomes the target signal for the codebook search based
on the ZSR component. In fact, this idea was already
suggested by Atal and Remde in their original MPLPC
paper [17.2], even though they did not use the terms of
ZIR and ZSR.

In some later CELP coders, the perceptual weight-
ing filter took a form different from what was specified
in (17.3). Therefore, to keep Fig. 17.7 general, the
weighted short-term synthesis filter is represented as
H(z)=W(z)/A(z).

In Fig. 17.6, the excitation signal to the short-term
synthesis filter has two components: the scaled adap-
tive codebook vector βek and the scaled fixed codebook
vector gck. Therefore, the weighted synthesized speech
signal in Fig. 17.6 can be decomposed into three com-
ponents: the ZIR signal due to the memory of the
filter W(z)/A(z), the ZSR signal due to the adaptive
codebook, and the ZSR signal due to the fixed codebook.

In the efficient CELP excitation codebook search
method based on Fig. 17.7, the input speech vector is
first passed through the perceptual weighting filter W(z)
to get the weighted input speech vector. Then, the ZIR
vector due to the filter memory is calculated by setting
the initial memory of the weighted short-term synthe-
sis filter to the filter memory at the last sample of the
last input speech vector and letting the filter ring with-
out any input excitation signal (the switch in Fig. 17.7 is
open). This ZIR vector is subtracted from the weighted
input speech vector to get the target vector for the next
stage. Next, the adaptive codebook index (the pitch pe-
riod) and the adaptive codebook gain (the pitch gain) are
usually determined in an analysis-by-synthesis manner
to minimize the MSE between the target vector obtained
above and the ZSR vector due to the adaptive codebook.
The ZSR vector corresponding to the best combination
of the pitch period and the pitch gain is then subtracted
from the target vector to get the next target vector for the
ZSR vector due to the fixed codebook. Finally, the fixed
codebook index and the fixed codebook gain are deter-
mined in an analysis-by-synthesis manner to minimize
the MSE between this next target vector and the ZSR
vector due to the fixed codebook. After such a codebook
search, the selected codebook vectors and gains are used
to calculate the sum of the two excitation components
βek+ gck, and the resulting final excitation vector is
used to update the adaptive codebook and the memory

of the weighted short-term synthesis filter (the switch
is closed). Then, this procedure is repeated for the next
input speech vector.

The encoder structure in Fig. 17.7 looks much more
complicated than the structure in Fig. 17.5, so why is it
computationally more efficient? The key lies in the fact
that by subtracting out the ZIR vector due to filter mem-
ory, the search through the adaptive codebook and the
fixed codebook can be performed without the actual fil-
tering operation. Let h(n), n = 0, 1, . . . , N−1 be the
truncated impulse response of the weighted short-term
synthesis filter H(z)=W(z)/A(z) with N being the di-
mension (length) of the excitation vector. Then, with the
initial filter states (memory) set to zero in the lower two
branches in Fig. 17.7 containing the filter W(z)/A(z),
the filtering operation in these two branches can be
replaced by convolution, which can be represented by
a matrix–vector multiplication operation [17.37, 38].

Take the fixed codebook search as an example. Let
the target vector for the fixed codebook search be t =
[t(0), t(1), · · · , t(N−1)]T, let the k-th fixed codebook
vector be ck = [ck(0), ck(1), · · · , ck(N−1)]T, and let

H =

⎛
⎜⎜⎜⎜⎜⎜⎝

h(0) 0 · · · 0

h(1) h(0) · · · 0
...

...
. . .

...

h(N−2) h(N−3) · · · 0

h(N−1) h(N−2) · · · h(0)

⎞
⎟⎟⎟⎟⎟⎟⎠

(17.8)

be the lower triangular Toeplitz matrix populated by the
impulse response of the weighted short-term synthesis
filter H(z)=W(z)/A(z). Then, the ZSR vector due to
the k-th fixed codebook vector can be represented as
gHck, and the codebook search find the codebook index
k that minimizes the MSE distortion measure

Ek = ‖t− gHck‖2 , (17.9)

where ‖ · ‖2 indicates the Euclidean norm, or the sum
of squares of the vector components. This distortion
measure can be expanded as

Ek = ‖t‖2−2gtT Hck+ g2‖Hck‖2 . (17.10)

Since the energy of target vector ‖t‖2 is independent
of the codebook index k, this term can be ignored
when minimizing the distortion measure above. Thus,
calculating the distortion measure amounts to calcu-
lating the energy of the ZSR vector gHck and the
correlation between this ZSR vector and the target vec-
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tor t. The adaptive codebook search can be formulated
in the same way using the same kind of distortion
measure.

Many efficient codebook search procedures have
been proposed based on the distortion measure in
(17.10). In addition, many special fixed codebook struc-

tures that allow efficient codebook search have been
proposed in the literature. Together these techniques en-
abled the computational complexity to be reduced from
the 430+MFLOPS of the original CELP to 10 MFLOPS
and below for many of the practical CELP coders de-
ployed today.

17.7 US Federal Standard FS1016 CELP

The US Federal Standard FS1016 coder [17.20] is the
first CELP coder ever standardized. It was developed
by the US Department of Defense and is quite simi-
lar to the stochastically excited linear prediction (SELP)
coder proposed in [17.36]. This coder uses a frame size
of 30 ms. Each frame is divided into four subframes of
7.5 ms each (60 samples at 8 kHz sampling). The adap-
tive codebook approach described in [17.36] is used to
determine the pitch period (also called the pitch lag)
and the pitch gain once every subframe. (In this case,
there is one excitation vector in each subframe.) For
odd-numbered subframes, the pitch lag takes an inte-
ger value between 20 and 147 and thus can be encoded
into 7 bits. For even-numbered subframes, the pitch lag
is constrained to be within 32 samples relative to the
pitch lag of the previous subframe. The pitch gain is
coded using a five-bit nonuniform scalar quantizer. For
the fixed codebook, the FS1016 standard uses a spe-
cially structured codebook where adjacent codevectors
are essentially shifted version of each other and differ
by only two samples at the end. This kind of shifted
fixed codebook was first proposed in [17.39]. How-
ever, it was also independently studied in [17.36] using
an improved distortion measure, and the optimal trade-
off of the two-sample shift was evaluated and proposed
in [17.36].

This shifted fixed codebook introduces a certain con-
straint and structure into the codebook and allows an
efficient codebook search. This is because when adja-
cent fixed codebook vectors are shifted version of each
other, a large part of the ZSR computations in the matrix-
vector multiplication Hck can be reused when going
from one codevector to the next. Therefore, once the
ZSR is calculated for the first codevector, the ZSR of
the remaining codevectors can be obtained recursively
with low complexity. This same principle also applies
to the adaptive codebook search for those pitch lags
that are not smaller than the excitation vector dimension
(subframe size), since the corresponding adjacent adap-
tive codevectors are simply 1-sample shifted versions of
each other.

To illustrate how a shifted codebook can re-
duce the codebook search complexity, first consider
a fixed codebook with a one-sample shift between
adjacent codevectors. In [17.39], a 1024-sample cir-
cular buffer ν(n), n = 0, 1, . . . , 1023 is used to store
the 1024 codevectors of a 10-bit fixed codebook with
1-sample shift. The j-th codevector is defined to be
ck(n) = ν(k+n), 0 ≤ n ≤ N−1, 0 ≤ k ≤ 1023, where
ν(k+1024)= ν(k) since ν(n) is in a circular buffer. Let
Hck = rk = [rk(0), rk(1), . . . , rk(N−1)]T. Then, due to
the lower triangular Toeplitz structure of the H matrix,
it is shown in [17.39] that rk+1(n) can be computed
recursively from rk(n) as follows.

rk+1(n−1)= rk(n)−ν(k)h(n) , 1≤ n ≤ N−1 ,

rk+1(N−1)=
N−1∑
n=0

ν(k+1+n)h(N−1−n) .

This recursion is best understood with a graphical in-
terpretation of the matrix-vector multiplication Hck. In
such a multiplication, the column vector ck is turned
sideways by 90◦ counterclockwise, then each of its
elements is sample-by-sample multiplied with each el-
ement of the corresponding column of the matrix H.
Next, all the product terms along each row of the ma-
trix is summed. The resulting column vector is rk. In the
recursion above proposed in [17.39], when going from
ck to ck+1, the top element of ck is removed, the re-
maining N−1 element is shifted up by one sample, and
a new element is added at the bottom. Due to the lower
triangular Toeplitz structure of the matrix H, most of
the product terms and the partial sums needed for rk+1
are already calculated for rk and thus can be reused.
However, the contribution to rk(n) due to the removed
top element of ck is already added to the element of
rk. That is why in the first equation of the recursion
above, the product term contribution due to the top ele-
ment of rk needs to be subtracted out again. None of the
product terms in the second equation of the recursion
above involving rk+1(N−1) has been calculated when
calculating rk, so the entire summation in this second
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equation needs to be calculated. This recursion above
costs (N−1)+N = 2N−1 multiply–add operations for
each new rk+1 vector.

In fact, there is an even more-efficient recursion that
requires only N−1 multiply–add operations for each
new rk vector. The trick is to reverse the order of the rk
vectors in the recursion. Using the graphical interpreta-
tion of the matrix-vector multiplication Hck explained
above, one can see that if the recursion now starts at
r1023 and going backward toward r0, then each time
when going from ck+1 to ck, the bottom (last) element
of ck+1 is removed, the remaining elements are shifted
down by one sample, and a new element is added at the
top. However, for the first N−1 element of ck+1 that
are being shifted down, their partial sum contributions
to rk are exactly the first N−1 elements of rk+1. Af-
ter these first N−1 elements of ck+1 have been shifted
down and a new element added at the top to get ck , their
partial sum contributions to rk correspond to the product
terms in the second through the N-th columns of the ma-
trix H. Thus, only the product terms in the first column
need to be added to the partial sums already calculated
and stored in the first N−1 elements of rk+1. Thus, the
recursion can be described as

rk(n)= rk+1(n−1)+ν(k)h(n) , 1≤ n ≤ N−1 ,

rk(0)= ν(k)h(0)= ν(k) .

The last equality above holds because h(0)= 1. There-
fore, this recursion performed in the reverse order
requires only N−1 multiply-add operations for each
new rk vector. As mentioned above, this recursion can
be used for the adaptive codebook search for those pitch
lags not smaller than the subframe size.

The effect of shifting more than one sample between
adjacent codevectors in the fixed codebook has been
studied and reported in [17.36]. As the amount of shift
between adjacent fixed codebook vectors increases, the
coder performance increases, but the codebook search
complexity also increases. It was found in [17.36] that
for a large codebook (with 128 or more codevectors),
a two-sample shift gives the same performance as a fully
independent codebook. For this reason, the FS1016
coder uses such a fixed codebook with a two-sample
shift between adjacent codevectors.

The same basic idea in the more efficient recursion
above can easily be extended to the fixed codebook with
a two-sample shift. In this case, each time when going
from ck+1 to ck , the bottom two elements of ck+1 are
removed, the remaining elements are shifted down by
two samples, and two new elements are added at the
top. For the first N−2 element of ck+1 that are being
shifted down, their partial sum contributions to rk are
exactly the first N−2 elements of rk+1. These partial
sum contributions to rk correspond to the product terms
in the third through the N-th columns of the matrix H.
Thus, only the product terms in the first two columns
need to be added to the partial sums already calculated
and stored in the first N−2 elements of rk+1. Thus,
this recursion takes only (N−1)+ (N−2)= 2N−3
multiply–add operations to calculate each new rk.

In the case of the FS1016 coder, the elements of the
fixed codebook are obtained by using a sequence of zero-
mean, unit-variance, white Gaussian random numbers
that are center-clipped at 1.2, which results in roughly
75% of the samples being zero. Thus, the fixed codebook
is not only shifted, but also 75% sparse.

A sparse fixed codebook is said to produce slightly
improved perceptual quality of the CELP output
speech [17.36,38]. Furthermore, a sparse fixed codebook
also reduces the codebook search complexity [17.38].
The reason is quite simple. Consider the graphical in-
terpretation of the matrix–vector multiplication Hck
again. When 75% to 90% of the elements in ck are
zero, the product terms in the corresponding columns
of the matrix H do not need to be calculated, and thus
the corresponding calculations can be saved. According
to [17.20], the shifted sparse fixed codebook structure
reduces the computation by a factor of 20.

In the FS1016 coder, the fixed codebook gain is
quantized to 5 bits using a non-uniform scalar quantizer.
An interoperable coder may use only a subset of the
fixed codebook to reduce the computational complexity.
The FS1016 coder also uses unequal forward error cor-
rection to protect perceptually most sensitive bits, and it
uses extensive parameter smoothers to reduce the qual-
ity degrading effects of bit errors. At the time it was
standardized, the output speech quality of the FS1016
coder was considered one of the best at around 4.8 kb/s.

17.8 Vector Sum Excited Linear Prediction (VSELP)
Vector sum excited linear prediction (VSELP) [17.17,
40] is another class of CELP coder that uses
a specially structured fixed codebook to reduce

the codebook search complexity. VSELP is the
second type of CELP coder that was standard-
ized.
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Each codevector in the fixed codebook of VSELP
is constructed as a weighted sum of M indepen-
dent basis vectors, with the weights taking only two
possible values: +1 or −1. Thus, an M-bit fixed
codebook uses exactly M basis vectors. Let vm =
[vm(0), vm(1), . . . , vm(N−1)]T ,m = 1, 2, . . . , M be
the M basis vectors. Then, the 2M codevectors in an
M-bit VSELP fixed codebook is constructed as

ck =
M∑

m=1

θkmvm (17.11)

for k = 0, 1, . . . , 2M , where θkm =+1 if bit m of the
k-th codeword is 1, and θkm =−1 if bit m of the k-th
codeword is 0.

An 8 kb/s VSELP coder [17.17] was selected as the
TIA interim standard IS-54 for North American digi-
tal cellular telephone applications, although this IS-54
standard was later rescinded. A 6.7 kb/s VSELP coder
was selected as the Japanese digital cellular PDC full-
rate (PDC-FR) standard coder, and a 5.6 kb/s VSELP
coder [17.21] also became the GSM half-rate (GSM-
HR) standard coder.

In the IS-54 VSELP coder, there are two fixed code-
books sequentially searched, similar to a multistage VQ
configuration. In the PDC-FR VSELP coder, only one
fixed codebook is used. In the GSM-HR VSELP coder,
there are two fixed codebooks, but how many fixed
codebooks are used depends on the voicing mode. For
example, for a voiced mode the adaptive codebook and
one of the fixed codebooks is used, but for an unvoiced
mode the adaptive codebook is not used and two fixed
codebooks are used.

In the IS-54 VSELP coder, the adaptive codebook
and the two fixed codebooks are treated like three suc-
cessive stages of quantization. The codebook gains are
left floating when searching for the codebook vectors
of these three stages. The mathematics of the efficient
codebook search is somewhat involved. Due to the space
limitation, only the basic concepts will be described be-
low. Interested readers are referred to [17.17] for more
mathematical details.

The adaptive codebook is first searched using the
method described in Sect. 17.7. Next, when searching
each of the two fixed codebooks, each of the M basis
vectors are first filtered through the weighted short-term
synthesis filter with zero initial memory to get the ZSR
vector of that basis vector. Then, each of such ZSR
vectors are orthogonalized with respect to each other
and with respect to the ZSR vector due to the selected
adaptive codebook vector. The ZSR vector due to each

of the 2M fixed codebook vectors can then be expressed
as a linear combination of the M orthogonalized ZSR
vectors due to the M basis vectors.

The search procedure needs to find the fixed code-
book vector that minimizes a distortion measure that is
the ratio of two quantities:

1. the square of the correlation between the target vec-
tor and the ZSR vector due to the fixed codebook
vector

2. the energy of the ZSR vector due to the fixed code-
book vector

These two quantities can each be evaluated in a recur-
sive manner with low computational complexity if the
codebook search procedure sequences through the code-
vectors using a binary Gray code so that the codewords
of the adjacent codevectors differ by only one bit.

Another factor of two saving can be obtained by
observing that the two fixed codevectors corresponding
to the two codewords that are 1s complement of each
other have the same shape but only differ in sign. Thus,
the two quantities above for the distortion measure will
be the same for these two complementary codevectors.
The winner of the two complementary codevectors can
be determined easily by just examining the sign of the
correlation term in the first quantity. This means that only
half as many distortion values need to be calculated.

Another novel feature of the IS-54 VSELP coder is
the way it quantizes the gains of the adaptive codebook
and the fixed codebooks. First the adaptive codebook
vector and fixed codebook vectors are identified by the
codebook search procedure outlined above. After that,
rather than separate scalar quantization of each of the
codebook gains as was the normal procedure in previ-
ous coders, this VSELP coder first encodes the speech
energy of the entire 20 ms frame. Then, the approximate
excitation signal energy in each of the 5 ms subframes is
calculated based on the frame energy of speech and the
reflection coefficients in each subframe. Next, the adap-
tive codebook gain and the two fixed codebook gains in
each subframe are converted to the energy domain ex-
pressed as fractions of the total excitation energy in that
subframe. The resulting three energy fractions are then
jointly vector quantized using a trained codebook. At
the VSELP decoder, the three decoded energy fractions
are converted back to the codebook gain domain.

It is said [17.17] that such a gain VQ scheme in
the energy-fraction domain not only makes the result-
ing energy fractions more correlated which allows more
efficient VQ coding, but also the fact that all codebook
gains are represented as energy fractions makes the en-
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ergy of the decoded speech less susceptible to bit errors
in the codebook gain codeword.

The GSM-HR VSELP coder also has another feature
not yet discussed in this chapter – a long-term predictor
with a fractional (non-integer) pitch period [17.41, 42].
Rather than using an integer pitch period as in pre-
vious predictive coders, an interpolation filter is used
to achieve the effect of a non-integer pitch period.
This allows the long-term synthesis filter to model the

pitch periodicity of voiced speech with a higher tem-
poral resolution, thus resulting in higher output speech
quality.

In VSELP, the basis vectors for the fixed code-
book can be optimized using a training database. It
is reported [17.17] that such optimization of the basis
vectors resulted in 0.64 dB improvement in weighted
segmental SNR and significant improvement in subjec-
tive quality.

17.9 Low-Delay CELP (LD-CELP)
The low-delay CELP (LD-CELP) coder [17.5, 6, 43] is
another different kind of CELP coder. It is the third kind
of CELP coder that was selected as a standard coder. The
ITU-T recommendation G.728 standard coder [17.6]
is based on it. There are several important differences
between G.728 and the previous CELP coders. These
differences will be described in this section.

First of all, the excitation vector dimension used in
G.728 LD-CELP is much shorter than that of earlier
CELP coders. Most of the earlier CELP coders used
an excitation vector dimension of 40 samples (5 ms) or
more in order to get a better excitation VQ efficiency
(since VQ performance generally increases with in-
creasing vector dimension). However, using such a large
vector dimension will not meet the ITU-T requirement
of a very low coding delay. In order to achieve a one-way
coding delay of less than 2 ms (16 samples at 8 kHz sam-
pling), the G.728 coder is forced to use a frame size and
vector dimension of merely five samples (0.625 ms).

With a frame size of five samples, basically the
G.728 encoder is required to produce 10 bits as out-
put for every five samples of input speech. This strict
constraint, which is due to the low-delay requirement,
greatly limits the flexibility of the coder design. While
previous CELP coders could spend 20–40 bits per frame
to encode the short-term predictor parameters and an-
other 10 to 12 bits per subframe to encode the long-term
predictor parameters, the G.728 coder cannot do any of
these since it only has 10 bits total to encode everything
in a frame.

This leads to the second major difference between
G.728 and previous CELP coders – the predictor pa-
rameters are made backward-adaptive. Previous CELP
coders all used forward-adaptive predictors, where the
optimal predictor parameters are derived from the in-
put speech and then quantized and transmitted to the
decoder. With backward adaptation, no bits are spent

in sending the parameters to the decoder; instead, the
parameters are locally derived at both the encoder and
the decoder from previously decoded speech signal or
parameters. See [17.13] for a more-detailed discussion
of backward adaptation versus forward adaptation. For
G.728, both the short-term synthesis filter coefficients
and the excitation gain are backward-adaptive and thus
does not require any bit to transmit them to the decoder.

The third major difference between G.728 and pre-
vious CELP coders is the elimination of the long-term
predictor, and in its place, the use of a high-order
backward-adaptive short-term predictor. The reason
is that a backward-adaptive long-term predictor has
a strong tendency to diverge at the decoder due to bit
errors or other reasons that cause a mismatch of the en-
coder states and the decoder states. On the other hand,
when the backward-adaptive short-term predictor co-
efficients are obtained by performing LPC analysis on
previously decoded speech signal, it is relatively easy to
maintain the convergence at the decoder even with bit er-
rors and states mismatch. It was found [17.5] that, with
the short-term predictor order set at the conventional
value of 10, the lack of a long-term predictor degrades
female speech quality significantly. On the other hand,
if the short-term predictor order is allowed to increase to
50, then a 50-th-order short-term predictor can exploit
the pitch periodicity in female speech, since most female
voices have a pitch period of less than 50 samples.

Using a 50-th-order short-term predictor in a con-
ventional forward-adaptive CELP coder would be
impractical due to the large number of predictor co-
efficients that need to be transmitted. However, since
G.728 uses backward adaptation to update the short-
term predictor, it doesn’t cost any bit to increase the
predictor order to 50. The only price paid is the in-
creased computational complexity to derive the 50
predictor coefficients. In order to achieve toll quality

Part
C

1
7
.9



Analysis-by-Synthesis Speech Coding 17.11 Algebraic CELP (ACELP) 371

at 16 kb/s and with a frame size of only five sam-
ples, it was necessary to exploit the pitch periodicity
in speech by using a 50-th-order short-term predic-
tor. Thus, under the severe low-delay constraint, the
G.728 had to make the complexity-quality trade-off
– achieving toll quality through the use of a higher-
complexity 50-th-order backward-adaptive short-term
predictor.

The encoder structure of the G.728 LD-CELP coder
is equivalent to the structure shown in Fig. 17.3 but with-
out the long-term synthesis filter and the signal modifier.
Both the excitation gain and the short-term synthesis
filter are backward-adaptive. The excitation shape code-
book (the fixed codebook) is a 10-bit codebook for
five-dimensional VQ. However, to control the computa-
tional complexity of the codebook search, a gain-shape

structured codebook is used, with the codebook con-
structed as the product of a 3-bit gain codebook and
a 7-bit shape codebook. The three gain bits consists of
one sign bit and two magnitude bits. The 7-bit shape
codebook contains 128 independent codevectors.

Both the 7-bit shape codebook and the 2-bit
magnitude codebook are closed-loop-trained based
on the weighted distortion measure of LD-CELP
using a large training speech file. Thus, the ef-
fects of backward adaptation of the predictor
and gain are automatically taken into account in
the training. Such closed-loop codebook training
gives significant audio quality improvement and
is crucial for achieving good speech quality in
LD-CELP.

17.10 Pitch Synchronous Innovation CELP (PSI-CELP)
Pitch synchronous innovation CELP (PSI-CELP)
[17.44] is the fourth kind of CELP coder that was
selected as a standard coder. For the personal dig-
ital cellular (PDC) system of Japan, the half-rate
standard coder (PDC-HR) is a 3.45 kb/s PSI-CELP
coder [17.22].

The main distinguishing feature of PSI-CELP is that
the fixed codebook is made adaptive by repeating the
first portion of each codevector in a pitch-synchronous
manner if the pitch period is smaller than the excitation
vector dimension. Specifically, if the pitch period T is
less than the vector dimension N , then the first T samples
of the fixed codebook vectors are periodically repeated
for later samples starting at the (T +1)-th sample. This
is important for the PDC-HR coder because the coder
uses a fairly large subframe size (vector dimension) of
80 samples (10 ms), which is larger than many typical
pitch period values.

In place of the typical adaptive codebook in other
CELP coders, the PDC-HR standard PSI-CELP coder
actually uses either an adaptive codebook or a fixed
codebook, with the fixed codebook mainly used in non-
periodic regions of the speech signal. The adaptive
codebook uses fractional pitch period [17.41, 42]. To
save the codebook storage requirement, the fixed code-

book has four basis vectors each rotated eight times to
get 32 codevectors.

In place of the typical fixed codebook in other CELP
coders, the PDC-HR standard PSI-CELP coder uses two
stochastic codebooks in a conjugate structure [17.45]
(which is similar to two-stage VQ). Each of the two
stochastic codebooks contains 16 vectors. The selected
codevector from each codebook is multiplied by a sign
and the resulting two codevectors are added together.
The pitch synchronous innovation (PSI) procedure is
applied to the stochastic codebooks. To reduce the code-
book search complexity, six out of the 16 codevectors
from each stochastic codebook are preselected using
a simplified method. Only the preselected codevectors
go through full-complexity search.

The adaptive/fixed codebook gain and the stochastic
codebook gain are jointly vector quantized to seven bits
per subframe in a way somewhat similar to the codebook
gain quantization of VSELP [17.17]. A delayed-decision
coding technique is used to improve the PSI-CELP per-
formance. Two best candidate codevectors are selected
from the adaptive/fixed codebook search, and the re-
maining quantization procedures are performed for each
candidate. The candidate that gives the lower distortion
in the fully quantized version is selected as the winner.

17.11 Algebraic CELP (ACELP)
Algebraic code-excited linear prediction (ACELP) sig-
nifies the use of algebraic codes to make up the excitation

in CELP. Due to the popularity of ITU-T recommenda-
tion G.729 [17.46] many people think of ACELP [17.24]
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and G.729 as synonymous. However, in reality it is
only the excitation of G.729 that is algebraic. Further-
more, G.729 and other speech coding standards utilizes
sparse algebraic codes, (SACs) [17.24], and not an alge-
braic code as originally proposed in [17.23] in 1987 for
CELP. The sparseness contributes significantly to a low
computational complexity. Of further interest, a num-
ber of the techniques and structural changes proposed
in [17.23] to the original CELP structure [17.3, 4] form
the cornerstones of G.729 and many other speech cod-
ing standards. It should be noted that partly overlapping
techniques were proposed in [17.38] in 1986. These
techniques and structures are reviewed in other relevant
sections, e.g., Sect. 17.6.

As indicated above, although the abbreviation
ACELP was introduced in 1990 in [17.24], earlier work
on algebraic codes for CELP appeared in 1987 in [17.23]
and [17.47]. A significant advancement is the notion of
sparse algebraic codes [17.24]. The idea of using sparse
excitation in CELP coding was introduced in [17.38] in
1986, but in the context of Gaussian excitation vectors
and not algebraic codes. Hence, the pulse amplitudes
would be Gaussian distributed and not binary (+1,−1)
as in sparse algebraic codes. In [17.38], the use of sparse
excitation for CELP is compared to MPLPC (multipulse
linear predictive coding) [17.2] in terms of the number of
nonzero pulses for voiced speech. Other early publica-
tions on sparse pulse excitation for CELP include [17.48]
and [17.49].

ACELP has been a dominating form of excitation as
the fixed codebook excitation in CELP speech coding
standards from the mid 1990s until today (2006).

17.11.1 ACELP Background

ACELP appears to originate from the idea of using bi-
nary error correcting codes to represent N points on
an M dimensional hyper sphere, i. e., a fixed codebook
of size N and vector dimension M [17.47]. Even ear-
lier, [17.50] proposed a spherical vector quantizer for
encoding of the 1000 Hz base band of the short-term pre-
diction residual after eighth-order LPC. The justification
for the view of the fixed codebook representing points on
a hyper sphere originates from the separate gain of the
fixed codebook. Basically, the length of the residual vec-
tor, that is being approximated by the fixed codebook,
can be considered normalized. Hence, the residual vec-
tors will be points on a hypersphere. The task of the
fixed codebook is to populate the hyper sphere in an op-
timal way. If the common assumption, that the samples
of the residual vector after short- and long-term predic-

tion are independent and identically distributed (i.i.d.)
Gaussian, is reasonable, then the normalized residual
vectors in terms of points on the hypersphere will be
a uniform distribution. All (+1,−1)M-tuples will rep-
resent a uniform discrete sampling of the hypersphere
with 2M points, and it seems reasonable to pick the fixed
codebook as a subset of the 2M(+1,−1)M-tuples. Error-
correcting codes are attractive for picking the subset as
they basically maximize the minimum distance between
any two codewords, codevectors in the context of a fixed
codebook, and spread out codewords for maximum cov-
erage. Naturally, a mapping from the (0, 1)M bits of
a error correcting codeword to the (+1,−1)M elements
of the codevector of the fixed codebook is required. The
benefit of such a fixed codebook is that no storage is
required and it lends itself well to efficient methods.

An important additional feature is the realization
that only relatively few nonzero pulses are required.
For analysis-by-synthesis multipulse with only short-
term prediction, the need for few nonzero pulses was
reported in [17.2], where little improvement was ob-
served after 8 pulses per 80 samples (10 ms). Similarly
in the context of CELP, i. e., with long-term prediction
as well, [17.38] reported the need for few nonzero ele-
ments. Although [17.38] includes long-term prediction
an equivalent of four pulses per 40 samples (5 ms) was
reported. However, neither [17.2] nor [17.38] were con-
sidering pulses of binary amplitude, but instead pulses of
arbitrary amplitude. In [17.48,51,52], and [17.49] sparse
binary pulse codevectors were discussed, and in [17.24]
it was proposed along with the definition of the abbre-
viation ACELP and SAC. Technically, sparse (+1,−1)
binary excitation is really (+1, 0,−1) ternary excitation.

The concept of pulse tracks and interleaved permu-
tation codes [17.53, 54] contribute to further reducing
complexity of searching and bit-rate of coding the sparse
binary pulses. Partitioning the sample of an excitation
vector into multiple tracks and applying a permutation
code (resulting in sparse binary pulses) to each track has
proven effective. Furthermore, interleaving the tracks
is typical as it allows the flexibility of high local den-
sity of pulses in the final fixed codebook excitation.

Table 17.1 Example ACELP ISPP excitation structure

Track/code Sample positions Bits

1 0, 5, 10, 15, 20, 25, 30, 35 3+1= 4

2 1, 6, 11, 16, 21, 26, 31, 36 3+1= 4

3 2, 7, 12, 17, 22, 27, 32, 37 3+1= 4

4 3, 8, 13, 18, 23, 28, 33, 38 3+1= 4

5 4, 9, 14, 19, 24, 29, 34, 39 3+1= 4
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Table 17.1 shows an example of a 40 sample ACELP
fixed codebook made up of five single pulse interleaved
permutation codes (5 tracks). Hence, it is a so-called
interleaved single pulse permutation (ISPP) design. It
results in a 5 · (3+1)= 20-bit fixed codebook excitation
with five pulses. Other ACELP interleaved permutation
codes employ multiple pulses per code/track [17.55].

Key advantages of ACELP are that it

• lends itself well to efficient methods,• eliminates the need to store codebook,• offers good speech quality,• is flexible, and• enables the use of large codebooks.

17.11.2 ACELP Efficient Search Methods

Modern ACELP is typically used in conjunction with
the adaptive codebook implementation of the long-term
(pitch) synthesis filter. Hence, the present section will
present the search methods of ACELP in that context.
Furthermore, the perceptual weighting filter of modern
ACELP coders is frequently given by

W(z)= A(z/γ1)

A(z/γ2)
, (17.12)

where A(z) is the unquantized prediction error filter
and 0 < γ2 < γ1 < 1. This form is used here without
limitation, and all equations are easily extended to ac-
commodate any perceptual weighting filter.

The efficient search methods for ACELP are based
on a target signal, t(n), which is basically the weighted
input speech from which contributions from

1. ringing of filter memory
2. adaptive codebook

have been subtracted. Hence, the target signal, t(n), is
in the weighted speech domain. Searching the ACELP
fixed codebook involves finding the entry that minimizes
the MSE between the target signal and the ACELP code-
vector passed through the perceptual weighting filter and
short-term synthesis filter, both with zero memory. This
is illustrated in Fig. 17.8, and it is expressed as

I = arg min
k

(Ek)= arg min
k

{
N−1∑
n=0

[t(n)− yk(n)]2

}
,

(17.13)

where yk(n) is the output from passing the k-th ACELP
codevector through the perceptual weighting filter and
short-term synthesis filter. In terms of the ACELP code-
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Fig. 17.8 Basic ACELP fixed codebook excitation search

vector ck(n) (17.13) is expressed as

I = arg min
k

[
N−1∑
n=0

(t(n)−{h(n)∗ [g · ck(n)]})2
]
,

(17.14)

where h(n) is the impulse response of the weighted
synthesis filter, i. e., the inverse z-transform of

H(z)= 1

Ã(z)
W(z)= 1

Ã(z)

A(z/γ1)

A(z/γ2)
, (17.15)

where 1/ Ã(z) is the quantized short-term synthesis filter.
Note that enhancements to the ACELP codebook can be
included into the impulse response, h(n), without affect-
ing the following search techniques. The enhancements
are in the form of a prefilter, F(z). One such example
is the in-frame pitch enhancement for pitch lags shorter
than the length of the ACELP codevector [17.25, 56]:

F(z)= 1

1−βZ−T
, (17.16)

where T is the pitch lag, and β is a suitable, typically
adaptive, filter coefficient related to the periodicity. This
particular ACELP pitch prefilter is incorporated into
h(n) according to

h(n)← h(n)+βh(n−T ) ,

n = T, T +1, . . . , N−1 . (17.17)

In AMR-WB (adaptive multi-rate) [17.57], the ACELP
prefilter additionally includes a tilt part:

F(z)= 1

1−βZ−T
(1−αz−1) , (17.18)

where also α is adaptive.
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Equation (17.14) is written in vector form as

I = arg min
k

[
(t− gHck)

T (t− gHck)
]

= arg min
k

[
tTt+ g2 (Hck)

T (Hck)

− gtT Hck− g (Hck)
T t
]

= arg min
k

(
tTt+ g2cT

k HT Hck−2gtT Hck
)
,

(17.19)

Table 17.2 Key properties of ACELP excitation in standards

Standard Rate (kbps) ACELP frame Pulses Tracks Bits
size (samples)

G.723.1 5.3 60 4 4 17

G.729 40 4 4 17

G.722.2/AMR-WB 23.85 / 23.05 64 24 4 88

19.85 18 4 72

18.25 16 4 64

15.85 12 4 52

14.25 10 4 44

12.65 8 4 36

8.85 4 4 20

6.6 2 2 12

GSM AMR 12.2 (GSM EFR) 40 10 5 35

10.2 8 4 31

7.95 / 7.4 (TIA EFR) 4 4 17

6.7 (PDC EFR) 3 3 14

5.9 2 2 11

5.15 / 4.75 2 5 9

EVRC Full-rate 53 / 54 8 5 35

Half-rate 3 3 10

VMR-WB Full-rate 64 8 4 36

Voiced and generic half-rate 2 2 12

MPEG-4 8 kHz core 3-12

8 kHz enhancement 40 2

SMV Rate 1/1 type 1 40 8 8 30

Rate 1/1 type 0 40 5

5

5

5

5

4

21

20

20

⎫⎪⎬
⎪⎭⇒ 22

Rate 1/2 type 1 53/54 2

3

5

2

3

5

12

11

11

⎫⎪⎬
⎪⎭⇒ 13

Rate 1/2 type 0 80 2

3

Gaussian

2

3

NA

14

13

13

⎫⎪⎬
⎪⎭⇒ 15

where

t = [t(0)t(1) · · · t(N−1)]T ,

ck = [ck(0)ck(1) · · · ck(N−1)]T ,

H =

⎛
⎜⎜⎜⎜⎜⎜⎝

h(0) 0 · · · 0

h(1) h(0) · · · 0
...

...
. . .

...

h(N−2) h(N−3) · · · 0

h(N−1) h(N−2) · · · h(0)

⎞
⎟⎟⎟⎟⎟⎟⎠
.

According to common procedure in ACELP, the excita-
tion, ck, is found under the assumption of optimal gain g.
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The gain is determined by minimizing the error energy:

∂Ek

∂g
= ∂

∂g

(
tTt+ g2cT

k HT Hck−2gtT Hck
)= 0

⇓
g= tT Hck

cT
k HT Hck

. (17.20)

Inserting this result in (17.19) yields

I = arg min
k

(
tTt−

(
tT Hck

)2

cT
k HT Hck

)
. (17.21)

Since t is independent of the codevector, ck, this is
equivalent to

I = arg max
k

( (
tT Hck

)2

cT
k HT Hck

)
. (17.22)

The numerator is often rewritten in terms of the back-
ward filtered target vector [17.23,53], tb = HTt, and the
search is expressed as

I = arg max
k

( (
tT
b ck

)2

cT
k HT Hck

)
= arg max

k

((
tT
b ck

)2

cT
k Φck

)
,

(17.23)

where Φ = HT H is symmetric and contains the auto-
correlation of the impulse response of H(z):

Φ(i, j)=

⎧⎪⎨
⎪⎩

N−1−i∑
l=0

h(l)h(l+ i− j) , j ≤ i

Φ( j, i) , j> i

.

(17.24)

The backward filtered target tb and the autocorrelation
matrix Φ are calculated prior to searching the ACELP
codebook.

The efficient search methods all explore ways to
most efficiently evaluate (17.23), either in a mathemat-
ically equivalent way, or in a slightly suboptimal way
with only minor sacrifice in performance. The following
subsections will present some of the methods typically
used in ACELP.

Sparse ACELP
In sparse ACELP only relatively few pulses are nonzero,
and if they are binary, the nonzero pulses take on an

amplitude of ±1. The P pulses, P< N , are described
uniquely by the location and amplitude, mi and ai ,
respectively, i = 0, 1, . . . , P−1. Note that ai =±1.
With this notation, the search of (17.23) can be written
as [17.53]

I= arg max
m×a

⎛
⎜⎜⎝

(
P−1∑
i=0

tb(mi )ai

)2

P−1∑
i=0

Φ(mi ,mi )+2
P−2∑
i=0

P−1∑
j=i+1

ai a jΦ(mi ,m j )

⎞
⎟⎟⎠ ,

(17.25)

where the search is identifying the optimal P pulse
positions m= (m0,m1, . . . ,m P−1) and P amplitudes
a = (a0, a1, . . . , aP−1). This search can be performed
in a nested loop so that the addition of one more pulse is
considered in each loop. At the inner most loop, the final
cost function for a given candidate is calculated by one
additional addition and the square to get the numerator,
and P additional additions and one multiplication to get
the numerator. This provides for a very efficient exhaus-
tive search, but as the size of the codebook increases this
quickly becomes impractical [17.53]. Sparse ACELP is
used in all ACELP standards.

A Priori Sign
Studying the numerator of (17.25) it is evident that the
cross correlation will be maximized by setting the pulse
amplitudes, a, basically the pulse signs, to be the same
as the sign of the backward filtered target, tb [17.58].
Accordingly, by setting the pulse signs a priori only the
pulse locations m need to searched. This is achieved
by incorporating the a priori pulse signs into the back-
ward filtering target and correlation matrix prior to the
search [17.58] according to:

t̃b(n)= |tb(n)| , (17.26)

Φ̃(i, j)= sign[tb(i)]sign[tb( j)]Φ(i, j) . (17.27)

and performing the search for pulse positions according
to

I = arg max
m

⎛
⎜⎜⎝

(
P−1∑
i=0

t̃b(mi )

)2

P−1∑
i=0

Φ̃(mi ,mi )+2
P−2∑
i=0

P−1∑
j=i+1

Φ̃(mi ,m j )

⎞
⎟⎟⎠ ,

(17.28)

where, again, the search identifies the optimal P pulse
positions m = (m0,m1, . . . ,m P−1). To eliminate the
multiplication by 2 during the search, all off-diagonal
elements of Φ̃(i, j) can be multiplied by 2 prior to the
search. The a priori determination of the pulse signs is
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Table 17.3 Effectiveness of ACELP focused search [17.53]

Percentage of exhaustive search SNR (dB)

100 22.20

4 22.14

1.6 22.00

0.2 22.05

0.15 21.83

0.05 21.80

0.03 21.50

not in general equivalent to the exhaustive search given
by (17.25). It is used in G.729 [17.46], G.723.1 [17.25],
EVRC [17.26], and GSM-EFR [17.56] among others.
Note that the presetting of the sign can be based on
the sign of a signal that is a linear combination of
the backward filtered target and the long-term predic-
tion residual [17.56] (or a similarly suitable signal), and
hence not only based on the sign of the backward-filtered
target.

Focused Search
Various focused search methods exist [17.53, 54, 58].
Generally, the P pulses are searched in nested loops and
constraints on the correlation,

C =
p−2∑
i=0

t̃b(mi ) , p < P , (17.29)

are set up to disregard subsections of the ACELP code-
book (represented by entry into the p-th loop) if the
correlation C does not meet a predefined threshold.
A table from [17.53] is reproduced in Table 17.3, il-
lustrating this in the form of the relation between the
percentage of exhaustive search and the SNR for a sen-
tence spoken by a female talker. The threshold can be
calculated in various ways. It can be based on the max-
imum possible correlation of the existing p−1 pulse
candidates, or the average correlation over their possible
positions, or a combination thereof as in [17.58]. Gener-
alizing [17.58] leads to a threshold based on maximum
pulse correlation

Cmax =
p−2∑
l=0

max
i∈Tl

[
t̃b(i)

]
(17.30)

and average pulse correlation

Cavg =
p−2∑
l=0

avgi∈Tl

[
t̃b(i)

]
. (17.31)

In (17.30) and (17.31), Tl is the set of possible pulse posi-
tions of pulse l. The threshold can then be constructed as
a combination of the maximum and average correlation:

Cthr = Cavg+αthr(Cmax−Cavg) . (17.32)

This will reduce the average complexity. To have a firm
limit on the worst-case complexity a threshold on the
number of times a certain loop can be entered may
be enforced [17.58]. A very large part of the ACELP
codebook can be ruled out this way.

Depth-First Tree Search Procedure
As the number of pulses P increases, additional
methods can be used to search the effectively increas-
ing codebook efficiently. One such method is used
in G.729 Annex A [17.59], GSM-EFR [17.56], and
AMR-WB [17.57]. The depth-first tree search procedure
would typically be used instead of the focused search to
further reduce complexity. The set of P pulses is di-
vided into Nm subsets, typically with an equal number
of M pulses in each. While the subsets are searched se-
quentially, the pulses in each subset are searched jointly.
First subset 1, then subset 2, etc. Subsequent sets are
searched given the pulses of previous sets. This search
is performed iteratively, circulating the assignment of
pulses to tracks. For instance, at the first iteration the
first two pulses can be assigned to tracks 0 and 1, while
for the second iteration the first two pulses can be as-
signed to tracks 2 and 3, etc. In the second iteration the
last two pulses can be assigned to tracks 0 and 1.

A reference signal may be constructed to assist in se-
lecting a subset of pulse positions to consider in a given
track. As an example, with pulses 0 and 1 being as-
signed to tracks 2 and 3 (each of eight positions), based
on the reference signal, only four positions in track 2
are preselected for consideration for pulse 0. Such pre-
selection reduces complexity. Techniques like this can
be used to control the complexity and balance complex-
ity of multiple rates in a speech coder. The AMR-WB
speech coder [17.57] provides a good example of this
technique. The reference signal is typically identical to
the signal used to set the signs a priori (Sect. 17.11.2). It
can be the backward filtered target signal as in [17.60],
a linear combination of the backward filtered target and
the long-term prediction residual signals as in [17.57],
or some other suitable signal.

In G.729A, the depth-first tree search is used instead
of the focused search of G.729 and provides a direct
comparison. It results in a very significant saving of
5 MIPS (million instructions per second) at the cost of

Part
C

1
7
.1

1



Analysis-by-Synthesis Speech Coding 17.12 Conjugate Structure CELP (CS-CELP) and CS-ACELP 377

a slight degradation in performance, about 0.2 dB SNR
according to [17.60].

17.11.3 ACELP in Standards

A number of speech coding standards utilizes the
ACELP excitation, that is, the sparse binary pulse
excitation. In grouping by standards body: ITU-T
G.723.1 [17.25] (ACELP for the 5.3 kbit/s rate, mul-
tipulse for the 6.3 kbit/s rate), ITU-T G.729 [17.46],
ITU-T G.722.2 [17.61], ETSI GSM-EFR (Euro-
pean Telecommunications Standards Institute) [17.56],
ETSI/3GPP GSM AMR (3-rd Generation Partnership
Project) [17.62], 3GPP GSM AMR-WB [17.57], TIA-
127 EVRC (enhanced variable rate codec) [17.26],
TIA-136 EFR [17.63], TIA/3GPP2 SMV [17.64],
3GPP2 VMR-WB [17.28], ARIB PDC-EFR (Associ-
ation of Radio Industries and Businesses), and MPEG-4
CELP (Moving Pictures Expert Group) narrow-band
audio [17.65].

It should be noted that ITU-T G.722.2 and 3GPP
GSM AMR WB is the same wide-band multirate speech

coder. It was initially standardized for cellular by 3GPP
and subsequently submitted to the ITU for consideration
in an, at the time, ongoing standardization effort of wide-
band coding of speech at around 16 kbit/s. It should
also be noted that the AMR-WB rate of 12.65 kbit/s is
interoperable with one of the rates of 3GPP2 VMR-WB.
Furthermore, the GSM EFR is identical to the 12.2 kbit/s
rate of ETSI/3GPP AMR, TIA-136 EFR is equivalent
to the 7.4 kbit/s rate of AMR, and ARIB PDC-EFR
is equivalent to the 6.7 kbit/s rate of AMR. Note that
it can be somewhat confusing that multiple standards
bodies use the same acronym, EFR. The MPEG-4 CELP
is really somewhat of a hybrid between ACELP and
multipulse as it doesn’t use binary or ternary pulses, but
instead apply a VQ of the pulse amplitudes. Similarly,
TIA/3GPP2 SMV is a hybrid as it is based on sub-
codebooks where most sub-codebooks are ACELP-like,
but one is different, and the codebooks are weighted
differently in selecting the overall best excitation.

Table 17.2 summarizes some of the key properties
of the ACELP fixed codebook excitation structures used
in the standards listed above.

17.12 Conjugate Structure CELP (CS-CELP) and CS-ACELP
Conjugate structure CELP (CS-CELP) introduces con-
jugate structure VQ for CELP. It was originally proposed
in [17.66] for CELP. However, earlier the conjugate
structure was used in other coders, e.g., in transform
coding [17.67]. Generally, conjugate structure VQ con-
structs the output codevector ci, j as a linear combination
of the output codevectors from two codebooks ci and c j
respectively:

ci, j = α1 · ci +α2 · c j . (17.33)

The advantages of the conjugate structure compared to
a single VQ is threefold [17.66]:

• improves resilience to bit-errors,• reduces memory requirement,• facilitates reduced complexity methods.

These advantages are demonstrated in [17.66]
and [17.68], which also present methods to train the
conjugate structure codebooks. Furthermore, [17.66]
and [17.68] present an 8 kb/s CS-CELP speech coder
where the conjugate structure is used for both the
fixed codebook excitation and the joint quantiza-
tion of the subframe based adaptive codebook gain

and fixed codebook gain. This coder was submit-
ted by NTT for the ITU-T (CCITT at the time)
G.729 standardization. Although the coder was not
standardized as G.729, techniques from multiple can-
didates were merged and eventually formed G.729.
The resulting G.729 standard [17.46] uses the con-
jugate structure for the 2-dimensional joint VQ of
the subframe based adaptive codebook gain and fixed
codebook gain. In G.729 the linear combination of
the codevectors from the two codebooks is a sim-
ple summation, and the conjugate structure codevector
is

ci, j = ci + c j . (17.34)

One codebook has a bias towards the element corre-
sponding to the fixed codebook gain, while the other
codebook has a bias towards the element corresponding
to the adaptive codebook gain. This allows open-loop
preselection of both codebooks based on the respective
dominant parameter. This leaves only a subset (a quarter)
for the more-complex joint closed-loop search without
any noticeable degradation compared to an exhaustive
closed-loop search [17.58].
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378 Part C Speech Coding

17.13 Relaxed CELP (RCELP) – Generalized Analysis by Synthesis
Relaxed CELP (RCELP) [17.69] has become syn-
onymous with a specific and practical usage of the
generalized analysis-by-synthesis principle proposed
in [17.15,70]. The basic idea of generalized analysis-by-
synthesis is to relax the waveform matching constraint
of CELP without affecting the speech quality. In prin-
ciple, a relaxation of the waveform matching can be
incorporated into the error criterion. However, gener-
alized analysis-by-synthesis proposes a general signal
modification function, that is applied to the original sig-
nal, constrained to provide a perceptually similar signal.
The idea is to modify the signal into a signal that is
simpler to represent (in the sense of minimizing dis-
tortion relative to the modified signal), yet perceptually
indistinguishable from the original. The fundamental
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Fig. 17.9 Basic analysis by synthesis
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Fig. 17.10 Generalized analysis by synthesis

and the generalized analysis-by-synthesis paradigms as
presented in [17.15] are depicted in Figs. 17.9 and 17.10,
respectively.

17.13.1 Generalized Analysis by Synthesis
Applied to the Pitch Parameters

Application of generalized analysis-by-synthesis to the
pitch parameters implies that one or both of the pitch
period contour and the pitch gain contour of the speech
signal is modified for easier encoding. A detailed dis-
cussion of the application to the pitch period and gain
is available in [17.70]. Typically, the pitch period and
pitch gain are updated approximately every 5 ms. The
idea of RCELP is to update and encode them far less fre-
quently, e.g., every 20 ms, and then use an interpolated
pitch period contour and pitch gain contour through-
out the 20 ms. This is justified by the observation that
the pitch period and periodicity of voiced speech evolve
slowly. In order to maintain the coding efficiency when
using the interpolated pitch period and gain (compared
to the more-frequent update), the speech signal must
be modified to follow these contours. Otherwise, the
waveform matching of the analysis-by-synthesis princi-
ple will break down as the interpolated pitch period and
gain will result in a pitch contribution from the adap-
tive codebook (or equivalently, the pitch predictor) that
is misaligned with the reference signal for the analysis-
by-synthesis. Since the pitch evolution in voiced speech
is slow, typically only minor adjustments to the speech
signal are necessary and without impact to the speech
quality. This was demonstrated in [17.69] where sub-
jective results showed that the modified speech received
mean opinion scores (MOS) very close to those of the
original speech, at a level similar to those of 64 kbit/s
μ-law (Table 17.4).

Besides exploiting the typical slow evolution of the
pitch period to reduce the bits required to encode the
pitch period, RCELP can also save the bits otherwise
often used to specify fractional pitch lags. Basically,
the speech can be modified to fit an interpolated pitch
period contour specified by integer lags. Note that the
interpolated pitch period contour will have fractional

Table 17.4 MOS of RCELP signal modification [17.69]

MOS–IRS input MOS–flat input

64 kb/s μ-law 3.94 4.03

modified speech 3.90 3.99
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Analysis-by-Synthesis Speech Coding 17.13 Relaxed CELP (RCELP) – Generalized Analysis by Synthesis 379

lags, but at the points of transmission the pitch lag has
integer values.

Application to the Pitch Period
Although [17.70] discusses the application of general-
ized analysis-by-synthesis to both the pitch period and
the pitch gain, in speech coding standards, the appli-
cation to the pitch period has found the widest usage.
Accordingly, the application of generalized analysis-by-
synthesis to the pitch period is commonly referred as
RCELP. In narrow-band speech coding this can bring
the bit allocation for the pitch period from 8+5+8+5
bits to seven bits for a 20 ms frame. This is a significant
saving that frees up bits for improving quantization of
other parameters of the coder. In practice the pitch pe-
riod may be estimated open loop and used to create an
interpolated continuous pitch track. The speech signal is
subjected to minor adjustments in order to fit this inter-
polated pitch track. Often the adjustments are carried out
through time warping and conveniently carried out in the
short-term prediction residual domain [17.15]. The mod-
ified residual signal can be passed through the short-term
synthesis filter or the weighted synthesis filter in order
to obtain the modified speech signal or the modified
weighted speech signal, respectively. For lower com-
plexity, time shifting of sequential blocks can be applied
instead of time warping [17.69]. Later, [17.71] proposed
to carry out the signal modification in the weighted
speech domain and use a combination of time warp-
ing and time shifting of blocks for modifying the speech
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Fig. 17.11 Principle of RCELP

signal. The method only shifts the high-energy blocks
(supposedly containing the pitch pulse and immediate
vicinity), while the low-energy blocks are time warped to
adjust the pitch period. Effectively, this method does not
alter the local waveform properties of the pitch pulses.

The general sequence of operations for RCELP are:

1. estimate open loop pitch,
2. create pitch contour,
3. create target signal for modifying the speech,
4. modify the speech, and
5. generate the adaptive codebook contribution.

This is depicted in principle at a high level in
Fig. 17.11, where the generation of the adaptive code-
book contribution takes place inside the encoder like
usual, except now according to a pitch contour as op-
posed to a fixed pitch. Note that the additional blocks in
Fig. 17.11 as compared to Fig. 17.9 belong to the encoder
just like the signal modifier in Fig. 17.10. Further-
more, the decoder would comprise identical functions
to

1. create the pitch contour, and
2. generate the adaptive codebook contribution accord-

ing to the pitch contour.

Note that Fig. 17.11 should be viewed at a conceptual
level as the actual signal modification could take place
in any domain, but with a corresponding modified input
signal.

Estimate Open-Loop Pitch. It is critical for optimal per-
formance of RCELP to get a good estimate of the pitch
period. Typically, it is estimated in an open loop manner
at the boundary of each frame. The pitch period towards
the end of frame m is denoted by pp(m).

Create Pitch Contour. In the general case where the
pitch period of the previous frame, pp(m−1), and the
current frame pp(m) are relatively close, the pitch period
contour is created as a continuous interpolation between
the two. A simple continuous interpolation is the linear
interpolation between the two pitch periods:

ppc(m, n)= n+1

N+1
pp(m)+ N−n

N+1
pp(m−1) ,

n = 0, 1, . . . , N−1 . (17.35)

The continuous interpolated pitch period contour is re-
ferred as the interpolated pitch contour in the following.

Create Target Signal for Modifying the Speech. In
order to modify the speech signal to follow the in-
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380 Part C Speech Coding

Table 17.5 Properties of RCELP in standards

Standard RCELP mode Time-scale search Time-scale modification Max. delay

Domain Resolution Domain Method drift

EVRC Continuous Short-term residual (1/8)-th sample Short-term residual Interpolation

SMV Switched Weighted speech (1/10)-th sample Weighted speech Interpolation & ±2.5 ms

block shifting

VMR-WB Switched Weighted speech (1/8)-th sample Short-term residual Block shifting 0 ms

terpolated pitch period contour a target signal can be
constructed. One possibility is to extrapolate the pre-
viously modified speech signal according to the pitch
contour and use this as a target for modifying the
time-scale of the speech signal of the current frame.
Note that in practice, the time-scale modification of
the speech signal can take place in any domain. As an
example, in EVRC [17.26] it takes place in the short-
term residual signal domain, in SMV [17.64] it takes
place in the weighted speech signal domain, and in
VMR-WB [17.28] the actual time-scale modification is
done in the short-term residual signal domain, but the
time-scale modification is calculated in the weighted
speech signal domain.

Modify the Speech. The speech signal can be modified
in multiple ways, and in multiple domains as men-
tioned above. The goal is to modify the time-scale of
the speech signal so that it follows the interpolated
pitch contour. With the target signal described above,
this can be achieved by modifying the time-scale of
the speech signal so as to maximize the correlation
between the modified speech signal and the target sig-
nal. If the time-scale modification is carried out on
a pitch period by pitch period basis, then it becomes
a matter of identifying the pitch pulses and perform
time-scale modification so that the pitch pulses of the
modified speech signal lines up with the pitch pulses
of the target signal. The time-scale modification can
be carried out either by time warping in the form of
resampling, time shifting of blocks, or a combination
thereof.

Generate the Adaptive Codebook Contribution. The
final step is to generate the adaptive codebook (or
equivalently, the pitch predictor) contribution. Based
on the past short-term synthesis filter excitation the
adaptive codebook contribution is generated by signal
interpolation according to the interpolated pitch contour.
Fractional resolution in the order of 1/8-th is generally
used, and truncated sinc windows are used for the signal
interpolation.

A number of practical issues need to be considered
when using RCELP:

1. pitch dependence
2. delay drift
3. pitch doubling and halving
4. complexity

Pitch Dependence. Not surprisingly, there is a strong
dependency on the pitch period estimation. If the pitch
period estimation is not of sufficient accuracy, naturally,
degradation in performance should be expected. Fur-
thermore, RCELP works the best for voice speech with
slow evolution of the pitch period. Accordingly, some
coders have separate mode(s) with more frequent update
of the pitch period for frames where a single interpo-
lated pitch contour is not expected to provide satisfactory
performance.

Delay Drift. Generally, a variable delay is introduced
during the signal modification. This contributes to the
overall system delay, and it may drift. Typically, a con-
straint on the maximum delay drift of about 3 ms is
enforced during RCELP. One exception is VMR-WB
where the pitch contour is constrained to provide per-
fect time synchrony between the original speech and
the modified speech at frame boundaries. This means
that there is no additional delay from RCELP in this
implementation.

Pitch Doubling and Halving. Pitch doubling and halv-
ing can present a significant challenge if RCELP is used
continuously. For multimode coders an alternative mode
with more frequent pitch period updates without pitch
period interpolation could be used in such cases. How-
ever, solutions to continuously use RCELP also for pitch
doubling and halving are discussed in [17.70].

Complexity. As reported in [17.70] the complexity of
initial versions was very high. Some initial experimental
versions were reported to be 75 million operations per
second (MOPS), but projections indicated solutions with
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Analysis-by-Synthesis Speech Coding 17.14 eX-CELP 381

a complexity of about 15 MOPS would be achievable.
Such solutions have since materialized in the form of
standards such as EVRC, SMV, and VMR-WB which
are all around 40 weighted MOPS (WMOPS) or less for
full duplex encoding and decoding.

17.13.2 RCELP in Standards

RCELP is utilized in a number of standards to efficiently
represent the pitch period: TIA-127 EVRC [17.26],

TIA/3GPP2 SMV [17.64], 3GPP2 VMR-WB [17.28],
and it was part of a proposal for the ITU-T 4 kb/s
standardization effort [17.8] before that effort was aban-
doned by the ITU. Although, those standards implement
RCELP in different ways and variations, they all achieve
the same goal of reducing the bit rate required to repre-
sent the pitch period. Some apply RCELP continuously
while others apply RCELP only for specific modes.
Some of the RCELP features of these standards are
summarized in Table 17.5.

17.14 eX-CELP

The eXtended CELP (eX-CELP) technique [17.71] is
more a collection of techniques or a general approach
than a single specific technique. The general idea is
to emphasize the perceptual important features during
encoding within the context of analysis-by-synthesis.
Basically, the closed-loop waveform matching of
analysis-by-synthesis is relaxed by combining open-
loop and closed-loop control. The necessity to relax
the strict waveform matching originates from the ob-
servation that at low bit rate it is not possible to achieve
toll quality through strict waveform matching, and in-
stead emphasis on the perceptually important features is
necessary. This is achieved by incorporating signal clas-
sification into weighting, using RCELP-like techniques,
combining open-loop and closed-loop, designing the
fixed codebook with multiple sub-codebooks addressing
different signal characteristics, and utilizing multimode
encoding.

Signal Classification. eX-CELP uses elaborate signal
classification. As many as six classes are used [17.27]:

• silence/background noise• stationary unvoiced• nonstationary unvoiced• onset• nonstationary voiced• stationary voiced

The classification takes place in multiple stages and is
refined as information becomes available in the algo-
rithm.

Signal Modification. The signal modification algo-
rithm not only modifies the pitch contour to allow
a lower bit rate for the encoding of the pitch period
like RCELP, it also modifies the speech signal to in-

crease the pitch contribution of the adaptive codebook.
According to [17.71], it uses waveform interpolation or
harmonic smoothing to pre-smooth voiced transition ar-
eas in an open-loop manner. This results in faster buildup
of the adaptive codebook. The underlying objective is
to increase/enhance the pitch contribution as much as
possible without introducing noticeable distortion to the
signal.

Combination of Open-Loop and Closed-Loop. The
algorithm combines open-loop and closed-loop exten-
sively. One example is the gain quantization. It is well
known that for background noise, accurate waveform
matching is not necessary for a perceptual accurate re-
production. However, features such as a natural (smooth)
energy contour and a dense excitation is more important.
Hence, in the presence of background noise the gain
quantization favors open-loop over close-loop, and it
aims at maintaining a smooth energy contour. Similarly,
it would favor selection of excitation from a relatively
denser codebook.

Fixed Codebook. The fixed codebook is made up of mul-
tiple sub-codebooks of varying pulse density and even
a sub-codebook of dense random-like noise. Each sub-
codebook is designed and tuned with a certain type of
signal or speech in mind. Each codebook is generally
searched according to the analysis-by-synthesis princi-
ple, but the selection between the best outputs of the
various sub-codebooks is influenced by the classifica-
tion information, and other signal parameters such as
estimate of background noise level and peakiness of the
speech.

Multimode. eX-CELP distinguishes between two fun-
damentally different encoding modes, types 0 and 1.
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Table 17.6 Key general features of type 0 and type 1 coding modes in eX-CELP

Entity Type 0 Type 1

Signal character All other Staitonary voiced

Subframes Fewer More

Pitch period (adaptive codebook) Subframe based Frame based

Fixed codebook Pulse & Gaussian sub-codebooks Pulse sub-codebooks

Adaptive codebook gains Joint 2-D VQ (subframe based) A priori VQ (frame based)

Fixed codebook gains Joint 2-D VQ (subframe based) A posteriori VQ (frame based)

Table 17.7 MOS of SMV at various operating points [17.71]

Coder Average MOS MOS
bit rate (clean (noisy

speech) speech)

EVRC x 3.58 3.35

SMV Mode 0 1.0 · x 3.90 3.57

SMV Mode 1 0.71 · x 3.64 3.53

SMV Mode 2 0.56/0.60 · x 3.46 3.53

Table 17.8 MOS of 4 kbit/s eX-CELP [17.8]

Input Coder MOS

MIRS G.726 3.14

(modified intermediate G.729 3.43

reference system) 4 kb/s eX-CELP 3.36

Flat G.726 3.12

G.729 3.27

4 kb/s eX-CELP 3.32

The bit allocation, the quantization methods, and even
the subframe structure for the two modes can be dif-
ferent. In type 1, targeting stationary voiced speech,
the subframe adaptive codebook gains are prequan-
tized open-loop using VQ prior to subframe processing,
while fixed codebook gains are left unquantized dur-

ing subframe processing and quantized jointly using
VQ after subframe processing is complete. For type 0,
a more-conventional joint two-dimensional VQ of the
subframe based adaptive and fixed codebook gains is
used. However, the gain estimation and quantization is
still not strictly analysis-by-synthesis for type 0, as fo-
cus remains on producing a perceptually faithful output,
mixing open-loop and closed-loop. Key general features
of the two types are listed in Table 17.6.

17.14.1 eX-CELP in Standards

The 3GPP2 SMV standard [17.64] is based on
eX-CELP. Table 17.7 is reproduced from [17.71]
and compares the MOS scores of SMV at vari-
ous operating points of quality versus average bit
rate with EVRC. The third column contains the
MOS scores for clean speech, and the fourth column
contains the MOS scores of speech in background
noise. Also one of the promising ITU-T 4 kbit/s
candidates [17.8] was based on eX-CELP. Some
MOS scores comparing the performance to 32 kbit/s
G.726 and 8 kbit/s G.729 are reproduced in Ta-
ble 17.8.

17.15 iLBC

The iLBC coder [17.31, 32] is quite different from
other analysis-by-synthesis speech coders. Most other
analysis-by-synthesis speech coders use a long-term pre-
dictor or an adaptive codebook continuously and across
the frame boundaries. Due to the relatively large bulk
delay in repeating the previous waveform stored in the
long-term predictor memory or the adaptive codebook,
if a frame is lost, the degrading effect tends to propa-
gate a while. The iLBC coder attempts to address this
issue and improve the robustness against frame loss. It
achieves this by employing block-independent coding
of the adaptive codebook. In other words, the adaptive
codebook of each speech frame is encoded independent

of the previous frames. Therefore, if a frame is lost,
the quality degrading effect due to a mismatched adap-
tive codebook is limited to the lost frame and will not
propagate to the future frames.

Of course, the improved robustness does not come
for free. By not allowing the adaptive codebook to be
used across the frame boundaries, the iLBC coder gives
up the opportunity to exploit the corresponding long-
term redundancy in the speech signal across the frame
boundaries. Therefore, for clear channel it inevitably
sacrifices the output speech quality to some extent when
compared with more-conventional CELP coders. In ef-
fect, the iLBC coder makes a trade-off between the
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speech quality in clear-channel and the speech qual-
ity under frame loss conditions. Given that the iLBC
coder was developed for voice over internet protocol
(VoIP) over the general Internet that can have a fairly
high packet loss rate, it is reasonable for iLBC to make
such a trade-off.

The iLBC coder was standardized as an IETF experi-
mental standard [17.32]. It has two versions: a 13.3 kb/s
version with a 30 ms frame size and 10 ms look-ahead,
and a 15.2 kb/s version with a 20 ms frame size and 5 ms
look-ahead. The two versions divide each speech frame
into 5 ms subframes. The short-term prediction residual
signal is first calculated. The two consecutive subframe
of residual having the largest weighted energy are iden-
tified. Within these two subframes, the start state (seg-
ment) is selected as either the first S samples or the last
S samples of the two consecutive subframes, depending
on which segment has a higher energy. The integer S is
57 or 58 samples, depending on whether it is the 20 ms
version of iLBC or the 30 ms version. The adaptively
selected start state is encoded with scalar quantization
without using information in the previous frames.

A dynamic codebook encoding procedure first en-
codes the remaining samples in the two subframes

containing the start state. Next, it encodes the remain-
ing subframes forward in time, and then it encodes the
remaining subframes backward in time. The maximum-
energy selection criterion allows iLBC to capture the
pitch epoch of a pitch cycle waveform or the onset
of voiced segments as the start state. The forward–
backward approach mentioned above then allows an
adaptive codebook to be constructed and used in the en-
tire current frame without using the adaptive codebook
in the previous frames.

There are further details in the codebook search
method and how iLBC encodes the codebook gains and
re-scale the gain for power matching after encoding.
Interested readers are referred to [17.32].

It should be noted that even though iLBC performs
frame-independent coding of the adaptive codebook, the
iLBC coder is not completely frame independent. At
least the short-term synthesis filter memory from the
previous frame is still used when starting the encoding
and decoding operation in the current frame. This means
that iLBC still has a slight error propagation from one
frame to the next, although the degree of error prop-
agation is significantly smaller than that of the other
conventional CELP coders.

17.16 TSNFC

Two-stage noise feedback coding (TSNFC) [17.72] is
a relatively new class of analysis-by-synthesis coders

� ���

�
'

�

�
'

�'

� ��� �+ ���ET
*���!���

�+ ���

� ���

���
�
	����% 	 ���

�% ���

�	 ���

�+ ���
H
��
�
	����%

 % ��� � �

�	 ��� 	 ��� � �

Fig. 17.12 TSNFC encoder structure

although it builds on the decade-old technique of noise
feedback coding (NFC) [17.16, 73]. The ANSI Amer-
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384 Part C Speech Coding

ican national standard BV16 coder [17.33] and the
similar wide-band version BV32 are based on TSNFC.
While the original NFC uses sample based quantiza-
tion of the excitation signal and has less in common
with analysis-by-synthesis, the recent extension of NFC
to TSNFC and the development of CELP-like VQ
techniques [17.72, 74] for vector quantization of the
excitation signal have created a commonality between
TSNFC and CELP, making a brief overview in the
context of analysis-by-synthesis relevant.

One structure for TSNFC is shown in Fig. 17.12. It
clearly looks nothing like a CELP coder, compare to
Fig. 17.5. The short-term predictor, Ps(z), is equivalent
to the short-term predictor of CELP coders and results
in a short-term prediction error filter given by

A(z)= 1− Ps(z) . (17.36)

Similarly, the long-term predictor Pl(z) corresponds to
the pitch predictor of CELP (or the adaptive codebook).
Before TSNFC is described in more detail another in-
teresting observation in relation to analysis-by-synthesis
can be made. Studying the TSNFC encoder structure in
Fig. 17.12 one can observe the decoder output speech,
s̃(n), being generated as part of the quantization process
of the excitation. Conceptually, every codevector of the
VQ codebook is fed through the structure in Fig. 17.12
and the candidate minimizing the MSE of q(n) is se-
lected as the output of the VQ. With a short-term noise
feedback filter given by Ns(z)−1, minimizing the MSE
of q(n) will result in a spectral envelope of the quantiza-
tion noise, e(n)= s̃(n)− s(n) given by Ns(z). Hence, the
spectral envelope of the coding noise can be controlled
directly by Ns(z). This has a parallel to the CELP coder
where the spectral envelope of the coding noise is con-
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Fig. 17.13 TSNFC ZSR structure

trolled by the inverse of the perceptual weighting filter.
Hence, a CELP coder with a perceptual weighting filter
of

W(z)= A(z/γ1)

A(z/γ2)
, 0< γ2 < γ1 < 1 , (17.37)

and a TSNFC coder with a short-term noise feedback
filter of

Ns(z)−1= A(z/γ2)

A(z/γ1)
−1 , 0< γ2 < γ1 < 1

(17.38)

will both result in a coding noise with a spectral envelope
shaped according to

Ns(z)= A(z/γ2)

A(z/γ1)
. (17.39)

Similarly, the TSNFC structure in Fig. 17.12 will result
in a coding noise with spectral fine structure shaped ac-
cording to Nl(z). A suitable choice according to [17.33]
is

Nl(z)= 1+βz−T , (17.40)

where β is the long-term noise feedback filter coefficient
and T is the pitch period. Typically, β is adaptively
controlled by the pitch analysis, and 0≤ β ≤ 1.

Derivation of short-term predictor coefficients and
quantization thereof can be carried out with appropri-
ate techniques from the literature, similarly with the
estimation and quantization of the long-term predictor
parameters. The methods and structures for VQ of the
excitation and the similarities to analysis-by-synthesis
in CELP coders will be discussed in more detail in the
following.
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Analysis-by-Synthesis Speech Coding 17.16 TSNFC 385

17.16.1 Excitation VQ in TSNFC

Similar to CELP it is advantageous to apply the superpo-
sition principle when calculating the error signal, q(n),
for the excitation VQ. It is calculated as the superposi-
tion of the zero state response (ZSR), qZSR(n), and the
zero-input response (ZIR), qZIR(n) [17.72]. With a min-
imum pitch lag being greater than the dimension of the
excitation VQ, the structure in Fig. 17.12 reduces to the
ZSR structure in Fig. 17.13. This structure is simplified
as shown in Fig. 17.14 according to [17.74], where H(z)
with the short-term noise feedback filter of (17.38) is
given by

H(z)= QZSR(z)

Ũ(z)
=− 1

Ns(z)A(z)

=− A(z/γ1)

A(z/γ2)A(z)
. (17.41)

The ZIR structure is derived from Fig. 17.12 as shown
in Fig. 17.15. Typically in TSNFC, a relatively short di-
mension of the excitation VQ is used. In BV16 [17.33]
a 4-dimensional excitation VQ is used. The frame size
is 40 samples (5 ms) during which A(z) remains con-
stant. Hence, the codebook needs only to be filtered
with H(z) according to Fig. 17.14 once per frame, or
equivalently, once per 10 codebook searches. In other
words, the filtered codebook is generated only once per
10 codebook searches. The filtered codebook vectors
are denoted qZSR(k, n), where k indicates the code-
book index, k = 0, 1, . . . , K −1. On the other hand,
the ZIR, qZIR(n) needs to be generated for every four-
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Fig. 17.15 TSNFC ZIR structure

�
ET

*���!���

�+ ���
� ���

���� ���

Fig. 17.14 Simplified TSNFC ZSR structure

sample excitation vector. However, it is independent of
the codebook vectors. Hence, on a frame basis:

• the filtered codebook vectors need to be generated
once,• the 10 ZIR vectors needs to be generated, once for
each four sample excitation vector,• and after each of the 10 codebook searches and be-
fore the next ZIR calculation the filter memories
need to be updated.

Efficient methods for updating the filter memory is pre-
sented in [17.74]. The codebook search is carried out
efficiently according to

kopt = arg min
k

{
N−1∑
n=0

[qZIR(n)+qZSR(k, n)]2

}
,

(17.42)

where N = 4 in the example above. With a signed code-
book as in BV16, and using vector form notation, this
reduces to

kopt = arg min
k

{
E [qZSR(k)]

s± R [qZSR(k), qZIR]
}
,

(17.43)
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386 Part C Speech Coding

Table 17.9 MOS of BV16

Coder MOS

G.711 3.91

G.726 3.56

G.728 3.54

G.729 3.56

BV16 3.76

Table 17.10 MOS of BV32

Coder MOS

G.722 @ 48 kb/s 3.60

G.722 @ 56 kb/s 3.88

G.722 @ 64 kb/s 3.96

BV32 4.11

where s indicates the sign, and

E [qZSR(k)]=
N−1∑
n=0

q2
ZSR(k, n)

R [qZSR(k), qZIR]=
N−1∑
n=0

qZSR(k, n) ·qZIR(n) .

Note that the optimal sign is given as the opposite sign
of the correlation, and hence, effectively, only half the

codevectors need to be searched. Similarly, with a signed
codebook only half the codevectors need to be filtered
with H(z) as the other half of filtered codevectors are
given by simple negation. In (17.43), E [qZSR(k)] can be
pre-computed before the first of the 10 excitation vectors
is quantized. Hence, the only search-loop computation
ends up being the calculation of R [qZSR(k), qZIR]. These
techniques are very similar to techniques used in CELP
coding, but now applied to the TSNFC structure.

17.16.2 TSNFC in Standards

The PacketCable, SCTE, and ANSI BV16 standard for
voice over cable is based on TSNFC. BV16 is a narrow-
band coder and has an algorithmic delay of 5 ms, a bit
rate of 16 kbit/s, a complexity comparable to G.729A
(significantly lower than G.729 and G.728). Results from
a formal subjective test of BV16 are summarized in Ta-
ble 17.9. CableLabs has also included BV32 [17.30],
a wide-band version of BV16, in PacketCable 2.0 codec
and media specification [17.75]. BV32 also has an
algorithmic delay of 5 ms, a bit-rate of 32 kbit/s, a com-
plexity comparable to G.729 (significantly lower than
G.722.2/AMR-WB), and a subjective quality better than
64 kbit/s G.722. Formal subjective test results of BV32
are summarized in Table 17.10.

17.17 Embedded CELP

The recently standardized ITU-T G.729.1 coder [17.76]
is a bit-rate- and bandwidth-scalable embedded coder
based on G.729. The 16 kHz sampled wide-band in-
put speech is split into equal-bandwidth high and low
bands with a quadrature mirror filterbank (QMF). The
low-band (narrow-band) signal is encoded with the
narrow-band core (also referred as Layer 1) layer. Al-
though the frame size of G.729.1 is 20 ms as opposed
to the 10 ms frame size of G.729, the core layer is bit-
stream compatible with G.729. However, G.729.1 has
a significantly longer algorithmic delay. The algorithmic
delay of G.729 is 15 ms while the algorithmic delay of
G.729.1 is 48.9375 ms. Layer 2 is a 4 kb/s narrow-band

Table 17.11 Overview of G.729.1 embedded CELP

Layer Technology Analysis by synthesis Bandwidth Cummulative bit rate

1 ACELP Yes 50–4000 Hz 8 kb/s

2 ACELP Yes 50–4000 Hz 12 kb/s

3 TDBWE No 4000–7000 Hz 14 kb/s

4–12 TPC No 50–7000 Hz 16–32 kb/s

embedded enhancement layer to G.729. Layers 3–12
provide wide-band (50–7000 Hz) capability at a total
bit rate increasing from 14 kbit/s to a maximum of
32 kb/s at increments of 2 kb/s per layer. An overview of
the encoder is presented in Fig. 17.16. Layer 3 encodes
the high-band signal using time-domain bandwidth ex-
tension (TDBWE) [17.76]. Layers 4–12 encode the
weighted error signal from the narrow-band layer 1 and 2
embedded CELP coder, 50–4000 Hz, jointly with the
high-band signal, 4000–7000 Hz. A transform predic-
tive coder (TPC) with time-domain aliasing cancelation
(TDAC) is utilized for layers 4–12. The coder sends re-
dundant information to the decoder in order to mitigate
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Fig. 17.16 High-level block diagram of G.729.1

the effect of frame loss. This information is calculated
with the frame erasure concealment (FEC) encoder and
comprises information pertaining to the narrow-band
embedded CELP coder in order to speed up recovery
of the CELP decoder after frame loss. The information
includes

• signal classification information• estimated position of the last glottal pulse• energy calculated as either maximum or average
sample energy (dependent on signal classification)

Table 17.12 elaborates the FEC encoded information
with bit-allocation and information regarding which
layer includes the additional information. It should be
noted that the FEC information is only available if the
layers listed in Table 17.12 are actually received by the
decoder.

Table 17.12 Redundant information included in G.729.1
bitstream to help embedded CELP coder recover from
frame loss

Information Location Bit allocation

Classification Layer 2 2 bits

Glottal pulse location Layer 3 7 bits

Energy Layer 4 5 bits

Since the TDBWE and transform predictive coders
are not analysis-by-synthesis coders, they will not be
treated in any greater details here. Instead, the reader is
referred to [17.76] for further information.

The embedded CELP coder is, however, of inter-
est as not only the core layer, but also the enhancement
layer, is derived according to analysis-by-synthesis and
presents a particular problem. In the following, the terms
encoder and decoder are used to refer to the embedded
CELP only encoder and decoder portions of G.729.1.
The particular problem pertains to the issue of ensuring
that the encoder and decoder remain synchronized re-
gardless of the number of decoded layers. Consider the
fundamental meaning of the term analysis-by-synthesis.
Regardless of the number of decoded layers the coder
must remain an analysis-by-synthesis coder:

At the encoder, without knowing how many layers
the decoder will decode, how is analysis-by-synthesis
maintained?

This appears to be an oxymoron, but the key is
to realize that the encoder has multiple layers of en-
coding, and then structure the algorithm such that the
various levels of encoding remain synchronized with
the various levels of decoding. This may sound simple.
However, looking at an example, it quickly becomes
clear that it is not quite that simple. Let us assume that
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388 Part C Speech Coding

a CELP enhancement layer includes a fixed codebook.
The straightforward way would be to update the adaptive
codebook at the encoder with a short-term excitation sig-
nal including this enhancement layer contribution. This
would be optimal in the sense of the output speech qual-
ity including the enhancement layer. However, at the
decoder this would present a problem if the enhance-
ment layer is not received as the adaptive codebook
would then no longer be synchronized with the encoder.
The analysis-by-synthesis property would be violated:
in retrospect the encoder did not do the same syn-
thesis part in the analysis-by-synthesis process as the
decoder. Once the analysis-by-synthesis property is vio-
lated the speech quality is somewhat up in the air, and
the waveform matching during analysis-by-synthesis is
somewhat senseless as the decoder will not repeat the
same synthesis.

Not only does the example illustrate the par-
ticular issue of embedded analysis-by-synthesis, it
also demonstrates one reason why an embedded
analysis-by-synthesis coder would be of inferior
speech quality to a nonembedded analysis-by-synthesis
coder: the obvious optimal approach, in terms of
optimizing the speech quality of the output includ-
ing the enhancement layer, had to be disregarded

in order not to violate the analysis-by-synthesis
property.

To maintain the analysis-by-synthesis property for
embedded analysis-by-synthesis, the memory of one
layer cannot be updated with any information of a higher
layer. In the example above, with an enhancement layer
containing an additional fixed codebook, it means that
the adaptive codebook of the lower layer (the core layer)
can only be updated with the short-term synthesis fil-
ter excitation without the fixed codebook contribution
of the enhancement layer. Furthermore, at the encoder,
separate short-term synthesis filter memory may need
to be maintained. Another example, albeit perhaps not
truly analysis-by-synthesis, is the ADPCM encoder of
G.726 [17.77] and the low-band ADPCM encoder of
G.722 [17.78]. Both are embedded backward adaptive
predictive coders. In G.722 the low-band prediction er-
ror signal is quantized sample by sample with six bits.
However, the low-band ADPCM decoder can decode
based on four, five, or six bits per sample. In order for
the backward adaptive entities of the low-band ADPCM
to stay synchronized between encoder and decoder at all
times, the encoder and decoder only use the four-bit in-
formation for updating the backward adaptive entities of
the low-band ADPCM.

17.18 Summary of Analysis-by-Synthesis Speech Coders

Table 17.13 lists and compares the properties of the var-
ious analysis-by-synthesis techniques and coders. Each
of the Sects. 17.4 through 17.17, with detailed discus-
sions of the various analysis-by-synthesis techniques,
summarize which standards utilize the techniques. This
section will view it from a different angle, and for
individual speech coding standards list the applicable
techniques and features. Note that multiple techniques
apply to some of the standards. Furthermore, key char-
acteristics of the coders are provided as well in order to
put the techniques into context and provide the reader
with a general overview of properties of speech cod-
ing standards. It should be noted that the scope was
limited to analysis-by-synthesis coders, and that space
limitations prevent inclusion of every standard speech
coder. Note that ACB for ‘pitch type’ indicates the
use of the adaptive codebook approach to implement
the pitch prediction, while ‘filter’ indicates implemen-
tation as a regular filter. The term ‘frac. lag’ indicates
usage of fractional pitch lag. Furthermore, ‘excitation’
refers to the fixed codebook (or innovation) excitation,
and hence, excludes the pitch related part of the exci-

tation. The bit rate for the ‘excitation’ in Table 17.13
also excludes the gain for the fixed codebook excita-
tion. The column ‘year standardized’ should only be
considered approximate, as there is some variation in
the years listed in the literature due to a common de-
lay between the initial selection of a speech coding
algorithm, and the date it is officially standardized. Fur-
thermore, the ‘complexity’ should only be considered
a rough guideline as great variations for a given algo-
rithm exist. Such variation can be due to many factors,
e.g., capability of target processor, level of optimiza-
tion, etc. Also, it should be noted that the unit for the
complexity is either WMOPS or MIPS. The WMOPS
number is typically obtained from a simulation software
in C code with operators with weights emulating the
complexity of each operator on a typical digital signal
processor (DSP). On the other hand, the MIPS number
is typically obtained from an actual implementation on
a specific DSP. Although the purpose of the WMOPS
number is to estimate the complexity on a DSP (the
MIPS number), it does not always provide an exact
number.
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Table 17.13 Overview of analysis-by-synthesis speech coding standards
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17.19 Conclusion

The analysis-by-synthesis method for coding the ex-
citation signal of linear predictive coders has been
the most important driving force behind the relent-
less reduction of the bit-rate for high-quality speech
coding in the last two decades. Almost all speech cod-
ing standards established after 1989 are based on it.
This chapter gives a tutorial on analysis-by-synthesis
speech coding techniques in general and describes
many variations of the analysis-by-synthesis excitation

coding paradigm in particular. Due to space limita-
tion, the description concentrates on dominant types
of analysis-by-synthesis excitation coding techniques as
exemplified by various speech coding standards, with
the relationship between them discussed in the context
of a family tree. It is hoped that, after reading this chap-
ter, the reader will have a good understanding of the
dominant types of analysis-by-synthesis speech coding
techniques.
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Perceptual A18. Perceptual Audio Coding of Speech Signals

J. Herre, M. Lutzky

Traditionally algorithms for speech coding exploit
the features of speech signals by employing al-
gorithmic models of the human vocal tract. More
recently, the use of generic audio coders for coding
of speech signals has gained increasing impor-
tance. Based on the properties of human hearing,
such perceptual audio coders offer attractive prop-
erties including full-bandwidth audio output,
increased naturalness, and good handling of any
type of non-speech material. The chapter dis-
cusses the principles of perceptual audio coding,
some relevant standards, and a number of percep-
tual audio coders that find application in speech
and audio transmission and storage.
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18.1 History of Audio Coding

Historically, source coding of speech was motivated by
the human desire for communication with other individ-
uals over distance – commercially speaking: how to get
as many speech connections across a given telephone
network as possible while maintaining high intelligibil-
ity and good subjective voice quality. As a result, the
field of speech coding evolved very much with a fo-
cus on real-time two-way communication and a sound
fidelity which is adapted to the needs of this applica-
tion area. Accordingly, the technical approach adopted
by typical speech coders reflects and exploits the spe-
cific process of speech production in the human vocal
tract (see Part A of this Handbook) to a large extent.

Much later (around 1980), people started thinking
about the efficient transmission and storage of music
and generic audio signals. The fact that music consti-

tutes a much broader class of signals than speech, and
does not adhere to a common model of generation, led
to very different technical solutions to the audio cod-
ing problem as compared to speech coding. Typically,
audio coding is thus strongly motivated by the quest
to exploit perceptual properties of the final receiver,
i. e., the human auditory system, in order to provide
maximum (ideally: indistinguishable) subjective qual-
ity across a broad range of signals. These ideas are
reflected by the concept of perceptual audio coding
for general audio signals. Naturally, perceptual audio
coders are also able to code speech signals, and thus
serve for a range of speech-related applications. More-
over, as more bandwidth becomes gradually available,
using perceptual audio coders for speech coding of-
fers several clear benefits over traditional speech coders,
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such as the ability to convey the whole audible signal
bandwidth, the associated increase in naturalness and
intelligibility, the capability to represent also speech
with arbitrary background sounds (including music),
handling of stereo/multichannel signals etc.

This chapter provides some background about the
field of perceptual audio coding and touches upon sev-
eral relevant coding standards. Subsequently, a number
of perceptual audio coders are discussed which find ap-
plication in speech and audio transmission and storage.

18.2 Fundamentals of Perceptual Audio Coding

18.2.1 General Background

The basic task of an audio coder can be summarized
briefly: the (uncompressed) source audio data should be
represented as compactly as possible while maintain-
ing its original sound quality. Ideally, the decompressed
audio signal should sound identical to the original one
under all circumstances (perceptual transparency). To
this end, the paradigm of perceptual audio coding turns
out to be an extremely powerful approach which aims
at optimizing the subjectively perceived audio qual-
ity rather than other objective distortion metrics, such
as mean-squared-error (MSE) and signal-to-noise ra-
tio (SNR). This is achieved by employing knowledge
about human perception of sound as represented by the
field of psychoacoustics. In particular, the use of this
knowledge allows to exploit the limits of perceptibil-
ity for coding distortion and achieve transparent coding
(if the incurred coding distortion is below the thresh-
old of perceptibility) or at least minimize the subjective
disturbance caused by the coding distortion at low bit
rates.

As the range of input signals for an audio coder
is potentially unlimited (just think of the range of
possible acoustic and electronic musical instruments,
environmental sounds etc.), no universal source model
is available as a basis for the coding process. This situ-
ation is very different from, e.g., speech coding, where
a well-grounded model of the human vocal tract can
be used as a source (production) model of the input
signal, and thus facilitates the exploitation of its in-
herent redundancy. As a consequence, perceptual audio
coders have to be extremely flexible so as to cover the
wide range of potential input signals. Moreover, they
have to rely significantly on the properties of the final
signal receiver, i. e., the human auditory system, ex-
ploiting signal irrelevance. In particular, the so-called
masking effect describes the phenomenon that louder
signal components conceal the presence of other, weaker
components which are close in frequency or time (see,
e.g., [18.1, 2]).

18.2.2 Coder Structure

Although there may be many differences in technical de-
tails among current audio compression schemes, most
common coders lean on the basic paradigm of filterbank-
based audio coding. This may be explained by the fact
that a filterbank-based coder framework combines both
the ability of reducing redundancy and exploiting the
potential behind the removal of irrelevancy. On the one
hand, coding of a spectral representation is an efficient
means to take advantage of linear correlation between
subsequent samples of an input signal. Redundancy can
be further reduced by entropy coding of the spectral
coefficients. On the other hand, a spectral represen-
tation of the input signal opens the door to a good
first-order modeling of the limits of human auditory
perception. Once the threshold of perceptibility (audi-
bility) is estimated, the precision of transmission can
be easily adapted to match the threshold by adjusting
the quantization distortion of the corresponding spectral
coefficients.

The upper part of Fig. 18.1 depicts the well-known
basic block diagram of a generic monophonic perceptual
audio coder which comprises the following components:

• Analysis Filterbank: The input signal is mapped to
a subsampled spectral representation using various
types of analysis filterbanks. For reasons of coding
efficiency, modern coding schemes typically employ
filterbanks with critical sampling (i. e., same num-
ber of input samples and spectral coefficients) and
overlapping analysis windows between subsequent
analysis frames. Examples include the modified dis-
crete cosine transform (MDCT) [18.3], polyphase
filterbanks [18.4], or hybrid structures [18.5]. An
account of common filterbanks for perceptual audio
coding can be found in [18.6].• Perceptual model: the signal’s time- and frequency-
dependent threshold of perceptibility (masking
threshold) is estimated by a perceptual model. This
value describes the maximum quantization error that
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can be introduced into the audio signal while still
maintaining perceptually unimpaired signal qual-
ity. Typically, perceptual models for audio coding
consider psychoacoustic effects like masking in
frequency domain (inter- and intraband masking),
temporal masking effects (postmasking) and the
asymmetry of masking between tonal and noise-
like stimuli [18.7]. In order to match closely the
properties of the peripheral human auditory sys-
tem, masking calculations are usually performed on
a nonuniform frequency scale, such as the BARK or
ERB scale [18.1, 2].• Quantization and coding: the spectral values are
quantized and coded with a precision correspond-
ing to the masking threshold estimate. Both uniform
and nonuniform scalar quantization and vector quan-
tization have been used in perceptual audio coding.
Additional reduction of redundancy can be achieved
by employing entropy coding techniques, such as
Huffman coding. Usually, the quantization/coding
kernel of an encoder operates under two constraints.
While the estimated masking threshold defines a tar-
get for the minimum precision of the coded signal
representation, coders frequently operate under the
limitations of a fixed bit rate selected by the user.
As it may not be possible to satisfy both constraints
at the same time, a good encoding algorithm has
to produce an encoding solution representing an ac-
ceptable compromise with respect to perceived audio
quality in such cases. Besides the perceptual mod-
eling aspect, these strategies for bit allocation/noise
allocation are essential parts of an optimized audio
coder [18.8].• Bitstream encoding: finally, all relevant information
(i. e. the coded spectral values and additional side in-
formation) is packed into a bitstream and transmitted
to the decoder.

Correspondingly, the processing steps appear in reversed
order in the decoder (see the lower part of Fig. 18.1).
The bitstream is decoded and parsed into coded spectral
data and side information. The inverse quantization of
the quantized spectral coefficients is then carried out.
Finally, the spectral values are mapped back to a time-
domain representation using a synthesis filterbank.

While all common filterbank-based perceptual audio
coders are based on this generic structure, practi-
cal coders are extended by a number of optional
building blocks (coding tools) which provide further
improvements in coding performance for specific cod-
ing constellations. These include provisions for joint

 �		�
��
��	

#
��!������
��		�
��

 �		�
��
��

���	�
�
���	
����5

���
�

9���	�6�	���

$�!��
��	

$�����
���	
����5

%���!������
��		�
��

C���	�6�	���
��!���!���

$�!��
��

"
��
�	���
��!
�

Fig. 18.1 Generic structure of a monophonic perceptual audio
coder/decoder

coding of stereo signals, enhanced exploitation of re-
dundancy (e.g., by means of predictors) or irrelevance
(by enhancing the coder’s noise-shaping abilities).

18.2.3 Perceptual Audio Coding
Versus Speech Coding

When comparing the concepts behind speech coding
and perceptual audio coding, several aspects are to be
considered. While efficient speech coding is very much
focused on exploiting a model of the signal source (i. e.,
the human vocal tract), perceptual audio coders can
not rely on such an assumption but have to resort to
generic means to take advantage of source characteris-
tics (i. e., spectral decomposition and entropy coding).
On the other hand, the perceptual audio coding approach
allows to benefit substantially from our knowledge about
the signal receiver (i. e., the human auditory system) by
shaping the introduced coding noise such that its audibil-
ity is minimized by auditory masking in frequency and
time. Compared to this, the ability to exploit masking ef-
fects in a traditional speech coding framework [e.g., by
perceptual weighting of the coding error in code-excited
linear prediction (CELP) schemes] appears much less
pronounced.

Another traditional difference between speech and
audio coding lies in their supported audio bandwidth.
While music signals contain perceptually significant
components up to at least 16 kHz and thus require
a correspondingly high bandwidth for an unimpaired
listening impression from audio coders, the foremost
goal of speech coding for voice communication has
been intelligibility. As a consequence, communication
standards often are based on narrow-band audio chan-
nels (300 Hz–3.4 kHz). Unfortunately, some essential
information of the human voice is located beyond this
frequency range. As an example, the consonants f and
s have the same spectral composition in a narrow-band
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representation, which leads to an equal sounding of the
words failing and sailing when transmitted by a narrow-
band speech coder. A differentiation is only possible for
a listener from the semantic message context. In order
to make long conversations less exhausting, wide-band
speech coders (50 Hz–7 kHz) gain importance. Even this
extended frequency range, however, does not reproduce

the entire audible spectrum, and therefore discards rele-
vant auditory information. Due to their focus on music,
perceptual audio coders traditionally provide a full band-
width transmission at high enough bit rates, and thus
offer optimal quality also in very difficult communica-
tion situations (e.g., simultaneous interpretation where
at least 12 kHz bandwidth is demanded).

18.3 Some Successful Standardized Audio Coders

This section provides a sketch of several successful stan-
dardized perceptual audio coders that have evolved over
the recent two decades rather than a comprehensive
technical account. In this context, the moving pictures
expert group (MPEG), formally International Organiza-
tion for Standardization/International Electrotechnical
Commission (ISO/IEC) JTC1/SC29/WG11, standard-
ization group plays a major role. On the one hand, the
first widely available commercial audio codecs were de-
veloped by this group and found broad application. On
the other hand, subsequent generations of MPEG audio
coding schemes have continued to define the state of
the art until today. Thus, the evolution of MPEG audio
coding will be taken as an illustration of the general de-
velopment in this field, acknowledging the presence of
other proprietary coders which have been successful in
the marketplace for considerable time.

18.3.1 MPEG-1

In 1992, MPEG finalized its first international stan-
dard on coding of moving pictures and associated audio,
called MPEG-1 [18.9]. The audio part of this standard
(ISO/IEC 11172-3) specifies a generic standard for the
coding of general audio signals (as opposed to speech
signals as used in telecommunications / speech appli-
cations) and became the driving technology for many
important applications relying on audio compression.
The standard defines three operating modes (layers) in
order to meet the requirements of a broad range of ap-
plications of audio coding concerning target bit rate and
complexity:

The layer 2 coding scheme defines a codec with
medium compression performance and computational
complexity which had its first applications in the broad-
casting environment, including use for the European
digital audio broadcasting (DAB) system. The codec
achieves broadcast quality at a bit rate of 128 kbit/s per
channel.

Relative to this, the layer 1 coding scheme repre-
sents a simplified version of the layer 2 coder with both
lower computational complexity and compression. The
intended major application for this scheme was digital
recording of audio for consumers [the digital compact
cassette (DCC)]. Layer 1 reaches broadcast quality at
a bit rate of 192 kbit/s per channel.

In contrast to this, the layer 3 coding scheme
was designed to provide the best possible compres-
sion performance by more-refined and computationally
demanding coding techniques. Audio transmission via
integrated services digital network (ISDN) channels and
satellite radio were the first major applications of this
codec. Layer 3 has become very popular in the context
of Internet and personal audio under the name MP3 . The
codec offers broadcast quality at a bit rate of 96 kbit/s
per channel.

18.3.2 MPEG-2

While the coding schemes provided by MPEG-1 Audio
were developed to meet the needs of most high-quality
applications, more capabilities were added to the ex-
isting three Layer coder family by the MPEG-2 audio
standard [18.10], which was finalized in 1994. Most no-
tably, MPEG-2 provides the specification for coding at
low sampling rates (LSR), expanding the set of stan-
dard sampling rates supported by MPEG-1 audio (i. e.,
32 kHz, 44.1 kHz, and 48 kHz) by their half-rate coun-
terparts (i. e., 16 kHz, 22.05 kHz, 24 kHz). Though this
leads to clear limitations in the obtainable audio band-
width, it results in an increase in coding efficiency for
low bit rates and a reduction of computational demands.
Typically, MPEG-2 low-sampling-rate coding is used in
multimedia applications, e.g., in desktop personal com-
puters (PCs= where the best possible quality may not be
of utmost concern.

As a second less well-known extension, the MPEG-2
specification defines backward compatible multichan-
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nel counterparts for the MPEG-1 audio coder family.
MPEG-2 multichannel audio bitstreams can be decoded
by MPEG-1 audio decoders.

18.3.3 MPEG-2 Advanced Audio Coding

After the completion of the MPEG-2 multichannel
audio specification in 1994, the MPEG audio stan-
dardization group initiated another effort to define an
enhanced multichannel coding standard which should
not be constrained by the requirement of MPEG-1 back-
ward compatibility. The standardization process was
successfully completed in 1997 and its result is known
as MPEG-2 advanced audio coding (MPEG-2 AAC),
which became an addendum to the MPEG-2 standard
(ISO/IEC 13818-7) [18.11]. While the new scheme
had been initially developed as a multichannel audio
coder, further tests confirmed its coding performance
also for stereo and monophonic signals with broadcast
quality according to ITU radiocommunication sector
(ITU-R) requirements at a bit rate of only 64 kbit/s
per channel. Furthermore, the coder can be used within
a wide range of sampling rates (8–96 kHz) and data
rates (from below 16 kbit/s to 128 kbit/s per audio
channel).

18.3.4 MPEG-4 Advanced Audio Coding

While the MPEG-4 audio specification provides a rich
set of different specialized (e.g., speech) and generic
coders for all conceivable types of applications [18.12,
13], the MPEG-2 AAC technology was adopted as the
core part of MPEG-4 general audio coding (i. e., the
filterbank-based MPEG-4 perceptual audio coder) and
augmented with a number of extensions and functional-
ities. In the context of coding speech signals, several of
these extensions are of particular interest:

• MPEG-4 scalable audio coding: one of the core
functionalities provided by MPEG-4 Audio is called
scalability, i. e., the ability of decoding only part
of the full bitstream into a meaningful result, albeit
with a lower perceptual quality. MPEG-4 scalable
audio bitstreams consist of several embedded lay-
ers of information each of which originates from
a partial coder. Interestingly, MPEG-4 Audio de-
fines also coder configurations which include both
speech coders and perceptual audio coders, and thus
combine both concepts into a single system. Such
systems will be described in some more detail in
Sect. 18.5.1.

• MPEG-4 low-delay AAC: another requirement for
MPEG-4 Audio coding was the ability to provide
full-quality general audio coding with an encod-
ing/decoding delay that is comparable to usual
speech codecs and, thus is low enough to enable
high-quality two-way communication (e.g., telecon-
ferencing). This goal is achieved by a derivative of
AAC, called MPEG-4 low-delay AAC. The concepts
behind this codec will be described in Sect. 18.4.2.• Bandwidth extension: the concept of bandwidth ex-
tension [18.14, 15] is one of the most attractive
recent additions to the MPEG-4 audio coding since
it provides a notable increase in coding efficiency
at low bit rates/intermediate audio quality and, at
the same time, removes the traditional problem of
band-limited audio output at low bit rates. This
technique allows to reconstruct a good perceptual ap-
proximation of the signal’s original high-frequency
content (e.g., above 5–6 kHz) by transmitting its
low-frequency part together with a small amount
of side information representing the high-frequency
spectral envelope. The combination of an AAC coder
with bandwidth extension, also known as high-
efficiency AAC (HE-AAC), achieves full bandwidth
output with attractive sound quality at 24 kbit/s per
audio channel and below.• Parametric Stereo: Another step towards even higher
coding efficiency for MPEG-4 AAC-based coders
is the combination with the parametric stereo (PS)
coding tool that has been developed as part of the
MPEG-4 high-quality parametric audio coding tech-
nology [18.16, 17]. The tool allows to efficiently
represent a stereo signal by transmitting a mono-
phonic downmix and a compact parametric side
information which carries a perceptual characteriza-
tion of the stereophonic sound image. Based on this
description, the parametric stereo decoder expands
the transmitted mono downmix signal into a stereo-
phonic output. Combined with a HE-AAC coder,
good sound quality can be achieved at 32 kbit/s per
stereo channel and lower.

18.3.5 Progress in Coding Performance

As the original focus of audio coding has been on
achieving highest possible compression while preserv-
ing subjective audio quality, it is quite natural to ask
what improvements have been made in compression in
the recent decades. Figure 18.2 attempts to provide an
estimate of the bit rate (in kbit/s) needed to code a typ-
ical (not: critical) stereo signal in good quality, i. e.,
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Fig. 18.2 Bit rates for good-quality stereo coding (in kbit/s)

in a sonic quality that is acceptable to most users for
everyday consumption. Though this is admittedly a very

loose definition, the learning curve shown in the figure
is still instructive, showing a clear reduction in bit rate
from 128 kbit/s (MP3) to 32 kbit/s (HE-AAC v2=AAC
plus bandwidth extension plus parametric stereo), i. e.,
by 75%. Evidently, there has been significant progress
in the area of nontransparent coding, and it is interest-
ing to see how much further the frontiers can be pushed
in the future.

With respect to transparent coding of audio signals
(including critical test signals), however, no comparable
increase in compression efficiency has been encountered
and coding at 128 kbit/s per stereo signal using MPEG-
2 AAC can still be considered state of the art at the time
of writing of this text.

18.4 Perceptual Audio Coding for Real-Time Communication

The preceding sections discussed technology that can
be employed for perceptual coding of speech signals
in general storage or transmission systems (e.g., radio
or Internet radio systems, digital media, voice storage in
announcement systems) for which overall delay does not
play a major role. For application in two-way communi-
cation (e.g., telephony, teleconferencing, telepresence),
however, a low overall delay is of vital importance to
the quality of the service. For such applications the
encoder/decoder (codec ) must typically not introduce
more than 20–30 ms of algorithmic delay, i. e., latency
that is inherent in the algorithm disregarding speed of
calculation and bitstream transmission. This limitation
in codec delay is necessary in order to achieve an end-
to-end transmission delay of typically no more than
150 ms in order to be acceptable for interactive speech
communication. The actually observed end-to-end de-
lay, however, also includes a number of additional delay
sources, such as the delay introduced by the transmission
network (e.g., by buffering within network switches or
transcoding operations by network gateways) or audio
postprocessing. This section analyzes the typical sources
of codec delay in perceptual audio coding and discusses
a number of low delay perceptual audio coding tech-
nologies that are suitable for real-time two-way speech
communication.

18.4.1 Delay Sources
in Perceptual Audio Coding

Generally, the goal of good compression efficiency
can only be achieved at the expense of a certain

encoding/decoding delay. The overall delay incurred
by a typical perceptual audio coder results from
several contributions related to the following codec
parameters:

• Filterbank and framing delay• Look-ahead time for block switching• Algorithmic transmission delay

This section will discuss the background of these
different delay contributions. As an example, the de-
lay of an MPEG-2 AAC codec will be calculated in
order to give some impression about the order of magni-
tude of delay for a modern high-performance perceptual
codec. All calculations are based on the so-called algo-
rithmic delay which describes the theoretical minimum
delay allowed by an algorithm assuming negligible de-
lay contributions due to speed of calculation, bitstream
transmission or other implementation or application spe-
cific circumstances.

Filterbank and Framing Delay
In order to exploit the spectral masking properties of
the human auditory system, perceptual audio coding
schemes employ an analysis/synthesis filter bank pair.
While numerous types of filter banks have been used
for audio coding, the modified discrete cosine transform
(MDCT) [18.3] has been adopted extensively for modern
audio codecs, like MPEG-2 AAC and MPEG-4, and has
shown its merits for compression at very low bit rates.
For an MDCT with an overlap of 50% between sub-
sequent symmetric windows, the filterbank introduces
a total delay equal to its window size, i. e., twice the
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frame size.

NMDCT = 2 · frame-size . (18.1)

Look-Ahead Delay for Block Switching Decision
Most modern audio codecs that are designed to op-
erate at very low bit rates use an MDCT filterbank
with a high spectral resolution. In particular, high ef-
ficiency can be reached with long frames (about 20 ms
and more) for stationary signals. In the case of tran-
sient signals, like percussive sounds with sharp signal
onsets (attacks), this would lead to the well-known pre-
echo phenomenon [18.8]. This artifact can be avoided by
using dynamic block switching [18.18], i. e., by dynam-
ically switching between different filterbank window
sizes, and thus reducing the blockwise noise spread in
time. Due to restrictions in the permissible sequence of
window types, instantaneous switching between long
and short windows is not possible but an intermediate
transition window type (start block) has to be inserted
between long and short windows. Therefore, the detec-
tion of the optimum window type requires a look-ahead,
and thus a further delay in the encoder. In general, an en-
coder using block switching incurs an additional delay
of

Nahead = frame-size · numShortWindows+1

2 ·numShortWindows
,

(18.2)

where numShortWindows is the number of short win-
dows that fit into a frame (e.g., eight for AAC).

Algorithmic Transmission Delay
Since not all segments of an audio signal are equally
demanding to code, the number of bits needed to code
a specific frame varies. To obtain a constant bit rate, the
bit reservoir mechanism has proven to be useful [18.8].
Since the use of the bit reservoir is equivalent to a local
variation in bit rate, the size of the input buffer of the
decoder must be adapted to the maximum local bit rate
(i. e., the maximum number of bits which can be allo-
cated for a single frame per channel). For the practically
important case of a transmission on a channel with a rate
equal to the encoding bit rate, use of the bit reservoir in-
troduces an additional delay since the decoder has to wait
at least until its input buffer is read before audio output
can be started. Thus, increasing the size of the bit reser-
voir will also increase the overall codec delay. In fact,
the overall delay of the audio coder may be dominated
entirely by the size of the bit reservoir.

The delay expressed in terms of samples caused by
the bit reservoir is

Nbitres = bitres-size

bitrate
Fs , (18.3)

where bitres-size is the bit reservoir size expressed in
bits and Fs is the sampling rate in Hz. In addition, the
time to transmit an average size frame has to be taken
into account for delay considerations:

Nframe = average-framelength

bitrate
Fs . (18.4)

Note that in systems using packet-based transmis-
sion (one complete encoder frame per packet) with
a channel bit rate much higher than the encoding bit
rate, the transmission (and the use of the bit reservoir)
does not cause the additional delay discussed above.

Overall Delay
From the discussion above, the overall delay of a typical
coder can be calculated as follows:

tdelay = NMDCT+ Nahead+ Nbitres+ Nframe

Fs
, (18.5)

with Fs: the coder sampling rate (in Hz), NMDCT: the
filterbank and framing delay, Nahead: look-ahead delay
for block switching, Nbitres: delay due to bit reservoir
use, and Nframe: frame transmission delay.

Note that the overall delay scales inversely with the
sampling frequency.

For an AAC coder running at 24 kbit/s per chan-
nel and a sampling rate of 24 kHz, the resulting overall
codec delay for a non packet based transmission is about
109.3 ms without the use of the bit reservoir. Assum-
ing the nominal size of the input buffer as indicated in
the MPEG-2 AAC standard (6144 bit/channel), a max-
imum additional delay of 256 ms is incurred, leading
to a total delay of 365.3 ms. From this example it be-
comes obvious that the delay of common perceptual
audio coders substantially exceeds the requirements for
real-time two-way communication applications.

18.4.2 MPEG-4 Low-Delay AAC

The MPEG-4 error resilient low-delay advanced audio
(ER AAC-LD) coder [18.19] was derived from the ar-
chitecture of MPEG-2/4 AAC to achieve the desired
low delay required for two-way real-time communica-
tions applications with a minimum number of changes.
More specifically, the low-delay codec is derived from
the MPEG-4 general audio coder, which comprises the
regular MPEG-2 AAC algorithm plus additions provid-
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Fig. 18.3 Typical window sequence for AAC block switching (af-
ter [18.19], with permission by the AES)

, 13, =?, /11, /=*, *1,, *33, 00?,

Fig. 18.4 Typical window sequence for AAC-LD window shape
adaptation (after [18.19], with permission by the AES)

ing parametric coding of noise components (perceptual
noise substitution [18.20]) and long term prediction
(LTP). Naturally, all capabilities for handling stereo sig-
nals and flexible sampling rates were inherited from
MPEG-2 AAC to AAC-LD.

The following modifications were applied to the
standard algorithm to achieve low-delay operation:

Frame Length and Filterbank Delay
The frame length has been reduced by a factor of approx-
imately two to 512 or 480 samples, the latter providing
a frame length of 10 ms at a sampling rate of 48 kHz,
which is commensurate with the granularity of many
speech transmission systems. Accordingly, the length of
the MDCT analysis window has been reduced to 1024
or 960 time domain samples (corresponding to 512 and
480 spectral values). This leads to an overall framing
and filterbank delay of 1024 or 960 samples.

Block Switching
Due to the considerable contribution of the look-ahead
time to the encoding delay, block switching is not

Table 18.1 Comparison of delay contributions between MPEG-2 AAC and MPEG-4 AAC-LD (expressed in samples)

Delay Source MPEG-2 AAC MPEG-4 AAC-LD

Filterbank/framing delay NMDCT 2048 960/1024

Look-ahead delay Nahead 1024· 9
16 0

Bit reservoir delay Nbitres up to 6144 Fs
bitrate −1024 As low as 0

(assuming a constant rate channel)

Frame transmission delay Nframe 1024 480/512

(assuming a constant rate channel)

used. Instead, the temporal spread of quantization noise
(pre-echo) is handled by the temporal noise shaping
(TNS) [18.8] tool.

Window Shape
Besides the standard sine window shape, AAC-LD uses
a second window shape which exhibits a lower overlap
between subsequent frames. Selection of this window
shape for transient signal portions allows the TNS mod-
ule to provide better protection against pre-echo effects
by minimizing the temporal aliasing [18.19] which is
inherent in the MDCT’s time-domain aliasing cancela-
tion (TDAC) concept [18.3]. Figures 18.3 and 18.4 show
a comparison of the typical window sequences of reg-
ular AAC and AAC-LD. Note that, in contrast to block
switching, this dynamic adaptation of the window shape
does not imply any additional encoding delay.

Algorithmic Transmission Delay
Use of the bit reservoir is minimized in order to reach the
desired target delay. As an extreme case, no bit reservoir
is used at all.

Overall Delay
Taking into account the delay optimizations discussed
previously, the AAC-LD overall delay reduces to the
following expression:

tdelay = NMDCT+ Nreduced-bitres+ Nframe

Fs
(18.6)

or for packet-based transmission (no bit reservoir):

tdelay = NMDCT

Fs
. (18.7)

Table 18.1 contrasts this with the delay incurred by
a regular AAC encoder/decoder chain. For a window
length of 960 samples, a sampling frequency of 48 kHz
and packet based transmission (without use of a bit reser-
voir), an overall algorithmic delay of 20 ms is achieved
comparable with common speech codecs (e.g., the GSM
full-rate codec).
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Note that it would be difficult to achieve similar
low algorithmic delay values by using MPEG-1 layer 3,
mainly due to two reasons: firstly, the composite hybrid
filterbank used in layer 3 exhibits a higher filterbank
related delay than a plain MDCT with the same spectral
resolution. Furthermore, since no TNS tool is available
with layer 3, it is necessary to resort to block switching
techniques (and accept the associated look-ahead delay)
in order to avoid pre-echo problems for transient signals.

A comparison between regular AAC and AAC-LD
for two operating points (24 kbit/s AAC versus 32 kbit/s
AAC-LD and 54 kbit/s AAC versus 64 kbit/s AAC-LD)
showed that the significant decrease in coding delay is
achieved at a moderate decrease in coding efficiency by
8 kbit/s per channel [18.19] and that the efficiency of
AAC-LD compares favorably with that of an MPEG-1
layer 3 coder.

18.4.3 ITU-T G.722.1-C

The G.722.1 annex C codec, also known under its nick-
name Siren 14, is the 14 kHz audio bandwidth extension
of the 7 kHz codec G.722.1 annex A [18.21]. The codec
can operate at three possible fixed bit rates of 24, 32, or
48 kbit/s at a fixed sampling rate of 32 kHz. It features an
algorithmic delay of 40 ms and is mainly used in video
conferencing systems. Figure 18.5 provides an overview
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Fig. 18.5 Structure of a G.722.1 encoder (after [18.21])

of the Siren 14 encoder. While the codec is in general
similar to MPEG-4 ER AAC-LD in its basic structure,
both codecs differ substantial in their philosophy. An in-
formative synopsis of both schemes is instructive and
will be provided in the following.

Both codecs use a cosine modulated filter bank with
50% overlap between subsequent frames which is called
modulated lapped transform (MLT) for the Siren codec
rather than MDCT.

Both codecs split the spectrum into frequency bands
to allow a different quantization step size for spectral
components in each band. G.722.1 features frequency
bands of constant width (500 Hz), called regions, in
contrast to AAC-LD (and AAC in general) that groups
spectral lines into nonuniform bands that relate to the
perceptual frequency scales (e.g., BARK, ERB) of the
human auditory system. Effectively, the non-uniform
grouping allows more-precise shaping of the introduced
quantization noise at lower frequencies (and a coarser
control at higher frequencies).

Both Siren 14 and AAC-LD also make use of simi-
lar Huffman coding techniques for the entropy coding of
the quantized spectral coefficients. The selection proce-
dure of the most suitable Huffman codebook is, however,
based on different approaches: whereas the Siren code-
book choice is strictly derived from the energy of the
audio signal (which is transmitted as side information
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to the decoder), the AAC encoder can freely select the
proper codebooks (usually according to the minimum bit
demand) and explicitly conveys its choice to the decoder.

The most obvious difference between both systems
is the absence of an explicit psychoacoustic model in the
Siren 14 codec as compared to the common model of
perceptual coding (see Fig. 18.1). Instead, the decision
of the quantization step size (here called categorization),
choice of Huffman codebook and other parameters are
completely derived from the region power information
which is transmitted to the decoder as side informa-
tion. As the only further encoding choice, the Siren 14
encoder selects one out of 16 possible categorizations
(categorization selection for rate control) and trans-
mits this selection as four categorization control bits
to the decoder to accommodate a constant transmission
bit rate.

Many of the design differences between AAC-LD
and Siren 14 originate from the different philosophies
of the associated standardization bodies. While ITU-T
standardizes bit-exact audio encoders and decoders to
guarantee a known and reliable signal quality, MPEG
restricts standardization to the bitstream format and de-
coder behavior to ensure interoperability and, at the same
time, allow further improvements in encoder implemen-
tation and audio quality over time. As a consequence,
MPEG codecs traditionally leave many decisions that
influence the resulting audio quality to the encoder
algorithm and transmit these decisions explicitly in
the bitstream. In contrast, an ITU-T codec implements
a fixed overall algorithm in a maximally efficient way
with regard to transmission of side information, fre-
quently deriving decisions implicitly from other known
parameters such as band energies. The advantage of this
approach is a low side information rate which comes
at the price of restricted algorithmic flexibility. In sum-
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Fig. 18.6 Structure of ultra-low-delay (ULD) audio encoder/decoder

mary, Siren 14 is designed as a simpler system than
AAC-LD in terms of algorithmic structure (including
coding tools) and computational complexity. Due to its
compact side information structure it provides good au-
dio quality for average music and speech signals at low
bit rates. On the other side, it exhibits weakness with crit-
ical audio material such as transient signals, and does not
benefit from a higher bit rate to the same extent known
from AAC codecs [18.22].

18.4.4 Ultra-Low-Delay
Perceptual Audio Coding

Traditionally, speech coding is based on a predictive
structure which provides a very low encoding/decoding
delay. In contrast, perceptual audio coding requires the
presence of a psychoacoustic model plus the ability to
control the spectral shape of the quantization distortion
to meet the masking requirements. Both requirements
call for a subband spectral decomposition of the au-
dio signal. Hence, traditional perceptual modeling and
coding can not be applied directly to predictive cod-
ing of a time domain signal. To solve this problem, the
ultra-low-delay (ULD) codec [18.23, 24] makes use of
a pre-/postfiltering approach [18.25] that separates the
application of psychoacoustics (i. e., the irrelevance re-
duction) from the redundancy reduction, so that two
separate processing steps are applied.

Figure 18.6 shows the general structure of the ULD
encoder and decoder.

Very much like in traditional filterbank-based per-
ceptual audio coding, the input of the ULD perceptual
model computes subband coefficients from an analysis
filterbank. For the purpose of this coder, however,
a rather small number of subbands are chosen providing
both sufficient frequency and time resolution to model
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spectral and temporal masking effects. The output of the
perceptual model is the masking threshold for each sub-
band. The input signal passes through the prefilter, i. e.,
a time-varying linear filter the coefficients of which are
continuously updated such that its magnitude response is
the inverse of the masking threshold. As a consequence,
it normalizes the signal with regard to its masking
threshold. The filter coefficients for the postfilter are
transmitted as side information to the decoder. Since
the prefiltered signal contains all audio spectral compo-
nents weighted according to their perceptual relevance,
it is subsequently quantized by a simple time-domain
signal quantizer (e.g., a scalar uniform quantizer), pro-
ducing a quantization error that is flat over frequency.
In this way, the combination of perceptual model, pre-
filter and quantizer exploits the irrelevance of the input
signal. The delay of this stage is determined by the per-
ceptual model and its filterbank. For an implementation
using a filterbank with 128 uniformly spaced subbands
and a window length of 256, this leads to a delay of 128
samples. Additionally, the interpolation of the masking
threshold values between subsequent blocks introduces
another 128 samples, totalling to 256 samples. The quan-
tized time domain values produced by the irrelevance
reduction stage are then further compressed by a sub-
sequent redundancy reduction module which aims at
lossless encoding of its input signal with a minimum
number of bits using both predictive coding techniques
and entropy coding.

Common lossless audio codecs are typically based
on blockwise forward adaptive prediction (i. e., the pre-
diction coefficients for a block are transmitted as side
information), implying a delay of at least one block
size. To avoid this additional delay, backward adap-
tive predictive coding can be used as it is known
from low-delay speech [18.26] or audio coding [18.27].
While these coders employ backward adaptive predic-
tion to update LPC filters, the ULD coder makes use
of this technique to obtain a lossless compression of

quantized (integer) values. The backward adaptation is
implemented by using the popular normalized least-
mean-square (NLMS) algorithm [18.28]. The NLMS
predictor is followed by an entropy coding with low
delay, such as arithmetic coding, adaptive Huffman cod-
ing or Golomb coding. The latter has the advantage of
a low computational complexity and no additional de-
lay. Constant bit rates can be achieved by an encoder
rate loop including quantizer, prediction module, and
entropy encoder [18.29].

On the decoder side, the lossless decoder performs
the inverse entropy and predictive coding steps, and the
quantized values are then mapped back to their origi-
nal scaling. Finally, the audio output signal is produced
by applying a postfilter which operates as the inverse
counterpart of the prefilter. Hence, this filter undoes the
perceptual normalization of the input signal introduced
by the prefilter. By imposing a magnitude response re-
sembling the masking threshold curve, it effectively also
shapes the spectrally flat quantization noise to match this
curve.

The overall algorithmic encoding/decoding delay of
a typical ULD codec is about 256 samples correspond-
ing to about 8 ms at 32 kHz sampling rate or below
6 ms at 48 kHz, possible bit rates ranging from around
32 to 96 kbit/s per channel, where high audio quality
can be achieved at 80 kbit/s per channel. The flexi-
bility in block length and psychoacoustic look-ahead
can be used to derive even more delay optimized ver-
sions. As an example, the delay can be reduced to
1.5 ms at a cost of around 1/3 in bit rate. The robust-
ness of the ULD decoder against transmission errors
can be significantly improved by applying an adap-
tive reshaping of the prediction error [18.30]. A ULD
encoder consumes less than 100 MHz on a 16 bit fixed-
point digital signal processor (DSP, Analog Devices
BF533) in a configuration with 48 kHz sampling rate,
constant bit rate, 64-tap NLMS predictor and Golomb
encoding.

18.5 Hybrid/Crossover Coders

Perceptual audio coding has made significant advances
in performance over time. Nonetheless, the ability of
using a source model, as it is used by speech coders,
provides a distinct advantage for coding speech signals
over generic perceptual audio coding at very low bit
rates (e.g., below 20 kbit/s per channel). Typically, when
running at very low bit rates, filterbank-based percep-

tual audio coders tend to smear the temporal structure
of individual glottal excitation pulses as a consequence
of coarsely quantizing spectral coefficients. This often
leads to a reverberant quality of the decoded signal.

Conversely, attempting to use traditional speech
coders for sound that is not a pure speech signal (e.g.,
speech with background noise or multiple talkers) re-
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sults in significant distortion because the input signal
does not conform to the speech production model em-
bedded into the coder. Moreover, coding of complex
signals, such as music, with speech coders usually prod-
uces extremely undesirable artifacts due to the coder’s
inability to accurately reproduce tonal signal compo-
nents with a frequency outside the pitch range of human
voice.

These complementary characteristics of speech
coders and perceptual audio coders have repeatedly mo-
tivated researchers to look into combining both schemes
into a single architecture such that the strengths of
both approaches are preserved. The following sections
will discuss a number of such approaches as they have
emerged over time.

18.5.1 MPEG-4 Scalable Speech/Audio
Coding

One of the first combinations between speech coding
technology and perceptual audio coding was conceived
as part of the scalable MPEG-4 audio coder [18.13]. It
encodes audio and speech material in a way that allows
to adapt the bit rate in response to the time-varying
channel capacity of transmission networks without the
need for reencoding with the instantaneous target bit
rate. Among other scalable codec combinations, MPEG-
4 supports a hybrid scheme including both an MPEG-4
speech coder and (or several) AAC audio coders.

In this configuration, a scalable bitstream consists of
a CELP core layer bitstream and one or more AAC en-
hancement layers. The core bitstream can be decoded on
its own, resulting in a meaningful decoder output with
normal speech coding quality and restrictions. Decod-
ing of both the core bitstream and the AAC enhancement
layers will increase output quality and bandwidth sub-
stantially over the core layer. Thus, transmission or
decoding of a subset of the full bitstream will lead to
a valid decoded signal though at a lower quality. The
structure of such a coder is depicted by Fig. 18.7. The
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Fig. 18.7 Scalable MPEG-4 coder with speech coding core and general audio enhancement

CELP base layer coder operates at a lower sampling
rate than the subsequent enhancement layers. The scal-
able combination of these component coder works as
follows:

• The audio input is downsampled and encoded by the
CELP coder. The produced bitstream constitutes the
base layer portion of the scalable bitstream. It is de-
coded locally and upsampled to match the sampling
rate of the T/F-based enhancement layers and passed
through an MDCT analysis filterbank. Since the ratio
of core to enhancement layer sampling rate is nor-
mally an integer value, the upsampling operation
can be implemented simply, e.g., by inserting zeros
values and band limiting of the spectral coefficients
after the filterbank.• In a parallel signal path, the delay compensated in-
put signal is passed through the MDCT analysis
filterbank, and the residual coding error signal is
computed.• The residual signal is passed through a frequency
selective switch (FSS) which permits to fall back to
the original signal on a scale-factor band basis if this
can be coded more efficiently.• The resulting spectral coefficients are quan-
tized/coded by an AAC coding kernel, leading to
an enhancement layer bitstream.

Figure 18.8 shows the corresponding decoder. The
core layer is decoded and upsampled to match the sam-
pling rate of the enhancement layer and converted into
an MDCT representation. This spectral representation
is then refined by combining it with the spectral data
decoded from the enhancement layer using an inverse
frequency selective switch (IFSS). Finally, an inverse
MDCT (IMDCT) converts the signal back into a time-
domain output.

Further refinement stages (enhancement layers)
could be added by continued recoding of the residual
coding error signal, and can be computed efficiently in
the spectral domain. Since each enhancement layer car-
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Fig. 18.8 Scalable MPEG-4 decoder with speech coding core and general audio enhancement
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Fig. 18.9 Structure of a G.729.1 encoder (after [18.31])

ries some associated side information overhead (e.g.,
scale-factor data), this type of scalability is efficient
for sufficiently large enhancement steps (typically at
least 8 kbit/s), and is therefore referred to as large step
scalability in MPEG-4 Audio. A more-extensive dis-
cussion MPEG-4 audio scalability features is provided
in [18.13].

18.5.2 ITU-T G.729.1

Another example of a coder that combines CELP speech
coding with a filterbank-based enhancement stage is
the recent ITU-T G.729.1 scheme. It offers a 12-layer
scalable (embedded) bitstream structure with bit rates
between 8 kbit/s and 32 kbit/s, and is interoperable with
widely deployed G.729 systems. For 8 or 12 kbit/s, the

coder provides traditional narrow-band coding capabil-
ity, and at higher bit rates it is scalable in steps of 2 kbit/s,
transmitting wide-band signals (50 Hz–7000 Hz).

Figure 18.9 illustrates the G.729.1 encoder archi-
tecture. In order to accommodate both narrow- and
wide-band operation, the 16 kHz sampling rate input
signal sWB(n) is split into decimated lower-frequency
half-band sLB(n) and decimated upper-frequency half-
band sHB(n) signals by a quadrature mirror filter (QMF).
These signals are then coded by three stages:

• The backward-compatible base codec consists of
a narrow-band CELP core operating at 8 kbit/s
(layer 1 only) or 12 kbit/s (layers 1 and 2) on a 50 Hz
high-pass-filtered version of the lower-frequency
band signal sLB(n).
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• The CELP coding error (residual signal) dLB(n) is
perceptually filtered by WLB(z) (whose parameters
are derived from the LPC module of the CELP en-
coder) and transformed into the MDCT domain.
This perceptually weighted difference signal Dw

LB
is combined with the MDCT-domain high-band sig-
nal SHB(k) in the time-domain aliasing cancelation
codec and transmitted within layers 4–12, resulting
in bit rates from 16 kbit/s up to 32 kbit/s.• In order to enable a full wide-band representation of
the audio signal for bit rates at or above 14 kbit/s,
layer 3 adds information for a parametric time-
domain bandwidth extension (TDBWE) tool in the
decoder.

Figure 18.10 shows the structure of the correspond-
ing decoder. Layers 1 and, if present, 2 are decoded
by the embedded CELP decoder, postfiltered and post-
processed by a high-pass filter (HPF) to obtain the
low-frequency input signal for the QMF synthesis filter-
bank (IQMF). If layer 3 is present (i. e., for bit rates larger
or equal to 14 kbit/s), the TDBWE decoder produces
a high-frequency synthesis which is further processed in
the MDCT domain, and transformed back to provide the
high-frequency band signal for the QMF synthesis filter-
bank. For all further layers, the TDAC decoder produces
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Fig. 18.10 Structure of a G.729.1 decoder (after [18.31])

MDCT coefficients which describe the (weighted) resid-
ual signal for the lower-frequency QMF band or the
reconstructed signal in the high-frequency QMF band.
In the latter case, the transmitted MDCT coefficients
replace the TDBWE signal as they become available.
Both the low- and high-frequency TDAC decoder con-
tributions are passed through an inverse MDCT. In order
to reduce pre/post-echo artifacts (i. e., temporal smear-
ing of the signal resulting from processing with a high
frequency resolution), such conditions are detected and
the corresponding signals are modified based on the time
envelope information from the CELP and TDBWE parts.

The overall algorithmic delay of the codec is
48.94 ms, and its complexity is around 35 wmops
([18.31, Table 5]).

18.5.3 AMR-WB+

Another interesting and recent example of a hybrid
speech/audio coding scheme is the extended wide-band
adaptive multirate coder (AMR-WB+) [18.32] which
extends the wide-band AMR speech coder (AMR-WB)
towards the ability of handling general audio signals.
As an important difference from the coders discussed
in the preceding two sections (MPEG-4 Scalable Audio
Coding in Sect. 18.5.1 and G.729.1 in Sect. 18.5.2), thisPart
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Fig. 18.11 High-level structure of the extended AMR-WB encoder (after [18.32])

flexibility is not achieved by running a filterbank-based
audio coding on top of (i. e., as an enhancement layer to)
an underlying speech coder, but by allowing a dynamic
selection between two alternate coding modes. While
the algebraic code excited linear prediction (ACELP)
mode handles speech-like signals in an efficient way,
a filterbank-based audio coding mode (transform coded
excitation, TCX) provides good quality for non-speech
signal types. As a further extension, the AMR-WB+
coder includes a parametric stereo processing for effi-
cient handling of stereo audio signals.

Figure 18.11 shows the high-level structure of the
encoder. The input signal is first converted to the coder’s
internal sampling frequency (nominally 25.6 kHz), and
then split into two equal-sized subbands (denoted with
the subscripts HF and LF for high- and low-frequency
band sin the figure, respectively). For operation with
a mono input signal (denoted M in the figure), only
the parts with the grey background are used. Each
block of 1024 subband samples (called a superframe)
is processed independently. The lower subband signal
(nominally between 0 and 6.4 kHz) is encoded using
the hybrid ACELP/TCX coder while the high band
(nominally between 6.4 and 12.8 kHz) is encoded using
a bandwidth extension method.

If a stereo signal is encoded (signals L and R in the
figure), its high frequency subband signals are encoded
separately using the bandwidth extension mechanism.
The low-frequency band of the stereo signal is con-

verted into mid (sum) and side (difference) signals, M
and S, respectively. While the mid signal is fed into the
ACELP/TCX coder, the side signal is further processed
by the stereo encoding stage (i. e., parametrically coded
above 1 kHz nominal, and ACELP/TCX coded below
this frequency). All quantized and coded parameters are
multiplexed into a bitstream.

At the heart of the coding scheme, the ACELP/TCX
core divides each superframe of 1024 samples into four
frames of 256 samples, each of which can be encoded
in four possible modes:

• as a 256-sample ACELP frame• as a 256-sample TCX frame• as a part of a larger 512-sample TCX frame that is
constructed by concatenating two subsequent frames• as a part of a long 1024-sample TXC frame that
encompasses the whole superframe

The selection of the optimum coding mode is car-
ried out on a per-frame basis and can either be done
in a closed- or open-loop fashion. The latter is com-
putationally less demanding but results in some quality
degradation for non-speech signals. A more-detailed de-
scription of the hybrid ACELP/TCX coding approach
can be found in [18.33].

The AMR-WB+ decoder (Fig. 18.12) demultiplexes
the received bitstream, recovers the quantized pa-
rameters and performs the corresponding synthesis
operations to reconstruct the output signal.
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Fig. 18.12 High-level structure of the extended AMR-WB decoder (after [18.32])
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Fig. 18.13 High-level structure of the ARDOR coder (after
[18.36])

The AMR-WB+ codec supports various sampling
frequencies between 8 and 48 kHz and bit rates of
6–36 kbit/s (mono operation)/8–48 kbit/s (stereo oper-
ation). When running at the nominal internal sampling
frequency, the codec features an overall algorithmic
delay of about 113.8 ms [18.34]. For a more-detailed
overview of AMR-WB+ see [18.35].

18.5.4 ARDOR

While all of the combined speech/audio coders dis-
cussed previously are the results of intense development
work within standardization bodies, there is also con-
siderable activity in the research community on the
topic of hybrid coding. One example is the coder

that was developed under the adaptive rate-distortion
optimized sound coder (ARDOR) European research
project [18.36] and aims at providing a unified uni-
versal audio coder that shows optimal behavior for
a wide range of bit rates, input signal types and other
requirements (such as delay). The general architec-
ture of the coder is shown in Fig. 18.13. The key
idea is to process the input signal using a number
of subcoding strategies (i. e., coding modules such as
CELP-based speech coding, filterbank-based audio cod-
ing and sinusoidal audio coding). This may happen
either individually (i. e., one subcoder at a time) or,
more generally, in combination (i. e., each subcoder car-
ries a part of the signal to be coded). In order to make
optimum use of the pool of subcoders, a central ele-
ment of the concept lies in the rate-distortion (R/D)
optimization approach which helps select the subcoder
that provides the best performance in a rate-distortion
sense for a given input signal (or parts thereof). This
gives the framework for an overall optimization of
the whole system. As a third important aspect of the
overall system, the rate-distortion optimization process
employs a perceptual distortion measure in order to op-
timize subjective quality rather than an inappropriate
simple metric like SNR. Thus, accurate modeling of
perceptual quality metrics is paramount to guiding the
overall system in a meaningful way. An example of
R/D optimization in the ARDOR context can be found
in [18.37].
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Naturally, a coder resulting from such a re-
search project cannot compete with highly optimized
standardized schemes in the marketplace in terms
of its implementation and computational complex-
ity. Instead, it delivers a proof of feasibility for
a comprehensive approach to the universal coding

problem and provides valuable insights into the under-
lying problems. Finally, it demonstrates the possible
gain attainable from such a concept, and in this
way further pushes the borders. More work in this
area is needed to arrive at a practically attractive
solution.

18.6 Summary

Perceptual audio coding has made significant progress
during the last two decades and is becoming increas-
ingly attractive not only for music signals but also
for carrying high-quality speech signals. A number
of perceptual audio coding schemes have been de-
veloped fulfilling the delay requirements imposed by
real-time two-way voice communication and thus en-
abling telephone and teleconferencing applications with
high sound reproduction fidelity. While perceptual au-
dio coders cannot offer the same speech compression

efficiency as their source-model-based speech coding
counterparts at very low bit rates, they traditionally ex-
cel in terms of quality that scales continuously with bit
rate without saturating and their tolerance to mixed and
complex signals.

It is interesting to see the first signs of successful
convergence between the speech and the audio coding
worlds in a quest for hybrid schemes that combine the ad-
vantages of both coding paradigms into a single system
on the way towards the universal coder.
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Basic Princip19. Basic Principles of Speech Synthesis

J. Schroeter

Speech synthesis enables voice output by machines
or devices. Text-to-speech (TTS) synthesis does so
by using text as input. Ever since the talking ma-
chine by von Kempelen in 1791 [19.1], researchers
and technologists have endeavored to make ma-
chines talk. The first electronic synthesis, Homer
Dudley’s Voder (Voice Coder), was demonstrated at
the 1939 World Fair in New York City [19.2]. Today,
TTS systems enjoy wide use in assistive technolo-
gies, telecommunications, entertainment, and
education. In this chapter we will review the ba-
sic principles of this technology, which serves as
an introduction to later chapters that provide the
reader with more-detailed information.

19.1 The Basic Components of a TTS System .... 413
19.1.1 TTS Frontend ................................ 413
19.1.2 TTS Backend................................. 415

19.2 Speech Representations
and Signal Processing
for Concatenative Synthesis ................... 421
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19.2.2 LPC-Based Synthesis ..................... 423
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19.3.2 Principle Methods

for Changing Speaker
Characteristics
and Speaking Style ....................... 424

19.4 Speech Synthesis Evaluation .................. 425

19.5 Conclusions .......................................... 426

References .................................................. 426

19.1 The Basic Components of a TTS System

A simple block diagram of a text-to-speech (TTS) sys-
tem is depicted in Fig. 19.1. The frontend on the left
is logically separated from the synthesizer backend on
the right. The frontend works on a symbolic level, tak-
ing text as input and creating control information as its
output. The synthesis backend uses the control informa-
tion and renders speech output from it. In this chapter,
we will use English as an example language. We also
point out that, for many aspects of TTS, there is a choice
of rule-based versus data-driven methods that can be
applied. Finding the right mix or compromise between
both extremes is one topic of ongoing research.

19.1.1 TTS Frontend

Figure 19.2 depicts the principle tasks of a TTS fron-
tend. It provides document structure detection and text
normalization, interprets text markup, and performs
a linguistic analysis to produce what amounts to tagged
text that then undergoes phonetic analysis to create
phone-based information, and prosodic analysis to de-
termine pitch, durations, as well as assigning stresses

and pauses. Although presented here in a simple linear
sequence of steps, many of the tasks of a TTS fron-
tend actually rely on specific information created in
later steps. Therefore, the sequence of steps presented
here is only the most commonly used with different in-
terdependencies handled as exceptions and/or resulting
in delayed decisions. Much more detailed information
on text processing in TTS frontends can be found in
Chap. 22 by Sproat.

Document structure detection can be as general as
interpreting punctuation marks, may include filtering out
email headers (e.g., in a unified messaging application),
or may even take paragraph formatting into account.
Document structure detection is simplified in case the
document follows the standard generalized markup
language (SGML) standard. SGML is an interna-
tional standard for the definition of device-independent,
system-independent methods of representing texts in
electronic form [19.3].

Text normalization handles abbreviation and
acronyms with the goal of matching how an educated
human reader would render the input text. ‘St.’ could be
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Fig. 19.1 Block diagram of a text-to-
speech (TTS) system

rendered as Street or as Saint, ‘Dr.’ as Drive or Doctor.
‘IBM’ is spelled out, while ‘NASDAQ’ is not.

Text markup can be used to control how the TTS en-
gine renders its output. Proper markup may make the
TTS output sound intelligent, such as letting the fron-
tend know that it should use address mode for reading
a street address. It may also tell the TTS engine to ren-
der a sentence with emotions like angry, sad, happy, or
neutral. One widely used markup standard for synthesis
is speech synthesis markup language (SSML) [19.4].

In addition to text preprocessing, linguistic–
syntactic analysis tasks include a morphological analysis
for proper word pronunciation and a syntactic analysis
to facilitate accenting and phrasing and to handle am-
biguities in the written text. Most TTS systems forego
fully parsing the input text to limit computational com-
plexity and because input consists often of incomplete
sentence fragments.

Phonetic analysis focuses on the phone level within
each word, tagging each phone with information about
what sound to produce and how to produce it (speak-
ing style, emphasis). As part of this process, it performs
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Fig. 19.2 Tasks and processing in a TTS frontend

a grapheme-to-phoneme conversion (i. e., determining
the exact pronunciation of each word of the input sen-
tence) and homograph disambiguation (e.g., figuring out
whether an input sentence uses the present tense or the
past-tense version of the word read). For these tasks, it
relies on dictionaries to look up word pronunciations,
usually backed up by general letter-to-sound rules as
a fallback or, for some languages, as the primary source
for pronunciations. An etymological analysis helps pro-
vide clues about the meaning of words and explain
irregularities in pronunciation, for example, in names.
All of this information then drives the prosodic analysis.

Prosodic analysis determines the progression of
intonation, speaking rate, and loudness across an utter-
ance, which are ultimately represented at the phoneme
level as pitch (fundamental frequency), duration, and
amplitude. The intonation and timing parts largely de-
termine the rhythm of a synthetic sentence in addition
to syllabic stress (expressing the prominence of a sylla-
ble relative to its surrounding syllables). Repetition of
rhythm and stress patterns across sentences contributes
to listener fatigue and low perceptual scores. There-
fore, proper prosody facilitates listener focus, highlights
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Fig. 19.3 Block diagram of determining the pitch contour
of a speech utterance
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important or new content, or even conveys nuances of
meaning.

Timing is an important part of prosody assign-
ment, including durations of individual phones. There
are several approaches to duration modeling, but two
guiding principle approaches exist. The more common
rule-based approach is to start with segment intrinsic
durations and moderate these durations based on rules
that combine a relatively small set of different types
of data, extracted by prior analyses either additively
or multiplicatively [19.5, 6]. A more-recent data-driven
approach is to use large speech corpora and to apply ma-
chine learning methods involving a much larger set of
control factors [19.7].

Intonation refers to the tonal/melodic parts of
prosody. Given a certain speaking style, Fig. 19.3 sum-
marizes the process of intonation/pitch assignment in
terms of creating an F0 contour for a given utterance.
Starting from a symbolic representation, for example in
terms of tone and break indices (ToBI) [19.8], pauses
and prosodic phrases are determined, followed by set-
ting pitch accents and/or tones. Suprasegmental prosodic
attributes like pitch range (the difference between the
highs and lows in the voice of a speaker), declina-
tion (the gradual lowering of pitch over the course
of a sentence), and the expression of prominence are
certainly affected by the particular speaker’s speaking
style.

The final step towards arriving at an F0 contour uses
the available symbolic prosody data to create a time se-
ries for F0. Stylized or actually observed pitch templates
in a corpus might be used. A simpler approach is to use
a generative model such as Fujisaki’s [19.9] that expands
pulse or step-like accent and phrase commands into con-
tinuous pitch contours, employing a source–filter model.
More information on prosodic processing can be found
in Chap. 23.

Finally, all of the frontend information is then for-
warded to the TTS backend for synthesis. Note that TTS
frontends have to be somewhat language specific. Pro-
nunciation dictionaries and letter-to-sound rules used in
the frontend may even be tailored to match the spe-
cific speaker’s language accent and speech production
peculiarities of the human voice that TTS tries to mimic.

19.1.2 TTS Backend

TTS backends are largely independent of TTS frontends.
This gives TTS system designers the option to pick from
different frontends and backends, provided the interface
between them can be instantiated.

A TTS backend uses the information provided by the
frontend to synthesize speech using a specific synthe-
sis method. Traditionally, we distinguished rule-based
versus corpus-based synthesis methods. The former
included articulatory synthesis and formant synthesis,
while the latter was almost synonymous with concate-
native synthesis. Note, however, that one should keep
the paradigm of knowledge representation (rule versus
corpus) separate from the synthesis method itself. The
reason for this is that the clear-cut distinction no longer
exists. We now have examples of articulatory and/or
formant synthesizers that incorporate data-driven meth-
ods and other examples of using rules in concatenative
synthesize backends. However, it is still true that ev-
ery given synthesis method is somewhat dependent on
the speech representation it uses. We will present de-
tails on speech representations in Sect. 19.2 below. First,
however, we will review the principle differences be-
tween articulatory, formant, and concatenative synthesis
methods.

Articulatory Synthesis
Articulatory synthesis uses mechanical and acoustic
models of speech production to synthesize speech. These
models can be as intricate as solving the Navier–Stokes
partial differential equation for the vocal tract and the
glottis [19.10].

The process of computing vocal tract acoustics from
its geometry is sketched in Fig. 19.4. The dynamic move-
ments of the articulators (e.g., jaw, tongue, lips, velum,
etc.), together with the vocal-tract excitation (not shown
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Fig. 19.4 The human speech-production system with glottis, vocal
tract, and nasal tract
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in Fig. 19.4; vibrations of the vocal folds of the glottis
for voiced sounds, aspiration at the glottis and fricative
noise generated at vocal tract constrictions for unvoiced
sounds) allow for speech synthesis using articulatory pa-
rameters as controls. A complete articulatory synthesizer
would use information such as the forces and timings
of all relevant groups of articulatory muscles to drive
a realistic mathematical model of glottis and vocal tract.

Clearly, any measurements of the vocal tract ge-
ometry are helpful for articulatory synthesis research.
Such measurements are obtained by one of several tech-
niques. For example, ultrasound pictures of the tongue
shapes [19.11] can reveal important details of tongue
movements. Nuclear magnetic resonance [19.12] is now
fast enough to track vocal tract dynamics in real time.

From these kinds of data, so-called articulatory
models (static models, e.g. [19.13], or dynamic mod-
els, e.g. [19.14]) then convert positional coordinates
of the articulators to a series ATRACT

i , i = 1, . . . , p of
piecewise-constant vocal-tract cross-sectional areas that
can be used to compute the vocal-tract acoustics. An
example is shown in the top right of Fig. 19.4.

There is a multitude of ways to characterize the
acoustics of the vocal tract. Here we will focus on
a frequency-domain method (see [19.1] for others). As-
suming plane wave propagation in the vocal tract (an
assumption that is valid for frequencies under 4 kHz),
the input/output characteristics of the vocal tract can
be characterized by its chain matrix (also known as its
ABCD matrix) that links sound pressure at the lips PL
and volume flow at the lips ULto their counterparts at
the glottis, PG and UG, respectively:(

PL

UL

)
=
(

A B

C D

)(
PG

UG

)
, (19.1)

where the tract ABCD matrix is the product of individual
section matrices as follows, each section with a different
cross-sectional area ATRACT

i and, optionally, length:(
A B

C D

)
=

p∏
k=1

(
Ak Bk

Ck Dk

)
. (19.2)

Here the ABCD matrix elements are

Ai = cosh(ΓiΔ) , Bi =−Zi sinh(ΓiΔ)

Ci =−Z−1
i sinh(ΓiΔ) , Di = cosh(ΓiΔ) , (19.3)

with characteristic impedances Zi , lossy propagation
constants Γi , and vocal-tract section length Δ (assumed
to be the same for all sections). Zi and Γi depend on the
cross-sectional area ATRACT

i . Both of these quantities

are determined by the (per-unit-length) inductance Li ,
capacitance Ci , and the loss elements resistance Ri and
conductance Gi [19.1, p. 34], and are given by:

Zi =
√

(Ri + iωLi )

(Gi + iωCi)
(19.4)

and

Γi =
√

(Ri + iωLi )(Gi + iωCi ) (19.5)

with i=√−1 and ω the radian frequency. There are
several meaningful quantities that are easily computed
from (19.1). One that we will need in Sect. 19.2 below
is the vocal-tract transfer function that relates volume
velocity at the lips to glottal volume velocity (glottal
flow):

H = UL

UG
= 1

A−CZL
. (19.6)

Here ZL is the radiation impedance at the lips. From
(19.6), we compute the sound pressure at the lips as
PL = HTRACTUG, where HTRACT = ZL H . An example
for HTRACT is depicted in the lower right of Fig. 19.4.

The inverse Fourier transform of HTRACT is the im-
pulse response of the vocal tract that, convolved with
the actual glottal flow, results in synthetic speech. Many
more details including information on how to model the
glottal and noise excitations can be found, for example,
in [19.15].

In general, articulatory synthesis produces intelligi-
ble synthetic speech, but today its output is still far from
natural sounding. The reason for this fact is that each of
the several models that are employed in the process has
to be extremely accurate in reproducing the characteris-
tics of a given single speaker. Also note that most of these
models largely depend on expert guesses (rules) and not
enough on observed data. While the promise of high-
quality articulatory synthesis is the possibility of easily
modifying any model with the objective of changing un-
derlying speaker characteristics, the complexities and
computational requirements of this method still hamper
its broad adaptation in practical speech synthesizers.

Formant Synthesis
Formant synthesis encapsulates the vocal tract as a black
box, aiming to reproduce its input/output characteristics,
namely (19.6), in form of formant filters. Further ap-
proximations are made for the radiation impedance ZL
and for the excitation mechanisms. More generally, for-
mant synthesizers instantiate the so-called source–filter
theory of speech production in a terminal analog fash-
ion. The theory postulates that there is no influence of the
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Basic Principles of Speech Synthesis 19.1 The Basic Components of a TTS System 417

filter back on the source (contrary to articulatory synthe-
sizers). Instead of vocal tract areas, formant frequencies
and bandwidths are used as control factors. The filters
are excited either with a pulse train or with noise.

Assuming ZL = 0 in (19.6) and neglecting any losses
in the vocal tract, the transfer function (19.6) simplifies
to H = A−1. For the i-th tract section, the A element of
its chain matrix becomes (19.3):

Ai = cos

(
ωΔ

c

)
∀i = 1 , . . . , p . (19.7)

Here c is the speed of sound. Representing the vocal
tract using p sections, each of length Δ, the round-trip
wave propagation delay through a section is 2Δ/c. This
delay corresponds to the delay operator z−1 in a digital
implementation. Consequently, (19.7) may be written as

cos

(
ωΔ

c

)
= z−1/2+ z+1/2

2
= z1/2

2
(1+ z−1) .

(19.8)

By chaining the individual terms for the entire vocal
tract, we get a polynomial of order p, of the form

UL

UG
= z−p/2

p∑
i=0

ai z−i

⇒
p∑

i=0

ai z
−iUL = z−p/2UG .

(19.9)

In the time domain, the right-hand form of (19.9) ex-
pands to

p∑
i=0

aiuL(n− i)= uG

(
n− p

2

)
. (19.10)

Making the simple substitutions s(n)≡ uG and uG(n−
p/2)≡ e(n), we arrive at the standard linear prediction
coding (LPC) equation [19.16]:

s(n)= e(n)−
p∑

i=1

ais(n− i) with a0 = 1 (19.11)

showing that we can represent a lossless non-nasal vocal
tract using a standard LPC polynomial.

Serial Formant Synthesizer. Assuming p even and only
conjugate complex roots, the LPC polynomial (19.9) can
be factored into its roots, resulting in

UL

UG
=

p/2∏
i=1

(1− zi )(1− z∗i )

(1− zi z−1)(1− z∗i z−1)

=
p/2∏
i=1

1−2e−σi T cos(ωi T )+ e−2σi T

1−2e−σi T cos(ωi T )z−1+ e−2σi T z−2 ,

(19.12)

where the i-th root zi = e−σi T e−iωi T , the asterisk (∗)
denotes the conjugate complex, and T is the sampling
interval. Note that the frequency-independent numerator
of each factor (i. e., the filter element) normalizes the
gain of that factor to be unity at zero frequency (z = 1).

Figure 19.5 shows the frequency characteristic of
a single filter element. Note that the peak gain is given
by its quality factor Qi = ωi/2|σi |, and the bandwidth of
the filter in Hertz is Bi = Fi/Qi = ωi/2πQi = |σi |/π.
Cascading p/2 second-order filter sections instantiates
(19.12). Note that specifying the formant frequencies Fi
and bandwidths Bi fully determines the transfer function
of the chained filters.

Parallel Formant Synthesizer. A serial synthesizer is
a good approach for open, non-nasal vocal tract con-
figurations (e.g., for vowels and liquids). In order to
reproduce the speech spectra of obstruents and nasals,
however, we need to control individual filter section
amplitudes in addition to formant frequencies and band-
widths. This is possible if individual filter sections are
connected in parallel, each with its own gain factor. The
price we pay for the additional flexibility in matching
spectrum levels is that spurious zeros are introduced
between the formant frequencies.

In order to arrive at a parallel filter representation,
we start from (19.12) and expand the product form into
a summation form through partial fractions:

UL

UG
=

p/2∏
i=1

1−2e−σi T cos(ωi T )+ e−2σi T

1−2e−σi T cos(ωi T )z−1+ e−2σi T z−2 ,

=
p/2∑
i=1

Ai − Bi z−1

1−2e−σi T cos(ωi T )z−1+ e−2σi T z−2
,

≈
p/2∑
i=1

Ai

1−2e−σi T cos(ωi T )z−1+ e−2σi T z−2
.

(19.13)

Here, the residual terms Ai (the gain) and Bi (the
phasing of the resonance, neglected in most practical
realizations) allow for the additional control that we
desire.

Combined Serial/Parallel Formant Synthesis. Includ-
ing a serial filter realization for vowels and liquids and
a parallel filter realization for nasals and fricatives is
clearly advantageous. Figure 19.6 shows a block di-
agram of Klatt’s synthesizer [19.17]. Also shown is
a parametric voicing source that can be tuned for dif-
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Fig. 19.5 The frequency response of a single second-order filter
section of a formant synthesizer with angular center frequency ωc

and bandwidth b= 2πB
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Fig. 19.6 Hybrid serial/parallel synthesizer of Klatt

ferent voices or speaking styles. The synthesizer also
includes an aspiration/breathiness component added to
the glottal source that assists in the production of voiced
fricatives. A commercial system that makes use of ar-
ticulatory and acoustic-phonetic knowledge and drives
the Klatt synthesizer is HLSyn [19.18]. Readers inter-
ested in rule-based and formant synthesis can find more
information in Chap. 20.

Formant synthesis is the preferred method for cre-
ating speech stimuli for research in speech perception,
given the high level of control such experiments re-
quire. Another advantage of formant synthesizers is
their moderate computational requirements. For exam-
ple, memory requirements can be as little as 1 MB.
Therefore, formant synthesis is ideal for applications
such as in handheld devices, for example, talking dic-
tionaries, calendars, etc., or even in cell phones (e.g.,
for reading back names and key presses). Intelligibility
is high, but naturalness is generally lacking. Matching
a target speaker is usually impossible.
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Concatenative Synthesis
Concatenative synthesis employs segments of recorded
speech from a prerecorded inventory (voice database).
A block diagram of a typical concatenative TTS system
is shown in Fig. 19.7. The phonetic and prosody targets
provided by the frontend on the left act as a fuzzy query
into the voice database that stores all sound units. The se-
quence of units that optimally match the input query for
a to-be-synthesized sentence are retrieved, assembled,
and handed off to the speech waveform modification
and synthesis module on the right. Unit assembly and
waveform synthesis are both backend tasks. Note that
changing the language requires changing the frontend,
but usually also requires changing the store of sound
units. Changing the target speaker (e.g., from male to fe-
male) also usually requires changing the store of sound
units.

The sound store may contain one or more of differ-
ent types of speech units. For example, using phones
(e.g., about 50 for English) leads to unsatisfactory joints
between units because of the large coarticulatory ef-
fects between adjacent phones. Intuitively, longer units
are more likely to result in higher-quality synthesis,
given that the rate of concatenations (how many unit-
to-unit transitions occur per second of speech) is lower
than in the case of shorter units. For general TTS
applications, however, longer units are impractical be-
cause of the tremendous multiplicity of possible unit
variants [19.19]. Therefore, using whole word units is
impossible because of the huge demands on a voice
talent that would have to read a few hundreds of thou-
sands of words in a consistent voice and manner but
also in different prosodic contexts. Given these contra-
dictory requirements, most TTS implementations until
the mid-1990s used one of two types of inventory units:
the diphone or the demisyllable.

A diphone is the segment of speech that starts at the
middle of one phone and extends to the middle of the
next phone. It brackets exactly one phone-to-phone tran-
sition. The cut points at the middle of the phones are in
the acoustically most stable region. Note that the aver-
age length of a diphone is identical to that of a phone.
Because each diphone has two phone identities, the the-
oretical size of a diphone inventory is quadratic in the
number of the phones a language has. However, because
of the fact that a language might not use all of these
combinations, the actual number of diphones that needs
to be in the inventory is significantly smaller. For ex-
ample, English requires an inventory of at least 1000
diphones [19.20].
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Fig. 19.7 Block diagram of a concatenative synthesizer

Demisyllables are alternative units for concatena-
tive synthesis [19.21]. A demisyllable encompasses half
a syllable; that is, either the syllable-initial portion up to
the first half of the syllable nucleus, or the syllable-final
portion starting from the second half of the syllable nu-
cleus. The number of demisyllables in English is roughly
the same as the number of diphones. Because demisylla-
ble units are usually longer than diphones and allow for
better capture of longer-term coarticulation effects com-
pared to diphones, they should pose fewer concatenation
problems.

With a minimum-size inventory, units must be mod-
ified by signal processing to match the frontend targets
and to smooth over the concatenation points. After
recording the voice talent, special care must be spent
on selecting the most appropriate instances of each
unit to be included in the inventory. Semi-automatic
tools can help in finding those instances of units that
minimize concatenation problems when used in later
synthesis [19.22, pp. 199-222].

The offline (not carried out at synthesis time) pro-
cess of selecting optimum units can be improved further
by incorporating it in the online synthesis process.
The quality of the synthesized speech should increase
given that full context information is available at syn-
thesis time, but only general statistical information
exists when done offline. This idea originated at ad-
vanced telecommunications research (ATR) in Japan in
the late 1980s [19.23]. The resulting new subcategory
of concatenative synthesis is now called unit-selection
synthesis [19.24]. It was largely enabled by the ever-
increasing power of computers. Unit-selection synthesis
adds the problem of how to do fast searches of potentially
millions of options to the set of tasks in speech synthesis.
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420 Part D Text-to-Speech Synthesis

Unit-Selection Synthesis. Different from earlier con-
catenative synthesizers, unit-selection synthesis auto-
matically picks the optimal synthesis units (on the
fly) from an inventory that can contain thousands of
examples of a specific unit (such as a diphone), and con-
catenates the selected sequence of units to produce the
synthetic speech. This process is outlined in Fig. 19.8,
which shows how the method must dynamically find
the best path through the unit-selection network corre-
sponding to the sounds for the word ‘two’. The optimal
selection of the sequence of units depends on factors
such as spectral similarity at unit boundaries and on
matching prosodic targets set by the front-end. In the
following, we will highlight the essential steps, as used
in the CHATR speech synthesis system [19.25]. Many
more aspects and details are covered in Chap. 21.

There are two principal kinds of cost measures that
guide unit selection. One is unit segmental distortion
(USD); another name for it is target cost. USD captures
the spectral differences between candidate units in the
inventory and a hypothetical target, noting that the real
target is not available at synthesis time. Therefore, USDs
have to be estimated from available features for the tar-
get, given the sentence to be synthesized. An example
would be to represent the cost of selecting an /ah/ from
the word want to synthesize the word cart. The USD in
this case is the penalty for violating the desired /ah-r/
context by selecting /ah/ in an /ah-n/ context. USDs are
represented by the nodes in Fig. 19.8.

The other kind of cost is unit concatenative distortion
(UCD), also called join cost. It measures the spectral
discontinuity across the boundaries of candidate units.
Since the candidates exist in the inventory, UCDs can
be computed directly from the candidates. UCDs are
represented by the arcs (arrows) in Fig. 19.8.
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Fig. 19.8 Viterbi search of a diphone inventory for the
words ‘two’ or ‘to’

We formalize the unit selection process as follows.
We start with denoting t j to be the j-th (idealized) target
unit in the string T = {t1, . . . , t j , . . . , tN } that spans the
sentence to be synthesized. Similarly, we form a set of
N corresponding units selected from the inventory to
be Θ = {θ1, . . . , θ j , θ j+1, . . . , θN }. Then the total unit
selection cost for any path through the network depicted
in Fig. 19.8 is given by

d(Θ, T )=
N∑

j=1

du(θ j , t j )+
N−1∑
j=1

dt(θ j , θ j+1) (19.14)

where du(θ j , t j ) is the USD or target cost between target
unit t j and candidate unit θ j and dt(θ j , θ j+1) denotes
the UCD or join cost between the two neighboring units
θ j and θ j+1. The optimal path (the optimal sequence of
units) can be found efficiently using the Viterbi method
that scales linearly with the grid size (the number of
time steps multiplied by the number of candidate units
in a column of the network) [19.26].

The join cost has to be zero if both units are natural
neighbors in the inventory, that is, if they were recorded
in sequence (e.g., came from the same word) because, by
definition, there is no spectral mismatch in this case. The
exact type of join costs to use is an area of active research
that tries to gauge a listener’s perceptual annoyance of
spectral mismatches [19.27].

USD or target costs are conceptually more difficult
to understand. In practice, they are also more difficult to
instantiate. Formally, we start with

du(θ j , t j )=
q∑

i=1

wt
iφi [Ti ( f

θ j
i ),Ti ( f

t j
i )] , (19.15)

where thewt
i are trained weights (see later), and the Ti (·)

can either be continuous functions for a set of features
f ·i such as segmental pitch, power, or duration, or a set
of integers in case of categorical features f ·i such as
unit identity, phonetic class, etc. In the latter case, φi
is looked up in a distance table. Otherwise, a simple
quadratic distance may suffice:

φi [Ti ( f
θ j
i ),Ti ( f

t j
i )] = [Ti ( f

θ j
i )−Ti ( f

t j
i )]2 .

(19.16)

The training of the weights wt
i is done offline. For each

phoneme in each phonetic class in the training speech
database (which might be the whole recorded inventory),
we treat each exemplar of a unit as a target and all others
as candidate units. Let L be the number of phones in
the phone set and M the number of lowest target-cost
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Basic Principles of Speech Synthesis 19.2 Speech Representations and Signal Processing for Concatenative Synthesis 421

candidates that we wish to consider. Then, a (L × M) ×q
rectangular matrix Φ for this set is given by

Φ(L×M)×q = [φ1, . . . , φL]T , (19.17)

where T denotes matrix transposition. Similarly,

wt
qx1 = [wt

1, . . . , w
t
q]T (19.18)

is the desired vector of weights. Furthermore,

a(L×M)×1 = [da(θ1, t1) . . . da(θM, t1)| . . .
|da(θ1, tL ) . . . da(θM, tL )]T (19.19)

is a vector of acoustic distances da, similar to the UCD
join cost, but now applied over all corresponding frames
of a pair of candidates and targets units using, for exam-
ple, dynamic time warping (DTW). The optimal weight
set wt then solves the least-squares system of linear
equations

ΦTΦwt =ΦTa . (19.20)

Because of coverage issues, unit selection appears to
be well suited for limited-domain applications such as
synthesizing telephone numbers to be embedded within
a fixed carrier sentence. Even for more open-domain
applications, such as email reading, advanced unit se-
lection can reduce the number of unit-to-unit transitions
per sentence synthesized and, consequently, increase the
segmental quality of the synthetic output. Furthermore,
the use of multiple instantiations of a unit in the in-
ventory, taken from different linguistic and prosodic

contexts, reduces the need for prosody modifications that
potentially degrade naturalness. Consequently, today’s
most natural sounding unit-selection systems employ
inventories that comprise many dozens of hours of
speech, in particular when more than one speaking style
(e.g., newsreader) or emotion (e.g., neutral) is to be
covered [19.28] (Chap. 25).

HMM-Based Synthesis. An alternative approach to in-
stantiating the USD/target costs in unit selection is based
on clustering contexts offline and selecting the best unit
at runtime from the optimal cluster, given the context
information for the sentence to be synthesized [19.29].
This task is well known in acoustic modeling in speech
recognition. Therefore, a similar approach using hid-
den Markov models (HMMs) can also be used for this
step in synthesis. Using HMM states as units and adding
a speech generation method from HMM state data (spec-
tra and excitation) leads to an HMM-based synthesis
method [19.30].

In the next section, we will look into some of the
signal representations typically used in concatenative
TTS systems. The idea is that limited signal process-
ing may alleviate the combinatorial problems [19.19]
that potentially degrade even the intelligibility of a TTS
system because of the lack of appropriate units in the
inventory. Signal processing may also allow speaker
transformations, thus lowering the cost of generating
new voice inventories. We will look into speaker and
speech transformations in Sect. 19.3.

19.2 Speech Representations and Signal Processing
for Concatenative Synthesis

A speech representation suitable for concatenative syn-
thesis satisfies the following requirements.

1. In order to minimize disk and/or memory re-
quirements, voice inventories are stored in com-
pressed form at high quality. The encoding/
decoding process should be of low computational
complexity.

2. Encoding/decoding has to be perceptually trans-
parent for maximum naturalness. Any perceptually
detectable distortions should be avoided. Early ex-
amples of concatenative synthesizers violated this
requirement, sacrificing naturalness while maximiz-
ing intelligibility.

3. Algorithms used for encoding and decoding need to
allow for random access to individual units of speech
(e.g., diphones).

4. Ideally, the selected speech representation must al-
low for natural-sounding modifications of prosody.
Note, however, that for most signal processing al-
gorithms, modifying pitch more than a few percent
may destroy naturalness.

5. Advanced signal processing might avoid extensive
and impractically long recording sessions. Advanced
voice conversion might be used to approximate emo-
tional speaking styles [19.28] (Chap. 25). However,
many people believe that today’s voice conversion
algorithms still do not produce the necessary quality.
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Fig. 19.9a–c Time-domain pitch synchronous overlap add (TD-PSOLA, after [19.31, Fig. 10.1, p. 252])

Given this list of requirements, in the following,
we will now outline three classes of speech signal
processing algorithms with their (native) speech rep-
resentations: low-complexity time-domain algorithms
such as TD-PSOLA (using the waveform of the speech
signal directly), LPC-based representations, and fre-
quency domain-based speech representations. Common
to all of them is the fact that changes in segment
durations are almost trivially tied to modifications
of parameter update rates. They are different, how-
ever, in the manner in which they facilitate pitch
changes and allow or disallow changes in spectral
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Fig. 19.10 Block diagram of LPC synthesis. Voiced excitation is
facilitated by periodic pulses with pitch period T . Gaussian noise is
used for unvoiced excitation. The excitation is amplified by a gain
factor σ

envelopes and spectral fine structure of the speech
signal.

19.2.1 Time-Domain Pitch Synchronous
Overlap Add (TD-PSOLA)

In its simplest form, time-domain pitch-synchronous
overlap add (TD-PSOLA; see, e.g., [19.32]) consists of
extracting two pitch periods from a voiced speech sig-
nal, windowing each segment with a Hanning window
centered on one glottal closure (maximum excitation)
point. This positioning of the window weighs down
the signal in the vicinity of the previous and next glot-
tal closure events as shown in Fig. 19.9. Note that the
figure depicts time-domain signals on the left and spec-
tra on the right. Panel (a) shows the original signal.
The extracted and windowed signal traces (b) are re-
combined in (c), after shortening (for increased pitch)
or padding with zero amplitude signal samples (for
lowering pitch). The resulting reconstructed signal of
a different pitch value is shown in panel (c). A spe-
cific variant of TD-PSOLA is to apply the method on
the LPC filter excitation (pitch-synchronous residual ex-
cited linear prediction (PSRELP), see [19.33]) instead of
on the speech waveform. As an option, PSRELP allows
for smoothing of the spectral envelope at concatenation
points by modifying the LPC filter, alleviating concate-
nation problems somewhat. Both methods, however, can
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Basic Principles of Speech Synthesis 19.3 Speech Signal Transformation Principles 423

lead to audible glitches since there is no obvious way
of smoothing the waveforms that TD-PSOLA is applied
to. While the PSRELP variant allows for changing the
spectral envelope, the spectral fine structure cannot be
controlled by either method.

19.2.2 LPC-Based Synthesis

We introduced linear prediction (LPC) in (19.11) in
Sect. 19.1.2, as a stepping stone towards formant synthe-
sis. In the simplest version of LPC synthesis, depicted
in Fig. 19.10, the excitation signal e(n) is either a train
of pulses (for voiced speech) or white Gaussian noise
(for unvoiced speech). The LPC filter gives the synthetic
speech the desired spectral envelope, matching the for-
mants without explicit formant identification. This is
enough to create intelligible speech but fails to produce
natural-sounding speech because of the simplistic ex-
citation model. This kind of LPC synthesis clearly is
not natural sounding. However, because of its relation-
ship to vocal tract geometry, LPC lends itself to spectral
modifications that are based on geometric differences of
vocal tracts (e.g., male-to-female speech conversion). In
addition, note that some TTS systems employ advanced
LPC-based encoders and decoders such as code-excited
linear prediction (CELP) or multipulse [19.34], and/or
coders that employ glottal model excitation pulses.
While using CELP or multipulse excitation raises the
quality dramatically, only glottal models have the ad-
vantage of meaningful interpretation in terms of human
speech production and, consequently, lend themselves
to sensible smoothing and interpolation. It is difficult,
however, to match an individual speaker’s voice char-
acteristic with a glottal model-based synthesizer. Both
methods allow for changes in spectral envelope, but fall
somewhat short when we would like fine control of the
spectral details.

19.2.3 Sinusoidal Synthesis

The main disadvantage of the LPC synthesis of
Fig. 19.10 is its lack of faithful reproduction of a speak-

er’s voice characteristics and the lack of fine control of
the speech spectrum. It can be shown that the ampli-
tude and phase relationships of the first few harmonics
contain crucial information on speaker identity (inde-
pendent of the super-segmental prosodic and phonetic
cues). Therefore, modeling speech harmonics directly
using a sinusoidal speech representation seems to be
a more appropriate approach towards meeting the trans-
parency requirement. As with TD-PSOLA, in sinusoidal
synthesis we have the choice of including LPC filtering
to allow for smoothing at concatenation points and for
other modifications of the spectral envelope. In con-
trast to TD-PSOLA, here pitch modifications are done
in the frequency domain by stretching or compressing
the spectrum.

Let s(t) be a signal of interest, either speech or LPC
excitation, then [19.35]

s(t)=
L(t)∑
l=1

Al(t) cos[Ωl(t)] ,with Ωl(t)

=
t∫

tl

ωl(σ)dσ +φl . (19.21)

Here Al(t) is the slowly time-varying amplitude of
the l-th sine wave, Ωl(t) its instantaneous phase, ωl
the radian frequency of the l-th sine wave, and φl
its phase. During analysis of a speech signal, we
have to estimate the harmonic frequencies and phases.
Potential problems are the birth and death of spe-
cific sinusoids and the representation of unvoiced
speech.

Several variants of the sinusoidal approach exist.
One is the harmonic-plus-noise model representa-
tion (HNM) [19.36]. It splits the speech spectrum
into a low-frequency voiced part that is modeled
by the sinusoidal approach, and a high-frequency
unvoiced part that represents the noise-like char-
acteristic of speech spectra at high frequencies.
Another approach is Straight [19.37], which focuses
on highly accurate estimation of the harmonic ampli-
tudes.

19.3 Speech Signal Transformation Principles

The goal of speech signal transformation is to cre-
ate output speech with characteristics that are different
from the speech from which it was derived. This may
include changing speaker identity (making the output
speech sound like a different speaker), or may convert

speech recorded in a neutral newsreader style so that
it sounds angry or happy (change its emotional tone).
Therefore, one important reason to transform speech is
to regenerate its variability that limited recordings can-
not capture [19.28]. There are many kinds of variability
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424 Part D Text-to-Speech Synthesis

in speech, including speaker variability, linguistic inter
and intra-speaker variability, and task variability. The
acoustic correlates of these dimensions are variations
in pitch, duration, amplitude, and spectrum. We already
discussed how to change these low-level attributes, with
the exception of spectral characteristics, which we will
cover in this section.

We will discuss voice transformation to change
speaker identity, voice alteration targeted at changing
gender, individual differences, or even dialect, and mod-
ifications to speaking style and emotions for a given
speaker. Although the methods outlined below may
serve all of these applications, there are important dif-
ferences between them. While changing the speaker
identity can multiply the return on the effort that went
into creating a single high-quality TTS voice by enabling
offering several derived voices instead of just the one
originally recorded, modifying intra-speaker character-
istics such as speaking style or emotion avoids recording
voice databases in that specific style or emotion.

What are the speech and speaker characteristics that
might be changed by signal processing? One compo-
nent of linguistic variability of speech is caused by
variations in intonation. In addition, phonemes exhibit
different spectral properties depending on context (coar-
ticulation), speaking style/emotion, and speaker identity.
Average pitch and formant frequencies are higher for fe-
males than for males. Different dialects cause the use of
different phonemes for a word and/or the use of differ-
ent allophones for the same phoneme in a given context.
In the following, we will highlight methods for modify-
ing spectral characteristics. However, we will also look
at individualized prosody models that capture a spe-
cific speaker and/or emotional/speaking style. Details
on more-expressive speech synthesis can be found in
Chap. 25.

19.3.1 Prosody Transformation Principles

Changing segmental signal characteristics such as du-
ration, amplitude, and pitch enables us to change
supersegmental aspects of prosody as well with the
goal of conveying a different emotion or a different
speech act. This assumes, however, that we know what
longer-term changes are required. Again, a data-driven
approach seems most promising for capturing the way
a specific speaker uses prosody in a specific context (e.g.,
in a dialog scenario) and for a specific speech act (e.g.,
a greeting). Prosody models trained on this information
then allow a TTS system to request the right prosody
for the given context. For a unit-selection synthesizer,

this allows the unit selection module to do a good job
of retrieving the correct speech segments that might
minimize prosodic changes that might be necessary.

Any of the parametric intonation/prosody mod-
els summarized previously in Sect. 19.1.1 and detailed
in Chap. 23 may be included in the signal transfor-
mation framework introduced below, provided that it
includes model parameters of the chosen prosody model
or representation.

19.3.2 Principle Methods
for Changing Speaker Characteristics
and Speaking Style

Here we discuss ways to transform the speech of one
speaker to sound like speech from another speaker. The
same methods can be used to change the speaking style
or emotional tone for a given speaker. The simplest ap-
proach for mapping source speech (what we have) to
target speech (what we intend to make it sound like) with
another set of characteristics is to use two codebooks of
vector-quantized parameter vectors, each trained on one
of the two sets. Then we train a mapping function be-
tween corresponding codebook entries using a parallel
speech corpus where both speakers uttered the same sen-
tences. This technique was pioneered by Abe at Nippon
Telephone & Telegraph (NTT) in Japan [19.38]. Time
alignment of vectors from one set with the corresponding
vectors from the other is not trivial because of differ-
ences in vowel reductions, phone omissions or additions,
or other individual pronunciation differences. Dynamic
time warping (DTW) may be used to establish this cor-
respondence and histograms of these correspondences
serve as weights for the mapping function:

S(A→B)
i =

J∑
j=1

wij S(B)
j

J∑
j=1

wij

. (19.22)

Here A and B represent source and target sets, respec-
tively, S(A→B)

i is the i-th speech vector of the mapped
source codebook, and wij are the histogram counts of
how often vector i of codebook A was found to cor-
respond to vector j in codebook B, itself containing J
vectors S(B)

j . We can interpret (19.22) as an interpola-
tion between different target spectral vectors. Therefore,
it is important to choose a representation S where linear
interpolation makes sense and does not lead to artifacts.

An improved method of mapping features from
a source corpus to those of a target corpus is to esti-
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Basic Principles of Speech Synthesis 19.4 Speech Synthesis Evaluation 425

mate an appropriate transformation function. The most
popular method for doing this is based on Gaussian
mixture models (GMMs). One of the early adopters
of GMM-based methods for voice conversion was
Stylianou [19.39] (Chap. 24). Let ωm denote the m-th
acoustic class out of a total of M classes. In a Gaussian
mixture density model, the probability density functions
of any of the K observation vectors xk(k = 1, . . . , K ) is
given by:

p(xk)=
M∑

m=1

P(ωm)p(xk|ωm)

=
M∑

m=1

cm N(xk,μm,Σm) , (19.23)

where xk is an L-dimensional random vector of speech
features. The conditional probability density for each of
the M classesωm is assumed to be a Gaussian component
density N(xk,μm,Σm), and the cm (the probabilities for
classes ωm) are the related mixture weights normalized
to have unity sum. Each L-variate Gaussian component
density is of the form:

N(xk,μm,Σm)

= 1

(2π)L/2 |Σm |1/2

× exp

[
−1

2
(xk−μm)′Σ−1

m (xk−μm)

]
. (19.24)

The L-dimensional mean vector μm and the covariance
matrix Σm determine the center location and the spread,
respectively, of the m-th mixture. Equation (19.24)
expresses arbitrary distributions as a linear combina-
tion of Gaussians. If we associate the m-th component
with a specific acoustic class (e.g., liquids, fricatives),
it should be intuitively clear that mapping techniques

based on (19.23) tend to be more robust than those based
on (19.22), because the simpler approach does not dis-
tinguish between different acoustic classes. In addition,
the simpler codebook mapping approach lacks a mech-
anism for generalizing to unseen data that the Gaussian
representation provides.

How do we determine the mapping function Fx(x)
that converts estimates of the source speech xk into
estimates of the target speech ỹk? We make the sen-
sible assumption that this function should minimize
the mean-squared error between a transformed set Ỹ ={

ỹk = Fx(xk), k = 1, . . . , K
}

of time-aligned source
data and the actual training set Y = {yk, k = 1, . . . , K}
of target data. To start, let hm(x)= P(ωm |x) be the con-
ditional probability of x belonging to class ωm . With
(19.23) and Bayes’ rule, we find

hm(x)= P(ωm |x)= P(ωm)p(x|ωm)

p(x)

= cm N(x,μm,Σm)
M∑

i=1
ci N(x,μi ,Σi )

. (19.25)

Then the desired mapping function Fx(x) is chosen to
be of the form:

Fx(x)=
M∑

m=1

hm(x)
[
νm+ΓmΣ−1

m (x−μm)
]
,

(19.26)

where the unknown L-dimensional vectors νm and the
unknown L × L matrices Γm are determined by solving
normal equations for the least-squares problem between
Y and Ỹ. Note that this method may be improved fur-
ther by basing the conversion function on joint source
and target densities [19.40] instead of basing them solely
on source densities as highlighted here. More on voice
transformation can be found in Chap. 24 by Stylianou.

19.4 Speech Synthesis Evaluation

Evaluation of TTS systems is critical for many reasons.
One reason is to gauge the progress in the field; another
is to pick the best system for a specific application. Be-
cause so many specific interests might come to bear, it
is impossible to list recipes for proper evaluation proce-
dures that would fit any scenario. Short of that, we can
only give broad guidelines here.

There are three quality criteria that one might be
interested in: accuracy, intelligibility, and naturalness.
They might overlap with each other with respect to

which part of a TTS system impacts on which criteria.
We define the accuracy of a TTS system as the ability to
read a given input text the way a knowledgeable human
reader would. For obvious reasons, accuracy is the one
criterion solely homed in the TTS frontend. Contrary to
this, unsatisfactory intelligibility or naturalness is much
more difficult to tie to any single component of a TTS
system. Between the latter two, designers of formant
synthesizers primarily aim at maximizing intelligibility
because higher naturalness can be achieved with unit-
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426 Part D Text-to-Speech Synthesis

selection methods at the cost of higher computational
complexity. Vice versa, some of the newer concatena-
tive synthesis systems may overemphasize naturalness
with the result of lower intelligibility.

Accuracy may be evaluated by running a text cor-
pus of task-relevant acronyms and abbreviations within
appropriate carrier sentences through the TTS frontend
and judging the generated output text. Moreover, evalu-
ating intelligibility and naturalness requires conducting
elaborate listening tests. In intelligibility tests, long
known from testing speech coders, word or sentence
lists are presented and subjects write down the words
they hear [19.41]. However, evaluating the intelligibility
of a TTS system clearly exposes more issues and aspects
than are covered by standard intelligibility tests that rely
on word lists. On a sentence level, for example, incor-
rect prosody can destroy intelligibility/comprehension.
So far, a generally accepted standard intelligibility test

for TTS systems is lacking, although some effort has
begun to address this problem [19.42]. For overall
quality evaluation, the International Telecommunication
Union (ITU) recommends a specific method [19.43] that
seems appropriate for testing naturalness. A five-point
(or more) rating scale is employed for testing char-
acteristics such as overall impression, listening effort,
comprehension, etc. Another option is to ask listeners to
state their preference of one option/system over another
(A/B tests). Finally, selecting appropriate test mater-
ial is also relevant. For example, unit-selection systems
may sound very good for short sentences spoken in iso-
lation, but show weaknesses when longer paragraphs
of text are being rendered. When having a bake-off of
different TTS systems, selecting test material appro-
priate for the intended application seems optimal. For
more details on quality testing of TTS systems, see, for
example [19.44].

19.5 Conclusions

This chapter summarized the basic principles used in
speech synthesis as an introduction to more-detailed
chapters later in this book. It is obvious that text-to-
speech systems have come a long way towards delivering
high-quality output to listeners.

We divided speech synthesis systems into two dis-
tinct parts, the text-processing frontend and the speech
signal-processing backend. We identified document
structure detection, text normalization, interpretation of
text markup, and linguistic analysis as frontend tasks.
Creating synthetic speech from a symbolic represen-
tation is the task of the backend. Here, we touched
on articulatory synthesis, formant synthesis, and con-
catenative synthesis, the latter including unit-selection
synthesis. In terms of speech representations and related
speech signal-processing algorithms, we highlighted
TD-PSOLA, LPC-based synthesis, and sinusoidal syn-
thesis. We then explored transformation techniques for
modifying the speech signal either in prosody, or in
speaker identity or different speaking styles/emotions.
Finally, we touched on evaluation issues for accuracy,
intelligibility, and naturalness.

It should be noted that we are still far from de-
livering perfect synthesis for all possible applications.
However, one can note that some of today’s systems
are now so good that listeners may be fooled into be-
lieving that they are listening to recordings of human
speakers, in particular, when the system is fine-tuned for
a specific application with a limited task domain. For
best results, the frontend and the backend of a text-to-
speech system can be optimized for a given application.
For example, including and maintaining a pronuncia-
tion dictionary of names of all family names of telephone
subscribers could be essential for using speech synthesis
in an automated directory assistance application. Captur-
ing desired voice characteristics (persona) from a voice
talent that is being recorded for a unit-selection syn-
thesis voice database could be essential for customers
accepting an automated dialog system that speaks with
a synthetic voice. Much current and future research
will focus on improving speech synthesis further with
a special focus on automating and streamlining most
of the tedious manual processes involved in creating
high-quality systems.
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Rule-Based S20. Rule-Based Speech Synthesis

R. Carlson, B. Granström

In this chapter, we review some of the issues
in rule-based synthesis and specifically discuss
formant synthesis. Formant synthesis and the
theory behind have played an important role in
both the scientific progress in understanding how
humans talk and also the development of the
first speech technology applications. Its flexibility
and small footprint makes the approach still of
interest and a valuable complement to the current
dominant methods based on concatenative data-
driven synthesis. As already mentioned in the
overview by Schroeter (Chap. 19) we also see a new
trend to combine the rule-based and data-driven
approaches. Formant features from a database
that can be used both to optimize a rule-based
formant synthesis system and to
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optimize the search for good units in a concatena-
tive system.

20.1 Background

Rule synthesis and formant synthesis are histori-
cally highly related. The theory of formant synthesis
goes back to the first attempts to model the acous-
tics of the speech waveform. In the publications by
Fant [20.1, 2] and Stevens [20.3] the foundations of
the acoustics of speech and the relation between ar-
ticulatory models, acoustic manifestations, and spoken
communication can be found. The synthesis models
were initially evaluated by carefully copying recorded
speech. After these initial experiments new methods
were developed to control the synthesizer. The classic
publications by Holmes, Mattingly, and Shearme [20.4],

Mattingly [20.5], Flanagan [20.6], Klatt [20.7], and
Allen, Hunnicutt, and Klatt [20.8] present the ba-
sic approaches for speech synthesis. An early effort
to synthesize speech based on explicit rules can
be found in Carlson and Granström [20.9]. Sev-
eral review publications on speech synthesis have
been published since then: Sagisaka [20.10], Du-
toit [20.11], Carlson and Granström [20.12]. The
paper by Klatt [20.13] gives an extensive review
of the developments of the speech synthesis tech-
nique before the general introduction of concatenative
synthesis.

20.2 Terminal Analog

20.2.1 Formant Synthesizers

The traditional text-to-speech systems use a termi-
nal analog as a sound-generating device, i. e., the aim
with this kind of synthesizer is only that it should
be able to produce the sounds (speech spectra) that
are found in natural speech. The internal structure is
not a model of acoustic speech production in the vo-

cal tract. The basic concept is the combination of
sound sources and filters, describing the transfer func-
tion, see Lawrence [20.14] and Fant [20.15]. The
source–filter model exists in several versions; the clas-
sical configuration by Klatt [20.16], is exemplified in
Fig. 20.1. The vocal-tract transfer function is simulated
by a sequence of second-order filters in a cascaded
arrangement, while a parallel structure is used mostly
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Fig. 20.1 Block diagram of the main components of the
Klatt terminal-analog speech synthesizer (after [20.18])

for the synthesis of consonants. One important advan-
tage of a cascade synthesizer is the automatic setting
of formant amplitudes. The disadvantage is that it
sometimes can be difficult to do detailed spectral match-
ing between natural and synthesized spectra because
of the simplified model. Parallel synthesizers such as
the one by Holmes [20.17] do not have this limita-
tion.

The Klatt model is widely used in research both
for general synthesis purposes and for perceptual ex-
periments. A simplified version of this system is
used in commercial products that builds on the re-
search at Massachusetts Institute of Technology (MIT):
MITalk [20.8], Klattalk [20.20], and DECtalk [20.21].

The formant terminal analog, GLOVE [20.19], based
on the OVE synthesizer [20.22], was developed at
KTH (Royal Institute of Technology) and has been
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Fig. 20.2 Block diagram of the main components of the terminal-
analog speech synthesizer GLOVE (after [20.19])

explored in speech research and several practical ap-
plications [20.23, 24]. The structure of the GLOVE
synthesizer is shown in Fig. 20.2. The controllable pa-
rameters are indicated by two-letter symbols. To the
left, the two sound sources can be seen. For mixed ex-
citation the sources are connected in two ways. The
parameter NM flow-modulates the noise source, typi-
cal for voiced fricatives. The parameter NA adds noise
to the glottal source, as in breathy or whispered voices.
The five parameters above the voice source are the glot-
tal parameters referred to in the voice source section
below. The sound source signals are fed into the three
parallel branches with poles and zeroes. All are con-
trolled by amplitude parameters (AN, A0, AH and AC).
The upper branch is primarily used for introducing an
extra pole and zero in nasals and nasalized sounds. The
middle branch is the main branch for sounds produced
with glottal excitation and the lowest branch models
sounds with supraglottal excitation, such as stops and
fricatives. This basic configuration can be augmented in
several ways. The interaction between the source and
the vocal tract, which can be substantial, is in this case
only modeled by the BM parameter that modulates the
bandwidth of the first formant, dependent on the glot-
tal opening, or more precisely the glottal flow. The main
difference between the MIT and KTH traditions can be
found in how the consonants are modeled. In the OVE
case, a fricative is filtered by a zero–pole–pole con-
figuration rather than the parallel branch in the Klatt
synthesizer.

With terminal analog synthesizers, it is possible to
simulate most human voices, and to replicate an utter-
ance without noticeable quality reduction. However, it is
interesting to note that some voices are easier to model
than others. Despite the progress, speech quality is not
good enough in all applications of text to speech. The
main reasons for the limited success in formant-based
synthesis can be explained by the incomplete knowledge
needed for automatic control of the parameters. It should
be noted that the transfer of knowledge from phonetics
to speech technology and explicit rule-based description
has not been an easy process.

20.2.2 Higher-Level Parameters

Since the control of a formant synthesizer can be
a very complex task, some efforts have been made
to help the developer. The higher-level parameters
described by Stevens and Bickley [20.18], Hanson
and Stevens [20.25] and Stevens [20.26], for example,
explore an intermediate level that is more understand-
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able from the developer’s point of view compared
to the detailed synthesizer specifications. The goal
with this approach is to find a synthesis framework
to simplify the process and to incorporate the con-
straints that are known to exist within the process.
A formant frequency should not have to be adjusted
specifically by the rule developer depending on nasal-
ity or glottal opening. This type of adjustment might
be better handled automatically according to a well-
specified model. The same process should occur with
other parameters such as bandwidths and glottal set-
tings. This approach requires detailed understanding
of the relation between acoustic and articulatory pho-
netics. The Prosynth project Ogden et al. [20.27] has
made use of the multilevel view and included phonetic
and prosodic aspects in the approach; see Heid and
Hawkins [20.28].

20.2.3 Voice Source Models

The traditional voice source model has been a simple or
double impulse. This is one reason why the voices pro-
duced by early text-to-speech systems lack naturalness
to a great extent. While the male voice has sometimes
been regarded as generally acceptable, an improved glot-
tal source will open the way to more-realistic synthesis
of child and female voices and also to greater naturalness
and variation in male voices.

Most source models work in the time domain with
various controls to manipulate the pulse shape [20.30–
40]. One influential voice source model is the LF
model [20.41]. It has a truncated exponential sinusoid
followed by a variable-cut-off −6 dB/octave low-pass
filter modeling the effect of the return phase, i. e., the
time from maximum excitation of the vocal tract to com-
plete closure of the vocal folds. Figure 20.3 shows the
function of the control parameters. In addition to the
amplitude and fundamental frequency control, two pa-
rameters largely influence the amplitudes of the two
to three lowest harmonics, and one parameter, the high-
frequency content of the spectrum. Another vocal source
parameter is the diplophonia parameter (inspired by
Klatt and Klatt [20.33]) with which creak, laryngaliza-
tion or diplophonia can be modelled. This parameter
influences the function of the voiced source in such
a way that every second pulse is lowered in amplitude
and shifted in time.

The acoustic interactions between the glottal source
and the vocal tract also have to be considered [20.42].
One of the major factors in this respect is the varying
bandwidth of the formants. This is especially true for
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Fig. 20.3 The influence of the parameters RG, RK and FA on the
differentiated glottal flow pulse shape and spectrum. The spectra are
pre-emphasized by 6 dB/oct (after [20.29])

the first formant, which can be heavily damped during
the open phase of the glottal source. However it is not
clear that such a variation can be perceived by a listener.
Listeners tend to be rather insensitive to bandwidth vari-
ation [20.6]. When more-complex models are included,
the output from the model has to change from a glottal
flow model to a model of the glottal opening. The sub-
glottal cavities can then be included in an articulatory
model.

Noise sources have attracted much less research ef-
fort than the voiced source. However, some aspects are
discussed by Stevens [20.3, 43], Shadle [20.44], and
Badin and Fant [20.45]. Typically, simple white noise is
filtered by resonances that are stationary between each
parameter frame. Some formant synthesizers do include
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some interaction between the voice source and the noise
source, but the interaction is rather primitive. The mod-

eling of transient sounds and aspiration dependent on
vocal-cord opening is still a challenge.

20.3 Controlling the Synthesizer

As already mentioned initial work on formant synthesis
was related to the development of theories and mod-
els of the acoustics of speech. Synthesis experiments
were mostly devoted to testing the models and initial
speech perception experiments, for example the classic
experiments by Delattre, Liberman, and Cooper [20.47].
The work by Holmes, Mattingly and Shearme [20.4]
was a major step towards controlling the synthesizer
based on symbolic input such as phones or phonemes.
Each phoneme was described by a simplified paramet-
ric pattern. It was clear that quality was limited if the
settings were not adjusted, and rule systems to mod-
ify these settings were developed. A number of models
were created to take coarticulation into account such as
smoothed step functions Liljencrants [20.48] or explicit
rule descriptions Klatt [20.9, 49–51].

Unfortunately rule development for formant synthe-
sis has some problems due to the parametric domain
itself. The context-dependent acoustic realizations in
terms of formant settings reflect the underlying artic-
ulatory gestures rather than the formant pattern in the
context (e.g., [20.52]). In a similar way parameters such
as variation along the hyper/hypo-articulation dimen-
sion have a strong influence on the acoustic realization
and talking speed [20.53, 54].

A challenging problem in rule development is the
locus equations. For example velar stop coarticulation
is dependent on many factors and cannot easily be
summarized in a single formula [20.55].

These are some of the reasons why formant synthe-
sis has not been competitive in relation to concatenative
synthesis. However, the need to synthesize different
voices and voice characteristics and to model emo-
tive speech is a strong motivation to keep research on
parametric synthesis active. The driving force is that
rule-based formant synthesis has the necessary flexibil-
ity to model both linguistic and extralinguistic processes.
It is, for example, evident that large databases for corpus-
based approaches cannot be recorded consistently in
a range of desired speaking styles. We will in the fol-
lowing describe some tools that have been used to
develop formant synthesis rules and alternative data-
driven methods. Rules for prosodic realization will be

discussed further in the contribution by Van Santen et al.
(Chap. 20).

20.3.1 Rule Compilers for Speech Synthesis

Development tools for text-to-speech systems have re-
ceived considerable attention. Often the basis of such
tools has followed the development of phonological
theory. The work on generative phonology and espe-
cially the publication of The Sound Pattern of English by
Chomsky and Halle [20.56] led to a special kind of syn-
thesis system based on context-sensitive rewrite rules.
The linguistically oriented notation inspired speech
researchers to create special rule compilers for text-to-
speech developments in the 1970s (e.g. [20.36]). The
implementations vary depending on the developer’s in-
clination. It is important to note that crucial decisions
were often hidden in the systems. The rules may oper-
ate rule-by-rule or segment-by-segment. With greater
emphasis on prosodic modeling and the related de-
velopment of nonlinear phonology [20.57], synthesis
procedures inspired by such theories were created, as in
the systems described by Hertz [20.58], Hertz, Kadin,
and Karplus [20.59], Lazzaretto and Nebbia [20.60],
Ceder and Lyberg [20.61], and Leeuwen and Lin-
dert [20.46,62]. The common feature of these notations
was that they keep information on different linguis-
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Fig. 20.4 (a) Notation according to the KTH RULSYS sys-
tem. (after [20.9]) (b) Notation according to the Speech
Maker system developed at IPO (after [20.46])
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tic levels (tiers) separate in a more-explicit way than
the essentially linear representation based on genera-
tive phonology. This gave potentially higher flexibility,
but also more-complex notations. The rules now looked
more like two-dimensional schemes rather than one-line
representations. This posed greater demands on the de-
veloper and his/her tools. Rather than conventional text
editors, editors should preferably be graphic editors,
where relations between tiers can easily be specified,
as in the Speech Maker system developed at IPO (In-
stitute for Preception Research) [20.46]. In Fig. 20.4,
this representation is compared to the one used in the
KTH system. The rules describe how a letter “a” is pro-
nounced as [e] if it occurs before a single consonant
sound and a root final “e”. In the KTH notation, the
root boundary is introduced as the symbol “#” by ear-
lier rules. After the rule application, the letter origin of
the [e] is lost, which places greater demands on the rule
order.

20.3.2 Data-Driven Parametric Synthesis

The flexibility in formant synthesis can also be a prob-
lem, since articulatory constraints, for example, are not
directly included in the formant-based model. The un-
derlying articulatory gestures are not easily transformed
to the acoustic domain described by the formant model.
When increasing our ambitions to multilingual, mul-
tispeaker and multistyle synthesis it is obvious that
we want to find at least semiautomatic methods to
collect the necessary information, using speech and
language databases. Traditionally, speech synthesis has
been based on very labor-intensive optimization work.
The notion analysis by synthesis has not been explored
except by manual comparisons between hand-tuned
spectral slices and a reference spectrum. The work by
Holmes and Pearce [20.64] is a good example of how
to speed up this process. With the help of a synthesis
model, the spectra are automatically matched against
analyzed speech. Automatic techniques such as this
will also probably play an important role in making
speaker-dependent adjustments. One advantage of these
methods is that the optimization is done in the same
framework as that to be used in the production. The
synthesizer constraints are thus already imposed in the
initial state.

As early as in the 1950s Peterson et al. [20.65]
suggested that unit concatenation might be a possible
solution for speech synthesis. Dixon and Maxey [20.66]
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Fig. 20.5 Rule-based synthesis system using a data-driven
unit library (after [20.63])

made a special effort to create a unit library for diphone
synthesis. Early synthesis research at AT&T based on
diadic units [20.67] demonstrated an alternative to rule-
based formant synthesis.

These alternative approaches, which reduce the
need for detailed formant synthesis rules but still keep
the flexibility of the formant model, extract formant
synthesis parameters directly from a labeled corpus.
Mannell [20.68] reported a promising effort to create
a diphone library for formant synthesis. The procedure
included a speaker-specific extraction of formant fre-
quencies from a labeled database. In a sequence of
papers from Utsunomiya University, Japan automatic
formant tracking was used to generate speech syn-
thesis of high quality using formant synthesis and an
elaborate voice source (e.g., Mori et al. [20.69]). Re-
search efforts to combine data-driven and rule-based
methods has recently been reported by Hertz [20.70],
and Carlson and Granström [20.63]. The approaches
take advantage of the fact that a unit library can better
model detailed gestures than general rules. Figure 20.5
illustrates the approach in the KTH text-to-speech sys-
tem. A database is used to create a unit library and
the library information is mixed with the rule-driven
parameters. Automatic methods of formant extrac-
tion are of course preferred when creating a unit
library, due to the amount of data that has to be pro-
cessed [20.71–73]. However, available methods do not
always perform adequately and manual editing is often
necessary.
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434 Part D Text-to-Speech Synthesis

20.4 Special Applications of Rule-Based Parametric Synthesis

In some cases where a speaker model is not read-
ily available database-driven concatenative synthesis
is not so well suited. One such example that we
have been involved in is the experimental synthesis of
varieties of deaf speech in the context of speech train-
ing [20.74,75]. The aim in this project was to synthesize
some prototypical versions of the deviations found in
the speech of several deaf children, like consonantal re-
alizations, reduced and distorted vowel inventory, and
deviant prosody. The rule-based method made it easy to
synthesize and evaluate different versions with fewer
deviations, thus simulating the effect of (successful)
speech training. The often-systematic differences that
make intelligibility difficult for occasional listeners, tend
to affect the understanding of persons like family less.
This points to another use of speech synthesis, where
the deviant speech could be corrected, but still retain
the voice of the deaf or speech-impaired person. One
recent example of work aimed at dysarthric speakers

is described in Kain et al. [20.76], where some im-
provement was demonstrated both in intelligibility and
quality by formant analysis, modification, and resynthe-
sis. The experiment concerned only vowels in nonsense
CVC (consonant-vowel-consonant) words uttered by
one dysarthric speaker, but points to an interesting
possibility.

One early application of speech synthesis was as
speech prosthesis for nonvocal individuals. Ideally such
a device should be able to use a variety of speaking
styles, displaying different attitudes, and emotions in
a voice selected by the user. This makes conventional
unit-selection methods less suitable, due to the difficulty
of recording an appropriate database. Several attempts
have made to construct such a prosthesis, e.g., Murray
et al. [20.77], and Cudd et al. [20.78], or the components
necessary for, e.g., emotion control [20.79]. However,
presently commercially available speech prostheses still
lack most of the desired functions.

20.5 Concluding Remarks

Recently we have also seen renewed commercial in-
terest in speech synthesis using the formant model
[e.g., the Aurix text-to-speech (TTS) system from
20/20 Speech]. One motivation is the need to gen-
erate speech using a very small footprint. Thus, one

can predict that formant synthesis will again be an
important research subject because of its flexibility
and also because of how the formant synthesis ap-
proach can be compressed into a limited application
environment.
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Corpus-Based21. Corpus-Based Speech Synthesis

T. Dutoit

In this chapter, we present the main trends
in corpus-based speech synthesis, assuming
a stream of phonemes and prosodic target as
input. From the early diphone-based speech
synthesizers to the state-of-the art unit-selection-
based synthesizers, to the promising statistical
parametric techniques, we emphasize the engi-
neering trade-offs that arise when designing such
systems.

In particular, we examine the mathematical
foundations of available methods for modify-
ing the fundamental frequency and the duration
of speech units for concatenative synthesis, as
well as for smoothing discontinuities at con-
catenation points. For each of these problems,
we analyze time- and frequency-domain pro-
cessing, using algorithms such as time-domain
pitch-synchronous overlap-add (TD-PSOLA), multi-
band resynthesis overlap-add (MBROLA), and the
harmonic-plus-noise model (HNM).

We then provide a comprehensive description
of how and why concatenative speech synthesis
has progressively adopted large speech corpora,
using the principle of context-oriented clustering
as a smooth transition from fixed inventory syn-
thesis to unit selection and statistical parametric
synthesis.

Our description of unit selection emphasizes
important issues related to the definition of
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optimal target and concatenation costs, as well
as to the design of the speech corpus (includ-
ing memory cost issues) and the reduction of
computational costs.

We conclude the chapter with the mathemat-
ical framework underlying HMM-based speech
synthesis and an outline of its main perspectives.

21.1 Basics

Text-to-speech (TTS) synthesis is often seen by engi-
neers as an easy task compared to speech recognition.
In an international conference on speech processing,
a famous scientist once brought up a tube of toothpaste
(whose brand was in fact Signal) and, pressing it in front
of the audience, he coined the words: This is speech
synthesis; speech recognition is the art of pushing the
toothpaste back into the tube . . . It is true, indeed, that
it is easier to create a bad, first trial TTS system than
to design a rudimentary speech recognizer. After all,

recording numbers up to 60 and a few words (it is now,
am, pm) and being able to play them back in a given or-
der provides the basis of a working talking clock, while
trying to recognize such simple words as yes or no imme-
diately implies some more-elaborate signal processing.
If speech synthesis was really that simple, however, one
could only blame the text-to-speech (TTS) research and
development (R&D) community for not having been
able to massively produce a series of talking consumer
products as early as the 1980s.
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The major point is that users are generally much
more tolerant to automatic speech recognition (ASR)
errors than they are willing to listen to unnatural speech.
There is magic in a speech recognizer that transcribes
continuous radio speech into text with a word accuracy
as low as 50%; in contrast, even a perfectly intelligible
speech synthesizer is only moderately tolerated by users
if it delivers nothing other than robot voices.

This importance of naturalness versus intelligibility
is actually very typical of the synthesis of natural sig-
nals (as opposed to their recognition). One could thus
advantageously compare speech synthesis to the syn-
thesis of human faces: while it is quite easy to sketch
a cartoon-like drawing that will be unanimously rec-
ognized as a human face, it is much harder to paint
a face that will be mistaken for a photograph of a real
human being. To a large extent you can modify the
size, position, and orientation of most of the elements
of a hand drawing without breaking the intelligibil-
ity barrier (just think of the cubists, etc.), but even
a slight change to a photorealistic painting will im-
mediately make the complete work look like what it
actually is: a painting of a face, not a real photograph
of it.

Delivering intelligibility and naturalness has thus
been the holy grail of speech synthesis research for
the past 30 years. Speech expressivity is now increas-
ingly seen as an additional objective to reach (Chap. 25).
Add to it that engineering costs (computational cost,
memory cost, design cost for having another synthetic
voice or another language) have always had to be taken
into account, and you will start to have an approxi-
mate picture of the challenges underlying text-to-speech
synthesis.

This chapter outlines the specific problems encoun-
tered when trying to reach these goals, and shows
how today’s most-advanced solutions benefit from
corpus-based speech synthesis techniques. We basically
distinguish three approaches: concatenative synthe-
sis based on a fixed inventory (Sect. 21.2), in which
speech is obtained by gluing speech chunks taken
from a limited-sized, carefully prepared, unit inven-
tory; concatenative synthesis based on unit selection
(Sect. 21.3), in which the units inventory is several orders
of magnitude larger; and statistical parametric synthe-
sis (Sect. 21.4), in which speech synthesis implies the
adequate concatenation of statistical models of speech
units.

21.2 Concatenative Synthesis with a Fixed Inventory

Producing speech samples automatically does not
merely reduce to the playback of a sequence of pre-
recorded words or phonemes, due to coarticulation.
Coarticulation results from the fact that each articulator
moves continuously from the realization of one phoneme
to the next. It appears even in the most carefully uttered
speech. In fact, it is speech. Thus, producing intelligi-
ble speech requires the ability to produce continuous,
coarticulated speech.

More generally, transients in speech are more im-
portant for intelligibility than stable segments [21.1, 2],
while modifying stable segments (e.g., the center of
vowels) can very easily affect naturalness. Speech, in-
deed, is never really periodic, nor stable. Even sustained
vowels exhibit small frequency and amplitude variations
(respectively termed jitter and shimmer), and have sub-
stantial inharmonic components due to non-complete
closure of the vocal folds after the so-called glottal clo-
sure instant; the presence of these noise-like components
is correlated with specific events within the pitch period.
As a result, the intuitive concept of adding a bit of noise
to intonation curves, to amplitude curves, or to voiced

speech waveforms in order to make them sound more
natural merely leads to more-noisy synthetic speech:
inharmonicity in voiced speech is not pure randomness.

Concatenative synthesis techniques try to deliver
the expected intelligibility and naturalness of synthetic
speech by gluing together speech chunks that embody
natural coarticulation, jitter, shimmer, and inharmonic-
ity.

21.2.1 Diphone-Based Synthesis

Constraining speech chunks to embody coarticulatory
effects can be achieved to some extent by using diphones
(or dyads) as basic units. A diphone is a speech segment
that starts in the middle of the stable part (if any) of
a phoneme and ends in the middle of the stable part of
the next phoneme [21.3]. Diphones therefore have the
same average duration as phonemes (about 100 ms), but
if a language has N phonemes, it typically has about N2

diphones, or slightly fewer in practice since not all di-
phones are encountered in natural languages. This leads
to a typical diphone database size of 1500 diphones
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Fig. 21.1 A schematic view of a diphone-based speech synthesizer. In order to produce the word ‘dog’ with given phoneme
durations and fundamental frequency, the diphone inventory (or database) is queried for the corresponding sequence of
diphones. The duration and pitch of each diphone is modified, and some smoothing is applied on joints

(about 3 min of speech, i. e., about 5 MB for speech
sampled at 16 kHz/16 bits).

In order to create such a synthesizer, one needs
to set up a list of the required diphones; a corre-
sponding list of words is carefully completed in such
a way that each segment appears at least once (twice
is better, for security). Unfavorable positions, such as
those inside strongly stressed syllables or in strongly
reduced (over-coarticulated) contexts, are usually ex-
cluded. A corpus is then read by a professional speaker
(avoiding speaking-style variations as much as possi-
ble, and even possibly without large pitch variations, so
as to facilitate speech analysis) and digitally recorded
and stored. The elected segments are spotted, either
manually with the help of signal visualization tools, or
automatically thanks to segmentation algorithms, the de-
cisions of which are checked and corrected interactively.
Segment waveforms are then collected into a diphone in-

ventory (or database). This operation is performed only
once.

At run time, once the synthesizer (Fig. 21.1) receives
some phonetic input (phonemes, phoneme duration,
pitch) from the natural language processing (NLP) mod-
ule, it sets up a list of required diphones, together with
their required duration and fundamental frequency con-
tour. The available diphones would only match these
prosodic requests by chance, since they have gener-
ally been extracted from words and sentences which
may be completely different from the target synthetic
sentence. Some prosody modification is therefore nec-
essary. How this is achieved is examined in more detail
in Sect. 21.2.2. Additionally, since the diphones to be
concatenated have generally been extracted from differ-
ent words – that is, in different phonetic contexts – the
end of one diphone and the beginning of the next often
do not fully match in terms of amplitude and/or spectral
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envelope. Part of this problem can be solved by smooth-
ing individual pairs of successive segments. Smoothing
will be discussed in Sect. 21.2.3. In Sect. 21.2.4, we will
see what solutions are available for expanding the unit
inventory.

21.2.2 Modifying Prosody

Prosody refers to the properties of a speech signal that
are related to audible changes in pitch, syllable length,
and loudness (Chap. 23).

Of the three parameters, pitch is clearly the most
sensitive. Even slightly modifying the shape of the pitch
curve readily breaks the naturalness of a speech segment.
This effect is still more audible when pitch modifica-
tion ratios on both sides of concatenated units differ too
much. Applying a constant pitch-modification ratio on
a complete segment (as in [21.5]) does less harm, pro-
vided that the ratio is not too high (typically ≤ 2) or
too low (typically ≥ 0.5). Applying duration modifica-
tion to diphones to match the required phoneme length
is less sensitive, provided the ratio is reasonable (≤ 2
and ≥ 0.5). Modifying the loudness of diphones on the
fly is trivial, but generally not much used in diphone-
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Fig. 21.2a–c The TD-PSOLA reharmonization process. The pitch-modified waveform (c) has the same spectral envelope
as the original waveform (a). The center plot (b) shows the OLA frames and the amplitude of their Fourier transform,
which is approximately the spectral envelope of the initial signal (after [21.4])

based synthesis. An offline equalization step is generally
preferred, in which related endings of diphones are
given similar amplitude spectra, the difference being
distributed over their neighborhood

Neither pitch nor duration modification is a straight-
forward operation. Simply resampling speech data
(creating additional speech samples by interpolation of
original ones while keeping the same sampling fre-
quency for playing them) does modify duration, but
also the spectral envelope. All formants become com-
pressed/dilated along the frequency axis, which has
exactly the same audible effect as that of changing the
pitch wheel of a tape recorder: human voices turn into
doggy or mousy voices.

Two main classes of algorithms have been pro-
posed for prosody modification, namely time-domain
and frequency-domain algorithms.

Time-Domain Prosody Modification
The distinctive feature of the time-domain pitch-
synchronous overlap-add (TD-PSOLA) algorithm [21.6]
is that it makes it possible to perform both the required
pitch and duration modifications directly on continuous
waveforms, without any parametric speech modeling.
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As a matter of fact, if we restrict ourselves to a purely
periodic signal s(n), it is possible to obtain a perfect
pitch-modified version of s(n) by summing overlap-add
(OLA) frames si (n), extracted pitch-synchronously from
s(n) with a weighting window w(n), and changing the
time shift between frames from the original pitch period
T0 to the desired period T :

si (n)= s(n)w(n− iT0) , (21.1)

s̃(n)=
∞∑

i=−∞
si [n− i(T −T0)] . (21.2)

If T = T0, the operation results, according to the
Poisson formula, in a reharmonization of the spectrum
of si (n) (which, if we assume perfect periodicity, does
not depend on i when the original voiced sound is purely
periodic) with fundamental frequency 1/T :

if si (n)
F←→ Si (ω)

then s̃(n)
F←→ 2π

T

∞∑
i=−∞

Si

(
i
2π

T

)
δ

(
w− i

2π

T

)
.

(21.3)

Consequently, provided w(n) can be chosen so that the
spectrum of si (n) closely matches the spectral envelope
of s(n), (21.2) provides a simple and efficient way to
change the pitch of a periodic signal (Fig. 21.2).

Obtaining an estimate of the spectral envelope of
s(n) through si (n) is obtained when the length of the
weighting window applied to each OLA frame is approx-
imately twice the local pitch period (Fig. 21.3), which
implies that this length is signal dependent. Notice also
that w(n) needs to be smoothly zero-ended, so as to
avoid clicks at each OLA operation. Typically, Hanning
windows are used. Another practical constraint is that
F0 modification produces its best quality when OLA
frames are centered on the glottal closure instant, or at
least on an instant of important speech excitation (as is
the case in Fig. 21.2). As a result, TD-PSOLA requires
the prior computation (or the semiautomatic setting) of
pitch marks on all speech units. However, computing
glottis closure instants (the only reference instant avail-
able in voiced speech) has two major drawbacks: finding
glottal closure instants is not very robust if performed
automatically, and it is time consuming if performed
manually. A possible alternative to this problem is to
measure glottal activity directly, with the help of an
electroglottograph (EGG), instead of trying to deduce it
from speech. Another solution is to use the local center of
gravity of speech as the center of the OLA frames [21.7].
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Fig. 21.3 Amplitude spectra of the OLA frames extracted from the
vowel [a] for several values of the weighting window length L
(Fs: 16 kHz; window: Hamming). Choosing L = 2T0 provides an
approximation of the spectral envelope

For simultaneous duration and pitch modification,
pitch-synchronous frames must be used. Let us first as-
sume that, prior to any processing, we associate with
each analysis pitch mark ηi the value of its local pitch
period T0, so that a pair (ηi , T i

0) suffices to define the
corresponding analysis OLA frame si (n). What we want
to do is a mapping between pitch marks on the analysis
time axis t and corresponding pitch marks on the syn-
thesis time axis t′, where the relationship between t and
t′ is defined by a function t′(t), so as to impose pitch
on the synthesis time axis to be equal to some function
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Fig. 21.4 Pitch and timing modifications with TD-PSOLA. Starting
from five analysis OLA frames on the analysis time axis (t), four
synthesis pitch marks are positioned on the synthesis time axis (t′),
and each is respectively associated to an analysis frame. In the
example shown, frame 1 has been eliminated, while frame 2 has
been duplicated (after [21.4])
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Fig. 21.5 Speech synthesis in the HNM model

T0(t′) (Fig. 21.4). It is easy to derive the position of syn-
thesis pitch marks η′ j : the shift between two successive
synthesis pitch marks η′ j and η′ j+1 is adjusted to the
value of the synthesis pitch period at time η′ j : T0(η′ j ).
By applying the time alignment function t′(t) to each
initial pitch mark position ηi , we also obtain the corre-
sponding virtual pitch marks, denoted by ηi = t′(ηi ). It
is then easy to associate an analysis pitch mark ηi with
each synthetic pitch mark η′ j by looking for the closest
virtual pitch mark on the synthesis time axis (Fig. 21.4).
Given the time distortion introduced by t′(t), some anal-
ysis pitch marks are not associated with synthesis pitch
marks, while others are duplicated. A list of synthesis
parameters is finally created, defined by triplets (η′ j ,
ηi , T i

0) in which η′ j gives the position of each synthesis
OLA frame and ηi , T i

0 refers to the analysis OLA frame
associated to the current synthesis frame. These triplets
are indicated as η′ j i in Fig. 21.4.

Notice that duration-only modification can be
achieved in the time domain by simply replicating or
eliminating some OLA frames. In this case, OLA frames
need not be pitch-synchronous (as in the waveform sim-
ilarity overlap add (WSOLA) method [21.8], and the
pointer interval controlled overlap and add (PICOLA) al-
gorithm [21.9], implemented in the ISO MPEG-4 audio
standard). When two noncontiguous frames are overlap-

Fig. 21.6a–c Top: last frames of the first segment to be con-
catenated; center: first frames of the second one; bottom:
after OLA; (a) Phase mismatch: waveforms are identi-
cal but the OLA windows are not centered on the same
relative positions within the period. (b) Pitch mismatch:
both segments have exactly the same spectral envelope, but
were pronounced with different pitches. OLA windows are
positioned coherently. The synthetic signal is obtained af-
ter changing the interval between the frames of the right
segment in order to impose a constant pitch. (c) Spectral
envelope mismatch: the left segment is the diphone ‘ma’;
the right one is ‘am’. The pitch is constant, and the windows
are again positioned coherently. The spectral discontinuity
is concentrated in one period (after [21.4]) �⇒��

added, a cross-correlation analysis is performed to find
the optimal lag or lead between the frame centers of
the source waveforms. In order to prevent the algorithm
from introducing artificial short-term autocorrelation in
the synthesis signal when unvoiced OLA frames are n-
plicated (i. e., when speech is very much slowed down),
every other duplication of an unvoiced frame can be
reversed in time (which does not change its spectral
content). With such an artifice, speech can reasonably be
slowed down by a factor of four, even though some tonal
effect is encountered in voiced fricatives, which typi-
cally combine voiced and unvoiced frequency regions
and therefore cannot be inaudibly time reversed.

TD-PSOLA has been widely used in diphone-based
synthesis, because of its high synthesis quality and ex-
traordinarily low computational load (typically seven
operations per sample). Synthesized speech, however, is
not perfect: spectral mismatches cannot easily be elimi-
nated at segmental boundaries and tonal quality appears
when large prosodic modifications are applied on the
concatenated units.

Frequency-Domain Prosody Modification
Sinusoidal approaches and hybrid harmonic/stochastic
representations flourished in speech processing as early
as the early 1980s [21.10, 11], and have been pro-
posed for speech synthesis [21.7, 12]. In particular, the
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harmonic-plus-noise model (HNM) [21.7]) is widely
used because of its additional smoothing (Sect. 21.2.3)
and speech compression capabilities. In this model
(Fig. 21.5), speech is assumed to be composed of two
additive components, a harmonic component h(t), and
a noise component n(t), corresponding to a separation
of the speech spectrum into two bands:

s̃(t)= h(t)+n(t) . (21.4)

A time-varying maximum voiced frequency determines
the limit between the two bands. In the lower band, the
signal h(t) is represented as a sum of K (t) harmonically
related sine waves with slowly varying amplitudes and
frequencies:

h(t)=
K (t)∑
k=1

Ak(t) cos[kθ(t)+φk(t)] (21.5)

with θ(t)=
t∫

−∞
ω0(l)dl . (21.6)

The amplitudes Ak(t) and phases φk(t), as well as
the fundamental frequency ω0(t) of these sine waves,
are estimated from real speech signal by minimizing
a weighted time-domain least-squares criterion [21.7].
The estimation is repeated for successive speech frames,
extracted from the input speech with constant frame shift
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S (i. e., non-pitch-synchronously). In other words, the
centers of the analysis frames ηi are obtained by

ηi+1 = ηi + S . (21.7)

The upper band component, i. e., the noise part n(t), is
modeled by filtering a white Gaussian noise u(t) by
a time-varying, normalized all-pole filter h(τ, t) and
multiplying the result by a time-domain amplitude en-
velope function e(t):

n(t)= e(t)[h(τ, t)∗u(t)] . (21.8)

This makes it possible to account for the nonperiodic
components of speech, which include frication noise
and period-to-period variations of the glottal excitation.
In particular, the envelope function is synchronized with
the harmonic part. If this is not the case, then the noise
part is not perceptually integrated with the harmonic part
but is rather perceived as additive, separate noise.

In order to modify the pitch and duration of speech
units modeled by HNM, a set of synthesis pitch marks
η′ j are first obtained from the ηi through the same oper-
ation as in Fig. 21.4. Then, for each synthesis pitch mark
found, pitch modification implies estimating amplitudes
and phases of harmonics at the new harmonic frequen-
cies by resampling the complex speech spectrum.

The last step is the generation of the syn-
thetic signal itself using the stream of modified
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HNM parameters. Synthesis is performed pitch-
synchronously using an overlap and add (OLA) process.
OLA is performed on synthesis OLA frames s̃i (t)
computed from (21.3), using the aforementioned pitch-
modified amplitudes and phases. Synthesis OLA frames
s̃(t)= h(t)+n(t)=∑

i ai (t) cos(φi (t))+ s̃r (t) are made
pitch-synchronous by adjusting the phases of their har-
monics, so as to impose their center of gravity. In
practice, the noise part is also filtered by a high-pass
filter with a cut-off frequency equal to the maximum
voiced frequency associated with the frame.

21.2.3 Smoothing Joints

Concatenating speech units possibly extracted from dif-
ferent words or phonetic contexts is not straightforward.
Done without care, it produces audible clicks, which
cannot always be removed by simple OLA between the
end of the left unit and the beginning of the right unit.
This is due to at least three types of mismatches between
successive units, respectively related to phase, pitch, and
spectral envelope mismatches [21.13], and illustrated in
Fig. 21.6 for the concatenation of vowels [a] sampled at
16 kHz.

Phase Mismatch
Phase mismatch originates in overlap-add frames that
are not centered at the same place within the period
(Fig. 21.6a); even if the wave shapes to be concatenated
are identical, the OLA operation results in an unexpected
discontinuity in this case.

With time-domain methods, this can be avoided by
adequate pitch-marking of boundary frames (as done
in TD-PSOLA for all speech segments). Another so-
lution is to adjust the position of OLA frames on
the left and right units so as to maximize the cross-
correlation between windowed frames (as in WSOLA),
thereby maximizing the chance that OLA frames are
synchronous [21.8]. This solution, which corresponds
to finding a common relative synchronization point, is
easier than absolute synchronization on glottal closure
instants, but it is more time-consuming (it is usually per-
formed online, since synchronization points cannot be
precomputed and stored for all possible pairs of speech
segments). It is also possible to use the aforementioned
center of gravity of the OLA frames as an absolute ref-
erence point for centering frames [21.7], which can be
done offline.

With frequency-domain techniques, phase mismatch
can be avoided by making sure that all synthesis OLA
frames have the same initial harmonic phases. This is

done in the multiband resynthesis OLA (MBROLA)
technique, a time-domain technique based on speech
samples that have preliminarily (once and for all) been
edited using frequency-domain modification [21.13]. As
a result of this modification, MBROLA frames have
identical pitch and harmonic phases. A more-realistic
option, used with HNM, is to measure phase mismatches
before synthesizing OLA frames, and making sure that
the center of gravity of the synthesis OLA frames are
synchronized by correcting their phases (this corre-
sponds to imposing the phase of the fundamental on
all synthesis OLA frames).

Pitch Mismatch
Pitch mismatch arises when overlapped frames have very
different fundamental periods, even if they have identical
spectral envelopes and are windowed on similar relative
positions within the pitch period. This situation can-
not easily be avoided in a database of several thousand
segments (Fig. 21.6b).

It is nevertheless possible to minimize this effect by
recruiting professional speakers to record the segments
database and training them to read the corpus with the
most constant pitch possible (TD-PSOLA) or by edit-
ing the recorded speech so as to impose constant pitch
(MBROLA).

Another solution is to apply frequency-domain pitch
modification on the fly before the OLA operation, as in
HNM. First, the difference between the pitch value of
the last frame on the left and of the first frame on the
right of a concatenation point is measured. Then this
difference is distributed on several frames on the left and
on the right of the concatenation point. This is typically
achieved by resampling the complex speech spectrum of
these frames and computing new harmonic amplitudes
and phases for the new pitch value.

Spectral Envelope Mismatch
Last but not least, spectral envelope mismatch is due
to coarticulation and speaker variability and appears
whenever the speech units to be concatenated have
been extracted from rather different phonetic contexts
(Fig. 21.6c).

It can be minimized somewhat, by using adjustable
unit boundaries [21.14] (i. e., by changing the left and
right borders of the diphones on the fly).

The standard implementation of TD-PSOLA, how-
ever, cannot smooth out spectral envelope mismatches.
As a result, synthesizing highly fluent speech with
TD-PSOLA often requires a painstaking trial-and-error
process in which the most probable diphone sequences
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are systematically tested and diphones are rejected when
an important spectral envelope mismatch is encountered.
Other versions of the rejected diphones are then ex-
tracted from words with a different phonetic context
than the initial one; tests are run again, and so on.

A partial solution consists of resynthesizing the
speech segment database so as to provide segments
with interesting properties which can be taken into
account at synthesis time, as in MBROLA. Since all
MBROLA OLA voiced frames have the same F0 and
the same initial harmonic phases, it is possible to per-
form period-based smoothing in the time domain. This
feature somehow compensates for the loss of segmental
quality due to the resynthesis operation.

It is also possible to achieve spectral enve-
lope smoothing in the frequency domain. Har-
monic/stochastic models such as HNM proceed by
linearly interpolating harmonic amplitudes (perceptu-
ally, discontinuities in the parameters of the noise part
are not important and are thus ignored). First, the
differences between the amplitudes of each harmonic
(between frames on the left and frames on the right of
a concatenation point) are measured. Then, these differ-
ences are weighted and propagated left and right from
the concatenation point. The number of frames used in
the interpolation process depends on the variance of the
number of harmonics and the size, in frames, of the
concatenated speech units.

Such a simple linear interpolation of the spectral en-
velopes makes formant discontinuities less perceptible.
However, if formant frequencies are very different at
the left and right of the concatenation point, the prob-
lem is not completely solved. A partial solution to this
was proposed in [21.15], where smoothing between two
units (the unit on the left l and the unit on the right r) is
performed with reference to a template speech segment
lr (i. e., a natural example of lr taken from continuous
speech). The template segment, termed the fusion unit,
is merged with the end of l and the beginning of r, in the
frequency domain.

21.2.4 Up from Diphones

The acoustic units chosen as building bricks for a con-
catenative synthesizer should obviously exhibit some
basic properties: they should account for as many coar-
ticulatory effects as possible; they should be available
with all sorts of durations, pitch contours, and voice
qualities (so as to alleviate the task of the prosody
modification block); they should be easily connectable
(without requiring complex rule-based smoothing tech-

niques of formant synthesizers for instance; Chap. 20).
Their number should also be as small as possible (to
avoid having to prepare, record, segment, and store
a large unit inventory), although on the other hand longer
units (hence, larger unit inventories) decrease the den-
sity of concatenation points, therefore providing better
speech quality.

Diphones are a good compromise when the num-
ber of units has to be kept really small (i. e., typically
for cheap embedded applications). They imply, how-
ever, a high density of concatenation points (one per
phoneme), which reinforces the importance of an effi-
cient concatenation algorithm. Besides, they can only
partially account for the many coarticulatory effects of
a spoken language, since these often affect a whole
phoneme rather than just its right or left halves indepen-
dently: formant targets themselves tend to be changed,
or a formant starts rising (or falling) during the real-
ization of one phoneme and continues that movement
smoothly throughout the ensuing one without any steady
state. Such effects are especially obvious when some-
what transient phones, such as liquids and (worst of all)
semivowels, are concatenated.

Assimilations (i. e., very strong forms of coartic-
ulation, in which a phonetic trait of a phoneme is
completely modifies as a result of the preceding or fol-
lowing phonemes) are still a bigger source of concern.
Partial assimilation cases are approximately covered by
diphones, while total cases would require the introduc-
tion of several realizations per phoneme in the database
(as many as there are allophones) and a corresponding
number of diphones. Such a strategy is sometimes called
allo-diphone-based synthesis.

Triphones (which embody a complete phoneme)
constitute a variant to the use of allo-diphonic units
as a complement to diphones. They can embody the
strong dynamic effects quoted above, providing these
only affect one phoneme. To a larger extent, associ-
ating diphones with tri- and tetraphones to cope with
a limited number of very specific contextual effects is
often called a polyphone approach [21.16]. France Tele-
com [21.17], for instance, has reported on an enhanced
French polyphone database composed of 1290 diphones,
751 triphones, and 288 quadriphones.

Another way of keeping the database size small
while taking syllables into account to a degree is to
split them into two at their vocalic nucleus, which acts
as a coarticulation barrier in most cases. Such demi-
syllables (of the form C–V or V–C) have been fully
adopted for the synthesis of German, in which long con-
sonant clusters are manifold. Such a combination of
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Fig. 21.7 An example of the COC cluster splitting process for occurrences of the phoneme /M/ (after [21.19]). As a result
of this process, allophones of /M/ are detected, and explained

HAlf syllables, DIphones, and sufFIXes is the basis of
the HADIFIX system [21.18].

Notice, finally, that all the types of speech units
proposed above are based on some pre-established
phonetic knowledge of coarticulatory or assimilation ef-
fects and where they mostly occur. In contrast, nothing
truly impedes them from being directly automatically
derived on the basis of some automatic analysis of
the distribution of their spectral envelopes. This has
led to the proposal of a corpus-based, automatic unit
set design algorithm termed context-oriented clustering
(COC) [21.19].

COC builds a decision tree for each phoneme, which
automatically explains the variability in the acoustic re-
alization of this phoneme in terms of contextual factors.
Starting from a speech database with phonetic labels,
it constitutes initial clusters composed of all the speech
units (allophones in this case) with the same phonetic
label (Fig. 21.7). The context tree is then automatically
derived by a greedy algorithm. At each step, the cluster
with the highest variance (and with more than a mini-
mum number of segments) is split into two classes on
the basis of a partition of a context factor, and pro-
vided the resulting split leads to an average subcluster
variance that is significantly lower than the initial one.
Intracluster variances are computed on segments after
a normalization of their duration, based on a linear
warping technique. Notice that COC is very similar
to the tree-based decomposition of classification and
regression tree (CART) techniques. The major differ-
ence is that CARTs are trained in a supervised way
(they account for pre-established decisions), while COC
methods are unsupervised. Hence the use of an acoustic

distance to obtain the best contextual factor, in place of
the maximum mutual information principle of CARTs.
Possible context factors used (i. e., the factors that are
submitted to the tree-building algorithm to partition clus-
ters) are the phonetic labels of neighboring phones up to
a given distance from the central one, as well as stress
and syntactic boundaries. Broad phonetic classes can
also be used as contextual factors, so as to reduce the
size of the decision tree and to cope with the problem of
data sparsity.

It is important to understand that the output of this
COC method, when used for concatenative synthesis
using fixed inventories, is basically the resulting tree.
Once the tree has been built, the content of its leaves
(the speech units taken from the speech database and
associated to leaves) is reduced to a single representa-
tive speech unit (even possibly rerecorded on purpose).
This technique can thus be seen as an automatic method
for building a list of allophones for each phoneme
(i. e., variants of a given phoneme due to a specific
phonetic/syntactic/stress context).

This idea was further extended to subphonetic units
by first segmenting some large speech corpus using hid-
den Markov model (HMM)-based forced alignment, and
then applying a similar context clustering method to the
contents of the HMM states [21.20].

While speech synthesis based on the concatenation
of units taken from a fixed inventory is clearly intelligi-
ble (and has been so from its very beginning [21.21]), it
cannot really be termed natural, whichever set of units
are chosen. In the next section, we examine how natu-
ralness can be approached, although sometimes at the
expense of intelligibility.
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21.3 Unit-Selection-Based Synthesis

The lack of naturalness of speech synthesized from
a fixed inventory (i. e., with the constraint of having
only one instance of each possible concatenative unit
stored in the unit database) has two main causes. First,
this strategy unavoidably biases the unit recording step
towards the choice of a somewhat overarticulated in-
stance, which will fit in most contexts and lead to the
best intelligibility score. Additionally, as we have seen in
the previous section, signal-processing tricks are needed
to adapt the pitch and duration of each unit (if only to
be able to synthesize stressed and unstressed versions of
the same syllable). Some signal degradation is the price
to pay for this processing.
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Fig. 21.8 A schematic view of a unit-selection-based speech synthesizer. The prosody modification and smoothing
modules have been included between parentheses, since they are not always implemented. As a matter of fact, since
this approach uses very large speech corpora, it is often possible to find speech units that naturally join smoothly while
exhibiting prosodic features close to what is expected. Notice that, unlike suggested in Fig. 21.8, unit-selection-based
synthesis systems do not systematically use diphone units. Diphones have been shown here for the sake of easy comparison
with Fig. 21.1

It will thus come as no surprise that speech synthe-
sis made a huge step forward when researchers started
keeping several instances of each unit, and provided
means of selecting, at run time, which instance to use
for synthesizing a given sentence.

21.3.1 Selecting Units

After first trials in this direction in the ν-Talk TTS
system [21.22], with mixed results, the foundations of
unit-selection-based speech synthesis was laid in [21.23,
24], which quickly led to ATR’s CHATR TTS sys-
tem, and to AT&T’s NextGen TTS system [21.25]. At
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Fig. 21.9 Target and concatenation costs

run time, given a phoneme stream and target prosody
for an utterance, the unit selection algorithm selects
from a speech corpus an optimum set of acoustic units,
i. e., the one that best matches the target specifications
(Fig. 21.8, to be compared to Fig. 21.1). Units may still
be diphones, although phonemes and subphonetic units
such as half-phonemes can be used as alternatives when
complete diphones are not available with the required
pitch and duration. For every target unit ti required (for
example, for every diphone to be synthesized), the se-
lection algorithm first proposes a list of candidate units
from the speech database, each in a different context (and
in general not exactly in the same context as the target
unit). The final choice among candidates is based on
minimizing the sum of two cost functions: a target cost
Ct(ti , ui ), which is an estimate of the difference between
a candidate unit ui and the target unit ti it is supposed to
represent, and a concatenation cost Cc(ui−1, ui ), which
is an estimate of the quality of the joint between can-
didate units ui−1 and ui for two consecutive targets
(Fig. 21.9). The best sequence of n units un

1 for a given
sequence of n targets tn

1 is the one that minimizes the
total cost:

C(tn
1 , un

1)=
n∑

i=1

Ct(ti , ui )+
n∑

i=2

Cc(ui−1, ui )

+Cc(S, u1)+Cc(un, S) , (21.9)

where S denotes the target for a silence. This best
sequence is found using a Viterbi search.

When good candidate units cannot be found with
the correct pitch and/or duration, prosody modification
can be applied. Also, as candidate units usually do not
concatenate smoothly (unless a sequence of such candi-
date units can be found in the speech corpus, perfectly
matching the target requirement), some smoothing can
be applied (with the methods exposed in Subsects. 21.2.2
and 21.2.3). The latest synthesizers, however, tend to
avoid prosodic modifications and smoothing, assum-
ing that the speech unit inventory is rich enough for

the requested units to be available with approximately
correct pitch and duration [21.26]. This assumption is
sometimes referred to as take the best to modify the least.

The challenges in unit-selection synthesis are related
to the development of efficient target and concatenation
costs for finding the best path in the candidate unit lattice,
to the definition of optimal speech corpus, and to the
engineering of efficient search algorithms. These issues
are addressed in the next subsections.

21.3.2 Target Cost

The optimal target cost should estimate the percep-
tual distance from a specific inventory unit to the
desired target unit. Candidate units are characterized
by a feature vector. For each target unit in the utter-
ance to be synthesized, appropriate feature values are
predicted. The target cost Ct(ti , ui ) for a given candi-
date ui to a given target ti is calculated as the sum of
weighted feature vector differences between the candi-
date and target. These differences are p target subcosts
Ct

j (ti , ui )( j = 1, . . ., p):

Ct(ti , ui )=
p∑

j=1

wt
jC

t
j (ti , ui ) . (21.10)

Target feature weightswt
j are trained during the creation

of a TTS voice, to optimize the mapping from the fea-
ture vector differences between units to the perceptual
differences between these units.

Initial experiments on unit selection (such
as [21.23]) proposed to use a combination of symbolic
features such as phonetic context or stress, and numeri-
cal features such as duration and F0. The list of features
was later biased towards symbolic (or phonological) fea-
tures, which leave more freedom for the ultimate choice
of units while keeping most of the intention of the virtual
speaker [21.27]. This is especially useful for intonation,
whose numerical prediction is particularly difficult. In-
stead of trying to predict F0 values from text, most TTS
systems currently predict a sequence of abstract tonal
units, which are only qualitatively related to the intended
intonative movements. As a result, intonation is obtained
as a by-product of unit selection itself, provided that the
correct linguistic features are used for the estimation of
the target cost.

21.3.3 Concatenation Cost

The ideal concatenation cost should reflect the perceived
discontinuity between successive units, so as to favor the
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selection of units such that cut-and-paste concatenation
will not be noticed.

Many proposals have been made for the best defi-
nition of the concatenation cost Cc(ui−1, ui ), based on
a parameterization (i. e., using some speech model) of
the initial and final speech frames of concatenated units,
combined with subcosts associated with the values of
these q parameters:

Cc(ui−1, ui )=
q∑

j=1

wc
jC

c
j (ui−1, ui ) . (21.11)

Among the parameters used for this purpose, the
most prominent are: formant values, linear prediction
(LP) spectra, line spectrum frequencies (LSFs), mel-
frequency cepstrum coefficients (MFCCs), and various
other frequency-modified spectral representations. Dis-
tances between the values of these multi-dimensional
parameters vary from the Euclidian distance to the
Kullback–Leibler divergence, through weighted Euclid-
ian distances or the Mahalanobis distance. Although it is
not clear which one leads to optimal results in all cases
(i. e., for all recording conditions and all languages, if
possible), several studies have compared combinations
of these options on specific corpora, by computing corre-
lations between the values of these parameter/distance
combinations and the impression of discontinuity re-
ported by human listeners [21.28]. Clearly, this question
is still open; its solution obviously requires (and will
lead to) better modeling of perceived discontinuities in
speech.

A particular case arises if the complete target sen-
tence, or a significant part of it, is available in the corpus.
In this case, the corresponding consecutive units should
obviously be selected. This is easily achieved by setting
the concatenation cost to zero for originally consecutive
units in the speech corpus. As a result, the remark-
able naturalness of speech produced by unit selection
therefore comes from the fact that they tend to avoid as
many concatenation points as possible, by selecting the
largest sequences of originally consecutive units [hence
the name, nonuniform units (NUU), that is sometimes
used for this technique]. The challenge is to make sure
that this does not happen at the expense of intelligibility:
using units with low concatenation cost but high target
cost can lead to a high degree of naturalness (which at
first impresses the naïve listener) but low intelligibility.

21.3.4 Speech Corpus

Like any other expression of a natural language, how-
ever, speech obeys some form of Zipf’s law: In a corpus

of natural language utterances, the frequency of any
word is roughly inversely proportional to its rank in
the frequency table. The resulting power-law probability
distribution implies that speech is composed of a large
number of rare events (LNRE) [21.29]. It was estimated,
for instance, that in order for a diphone database to cover
a randomly selected sentence in English with a proba-
bility of 0.75 (meaning that the probability is 0.75 that
all the diphones required to produce the sentence are
available in the database), 150,000 units are required.
This corresponds to a speech corpus of about 5 h. Yet
the estimation was based on a limited number of contex-
tual features [21.30]. Most industrial systems today use
1–10 h of speech, i. e., 150–1500 Mb, and reach very
high quality synthesis most of the time.

Unit selection is unquestionably the best option for
limited-domain speech synthesis [21.31], in which the
data sparsity problem is avoided by constraining the vo-
cabulary and the syntactic and prosodic complexity of
the sentences to be synthesized. For the synthesis of un-
restricted text, a standard interim solution to data sparsity
consists of enriching the initial large speech database
with a list of safety units (typically, a complete set of
diphones), aimed at completely covering the phonet-
ics (here meaning the coarticulation) of the language,
regardless of prosody. This provides the TTS system
with a fallback strategy in case of data unavailability,
and ensures a lower-bound naturalness similar to that of
fixed-inventory systems in the worst case (which is fortu-
nately only exceptionally encountered). Another option
is to try to obtain increasingly large speech databases.
The latest TTS system developed at ATR, XIMERA, is
based on a 110 h corpus of a Japanese male and a 60 h
corpus of a Japanese female [21.32].

Another consequence of the LNRE effect is that de-
signing the corpus (from which the unit database is
extracted) to ensure maximum coverage is of primary
importance. Several greedy algorithms that progres-
sively build a list of sentences taken from a very large
text corpus so as to reach maximum coverage with a min-
imum number of sentences have been proposed [21.26].

Speech segmentation also plays an important part
in the creation of a speech corpus. Given the size of
the speech corpus, only automatic speech segmenta-
tion methods can reasonably be used, based on forced
alignment of speech using HMM models. The HMM
models of phonemes used in this case differ from those
used in speech recognition in that they are trained
from the speaker-dependent data of the target speaker.
While such an automatic method inevitably produces
segmentation errors (most of them due to a bad pho-
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Fig. 21.10 Context-oriented clustering as a means of select-
ing candidate units for a given target (after [21.34])

netic transcription of the corpus), it is found that
good context coverage and consistent segmentation by
HMMs typically overcomes the drawback of an imper-
fect automatic segmentation when compared to manual
segmentation [21.33].

It should be noted, however, that the development
of larger segmented speech corpora has a high cost.
Hence, it is becoming increasingly difficult for com-
panies to deliver tailored voices on demand. It is also
worth noticing that large unit-selection speech corpora
have recently been made available for research and as-
sessment purposes, in the framework of the Blizzard
challenge [21.32]. Similarly, the voice quality offered
by today’s TTS systems is somehow uniform. Given the
increasing quest for expressive speech synthesis, unit se-
lection typically leads to parallel recordings of several
speech corpora, each with an identifiable expression;
this adds to the cost of a system. Chapters 24 and 25
cover these areas in detail.

Last but not least, given the size of the speech
database required to implement a speech synthesizer
based on unit selection, many efforts have been reported
towards pruning the corpus, and using efficient speech

coding algorithms. Pruning the corpus down to a given
size can be done by ordering units in the original cor-
pus as a function of their frequency of use (estimated
by running the TTS on a large input text corpus), and
then retaining all units up to the required corpus size.
It is also useful to spot and remove outlier units in
the database [21.35]. Speech coding implies the use of
time-domain coders for moderate data-compression ra-
tios (typically 1:5) or the parameterization of speech
using models, which leads to much higher compression
ratios at the expense of some signal degradation and
additional computational cost [21.36].

21.3.5 Computational Cost

Computing target costs from each target in a large
speech database to each candidate unit for that target
is found to be time consuming. By recycling the COC
principle mentioned in Sect. 21.2.4 and extending it to
contextual and prosodic features (pitch, duration, and
amplitude), it has been possible to drastically reduce the
computational load for unit selection [21.37].

The main novelty here is that, once a COC tree is
built for a given phoneme, not only is the tree retained,
but also its leaves, i. e., the units that have been clus-
tered based on their feature vectors. At run time, for
each target in the sentence to synthesize, the related
COC is browsed, so that only the units in the appropri-
ate leaves are considered as candidate units (Fig. 21.10).
The same idea has been used in the IBM and Microsoft
TTS systems, based on [21.21]: after some preliminary
segmentation of a speech corpus using HMM mod-
els, COC is applied to units associated with HMM
states [21.33, 38].

The computation of concatenation costs is by far the
most time-consuming operation in unit selection. Pre-
computing all possible concatenation costs is clearly
prohibitive given the large number of units in the
database. However, it was found that a limited number
(typically one million) of unit pair concatenation costs
provides a coverage of 99% of all concatenation costs
actually computed. It is thus possible to store this subset
in memory, which increases the speed of unit selection
by a factor of four [21.39].

21.4 Statistical Parametric Synthesis

One of the major problems encountered in unit selec-
tion is data sparsity (see the discussion in Sect. 21.3.4).

Synthetic utterances can be perfectly natural if the target
sequence of units happens to be available in a continu-
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Fig. 21.11 A statistical parametric model for the spectral dynamics of the words ‘to be’ (after [21.34])

ous sentence in the database, but they can also embody
disturbing discontinuities (which can hamper intelligi-
bility) when the required targets are not available. In
a word, unit selection lacks the capacity to generalize to
unseen data.

In contrast, ASR techniques based on HMM/GMM
models have developed such a generalization property,
by making use of context-oriented distribution cluster-
ing for parameter tying (Chap. 27). This has motivated
several research teams to make a very promising step, by
considering the speech synthesis problem as a statisti-
cal analysis/sampling problem. Actually, this idea arose
as early as 1989 [21.41], although the early papers on
the subject only reported poor synthetic speech quality
(which only adds to the merit of the researchers who
pursued in this area).

In the so-called HMM-based speech synthesis ap-
proach, implemented in [21.34], speech is described as
the acoustic realization of a sequence of phonemes. Each
phoneme is modeled by a three-state HMM. Each state
emits spectral feature vectors (typically MFCCs) with
emission probabilities given by multivariate Gaussians
associated with the leaves of a context clustering tree
(Fig. 21.11). This model is very much inspired by simi-
lar work in ASR. Additionally, the pitch and duration of
phonemes are modeled by separate clustering trees and
Gaussians (Fig. 21.11).

The new idea in HMM-based synthesis, whose reach
is certainly not limited to speech synthesis, is to use this
model to generate a stream of parameters (related to
a given parametric model of speech), which can then be
converted into speech (Fig. 21.12).

21.4.1 HMM-Based Synthesis Framework

In the following paragraphs, we will assume that
the models of Fig. 21.13 have previously been
trained [21.34] so as to maximize the probability of
the speech corpus given the model. The training part

is similar to that of an ASR system, except the con-
textual factors that are used when building the context
clustering trees incorporate phonetic, stress, and syntac-
tic information (which is produced by the TTS system,
while it is not accessible to an ASR system).

From the target sequence of phonemes (augmented
with stress marks and syntactic information), a sen-
tence HMM λ is constructed (again, as in Fig. 21.11) by
concatenating context-dependent phoneme HMMs. The
state durations of the phoneme HMMs are determined so
as to maximize the output probability of state durations
given their phonetic and syntactic context. A sequence
of spectral parameters o = [oT

1 , . . . , oT
t , . . . , oT

T ]T is
then determined in such a way that the output probability
of this sequence given the HMM model is maximized,
where T is the number of frames in the observation vec-
tor sequence (known from the previously estimated state
durations).

More precisely, since the duration of each HMM
state is known, the sequence of spectral vectors oT

t to
be produced is associated with a given sentence HMM
state sequence q = {q1, . . . , qt, . . ., qT }. For each such
HMM state, the contextual information of the related
phoneme is used to find which leaf of the COC tree (as-
sociated with this phoneme) will model the production
of the state-dependent spectral parameters. Since the
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Fig. 21.12 Speech synthesis using a statistical parametric model
(after [21.40])
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Fig. 21.13 A statistical parametric
model for the spectrum F0 and
duration of a phoneme (after [21.34])

spectral features of the speech segments in each leaf are
described by a single multivariate Gaussian distribution
N(μqt ,Σqt ), the P(o|q, λ) is given by

P(o|q, λ)=
T∏

t=1

N(ot |μqt ,Σqt ) . (21.12)

Stated as such, however, the sequence of spectral pa-
rameters produced by each state of the model will
obviously be composed of a sequence of identical spec-
tral parameters: the mean of the underlying multivariate
Gaussian (which by nature maximizes the Gaussian dis-
tribution). The main feature of HMM-based synthesis is
thus the use of dynamic features, through the inclusion
of dynamic coefficients in the feature vector.

This too, is typical of HMM-based ASR tech-
niques (which make intensive use of the so-called delta
and delta-delta features; Chap. 27), but poses a spe-
cific problem in HMM-based speech synthesis: how to
find a sequence of (static and dynamic) spectral fea-
tures which at the same time has maximum likelihood
given the HMM model and the dynamic constraints.
This is explored in the next paragraphs, widely inspired
from [21.40].

It is assumed that the speech parameter vector ot
consists of the M-dimensional static feature vector

ct = [ct(1), ct(2), . . . , ct(M)]T (21.13)

and of the 1, . . . , (D−1)-th order dynamic feature
vectors

ot =
[
cT

t ,Δ
(1)cT

t , . . . ,Δ
(D−1)cT

t

]T
, (21.14)

where Δ(d)ct is the d-th dynamic feature vector given
by

Δ(d)ct =
L(d)
+∑

τ=−L(d)
−

w(d)(τ)ct+τ (21.15)

and w(d)(τ) is the window coefficient used for calculat-
ing the d-th dynamic feature.

Equation (21.12) can be rewritten in matrix form as

o=Wc , (21.16)

where

c= [
cT

1 , cT
2 , . . . , cT

T

]T
,

W = [W1,W2, . . . ,WT ]T⊗ IM×M ,

Wt =
[
w

(0)
t ,w

(1)
t , . . . ,w

(D−1)
t

]
,

w
(d)
t = [

0, . . . , 0, w(d)(−L(d)
− ), . . . , w(d)(L(d)

+ ),

0, . . . , 0
]T

(21.17)

in which L(0)
− = L(0)

+ = 0 and w(0)(0)= 1.
Maximizing (21.12) can thus be rewritten to take the

dynamic constraints into account, i. e., by maximizing
P(Wc|q, λ) or its logarithm:

∂ log P(Wc|q, λ)

∂c
= 0 . (21.18)

Notice that (21.12) can also be rewritten as

P(o|q, λ)= N(o|μq,Σq) (21.19)
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by considering each multivariate Gaussian N(μqt ,Σqt )
as a component of a (yet higher dimension) multivariate
Gaussian N(μq,Σq).

Equation (21.18) then produces a closed-form solu-
tion

Rqc= rq , (21.20)

with:

Rq =WTΣ−1
q W ,

rq =WTΣ−1
q μq . (21.21)

This remarkable solution (21.20) produces the (static)
vector sequence c maximizing (21.19) under the con-
straints (21.16).

21.4.2 The State of the Art and Perspectives

HMM-based speech synthesis currently produces
speech with remarkable fluidity (smoothness), but rather
poor voice quality. The resulting buzziness is still clearly
due to the use of a source–filter model based on linear
prediction.

It has, however, several important potential ad-
vantages over unit selection. First, its use of context
clustering is far more flexible than that of unit se-
lection, since it allows for the creation of separate
trees for spectral parameters F0 and duration. Sec-
ond, its coverage of the acoustic space is better, given
the generative capability of the HMM/COC/Gaussian
models. Even more importantly, it embodies a com-
plete model of natural speech with very limited
footprint (1 MB). Last but not least, it provides
a natural framework for voice modification and con-
version.

Recently, statistical parametric synthesis has been
adapted to the HMM-based synthesis of streams of ar-
ticulatory parameters, instead of vocal-tract spectrum
parameters [21.42]. In this case, a mapping function is
required from the articulatory to acoustic domains. This
attempt to unify statistical and articulatory approaches
is very promising.

Another possible development of HMM-based syn-
thesis is to use its output as target acoustic features for
unit selection, as in XIMERA [21.43].

21.5 Conclusion

Clearly, the winning paradigm today in the industry is
unit selection, while more-rudimentary diphone-based
systems are still used for low-cost consumer products.
Statistical parametric synthesis offers very promising re-
sults, and allows a degree of flexibility in speech control
that is not possible with unit selection.

Some speech synthesizers are also available for free
for research purposes. See for instance the MBROLA

(http://tcts.fpms.ac.be/synthesis/mbrola.html), FESTI-
VAL (http://www.cstr.ed.ac.uk/projects/festival/), Fest-
Vox (http://festvox.org/) or FreeTTS (http://freetts.
sourceforge.net/docs/) projects. See also TTSBOX, the
Matlab tutorial toolbox for text-to-speech synthesis
(http://tcts.fpms.ac.be/projects/ttsbox/).
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Linguistic Pro22. Linguistic Processing for Speech Synthesis

R. Sproat

An important part of any text-to-speech synthe-
sis system is the linguistic processing component
that takes input text and converts it into a fea-
ture representation from which actual synthesis
can proceed. Linguistic analysis is hard, in a large
measure because written language massively un-
derspecifies linguistic information. This chapter
reviews several issues in linguistic analysis start-
ing from low-level text normalization issues, and
ending with higher-level problems such as accent
prediction and document-level analysis. We end
with some prognosis of the future prospects for
improvements over current technology.
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22.1 Why Linguistic Processing is Hard

If one compares the problems faced by a text-to-speech
(TTS) system to those faced by an automatic speech
recognizer (ASR) system, one’s first impression may
well be that, compared with the situation with ASR, the
language analysis portion of TTS has it rather easy. In an
ASR system one has to reconstruct what was said from
rather noisy input, so the language modeling problem
can be formidable. For TTS, in contrast, one already
knows what the words are since they, along with other
linguistic information, are represented in the text. This
view is a misconception.

While written language represents speech insofar
as a literate speaker of a language can generally read
a text aloud, writing is still a highly imperfect and in-
complete representation. Writing is not transcription.

Rather, writing presumes that the reader knows the lan-
guage in question, and can fill in the details when the
information provided by the written form is incomplete
or misleading.

There are many such instances of incomplete or
misleading information, ranging from abbreviations for
which one must figure out the full word form, through
homographs where one must choose among a set of dif-
ferently pronounced words that happen to be spelled the
same way, to the fact that no writing system has any
systematic representation of phrasal prosody. In what
follows we shall discuss each of these issues in turn,
show why they are hard, and present some approaches
that have been taken to solving them. We start with a brief
reminder of how writing encodes linguistic information.

22.2 Fundamentals:
Writing Systems and the Graphical Representation of Language

The basic input to a text-to-speech system is text, typi-
cally text that is encoded in the standard orthography of

the language to be synthesized. Thus, the starting point
of any discussion of linguistic processing in text-to-
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speech synthesis should be an overview of how language
is encoded in writing – or in other words how writing
systems work. In this section we give a brief synopsis
of writing systems, focusing on the issues that are of
importance to the TTS problem.

As far as we know, writing was developed indepen-
dently by exactly four civilizations: by the Egyptians
around 3000 BC; by the Sumerians at around the same
time; by the Chinese around 1500 BC; and by the
Mayans around 1000 AD. Of these, only Chinese writ-
ing survives in an unbroken tradition into modern times
in that a highly modified version of the original Shang
dynasty script is used to encode modern descendants
of the Chinese language spoken 3500 years ago. All
writing systems encode pronunciation, but they do so
to different degrees, and a number of writing systems
also encode other, mostly semantic information. All an-
cient scripts – Mayan, Egyptian, Sumerian, and Chinese
– encoded both sound and meaning; in modern Chi-
nese, meaning is loosely encoded for most characters by
means of semantic radicals, and sound is very roughly
encoded in phonetic components. Among writing sys-
tems that putatively only encode sound, such as those
based on the Greek-derived alphabets, there is a wide
difference in the transparency of the encoding; for lan-
guages that use the Latin alphabet, Finnish is among
the most straightforward in terms of letter–sound cor-
respondence, and English is almost certainly the least
straightforward.

However, the important point to bear in mind is that,
while all writing systems encode sound and possibly

other linguistic information, they are under no obliga-
tion to do so in a way that makes the recovery of that
information easy. Writing is designed for people who
know the language and can fill in the details. While there
are certainly psycholinguistic consequences of different
designs (there is a vast literature on this topic), as a prac-
tical matter it is relatively unimportant that Japanese
kanji (Chinese characters) routinely have upwards of
five distinct pronunciations; or that Arabic and Hebrew
fail to represent most short vowels; or that distinctive
stress placement information is not marked in Russian
orthography. Each of these bits of missing information
can generally be provided by someone who knows the
language. Of course for a TTS system this is a challenge
since it requires the system to model the language that
native speakers all know.

TTS systems typically take their input in the form
of electronic text, which of course obviates the need
to deal with optical character recognition. But despite
much progress on standardization by the unicode con-
sortium, there are still areas where coding variants are
allowed, leading to complications. For example, many
Indian scripts have complex vowel symbols consisting
of two or more separate components. The unicode stan-
dard permits more than one way of specifying these
components, so that a system that deals with text in
these languages must know about the legal variants. Fur-
thermore, there are other variants which, though illegal
are nevertheless found; Buckwalter [22.1] gives a nice
overview of the complexities of Arabic text processing
that are caused by the many variant encodings.

22.3 Problems to be Solved and Methods to Solve Them

22.3.1 Text Preprocessing

In Sect. 22.2 we introduced some of the ways in which
writing encodes language but we tacitly assumed that
we were dealing with ordinary words of the language
spelled in the ordinary way.

But consider the following perfectly ordinary-
looking paragraph taken from a story in the New York
Times, April 11, 2006:

What made the $12.08 transaction remarkable was
that the customer was not just outside Ms. Var-
gas’s workplace here on California’s central coast.
She was at a McDonald’s in Honolulu. And within
a two-minute span Ms. Vargas had also taken orders

from drive-through windows in Gulfport, Miss., and
Gillette, Wyo.

In addition to the ordinary words and names such as one
might expect to find in a dictionary (see Sect. 22.3.2),
there are five items, marked in boldface, which are not
ordinary words. The first is a numerical expression, more
specifically a currency expression, which in this instance
is to be read as twelve dollars and eight cent. The next
four are abbreviations, namely two instances of Ms. for
Miz (though note that this word has no conventional full-
form spelling), one of ‘Miss.’ for Mississippi and one of
Wyo. for Wyoming. Note that in this latter instance the
period that marks the expression as an abbreviation also
serves the double duty as the end-of-sentence marker.
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A text preprocessor is the component of a TTS sys-
tem that deals with analysis of nonstandard words such
as the examples above, along with other low-level text-
processing issues such as sentence segmentation and,
in some languages, word segmentation. In this section
we will review these issues, starting with the problem
of end-of-sentence detection and word segmentation,
broadly construable under the rubric of tokenization.

Tokenization
The first thing one needs to do in any text-preprocessing
system is to divide the text into smaller units or to-
kens for further processing. In principle a token can
correspond to any unit of linguistic structure, such as
a word, a sentence or a paragraph. Most discussions
of tokenization presume that the tokens are words, but
this choice is somewhat arbitrary. We will therefore as-
sume the broader definition and discuss the problem of
dividing a text into sentences, and thence into words.
These levels of tokenization will typically be further
subdivided – words into morphemes, or sentences into
phrases – and these issues will be discussed later in the
chapter.

For sentence tokenization an ideal situation would
be if there were a delimiter or set of delimiters that are
used to delimit sentences and nothing else. A situation
close to that obtains in Chinese, where declarative sen-
tences are delimited by a small circle ‘◦’ that is used only
for that purpose. In many languages, including English,
the situation is less straightforward since the most com-
mon sentence delimiter, the period, has other functions
including, most problematically, marking abbreviations;
it can even serve both functions at once, as in the example
of Wyo. above. Proper sentence tokenization is therefore
intimately tied up with other aspects of preprocessing,
such as abbreviation expansion. TTS preprocessors will
therefore typically invoke abbreviation expansion before
or concomitantly with sentence tokenization.

Tokenization into words is either relatively easy or
relatively hard, depending upon which language one
is dealing with. In English and many other languages,
words are typically delimited by spaces or punctuation
symbols and, while things are not always completely
trivial, these orthographic conventions make the prob-
lem of word segmentation in such languages fairly easy.
At the other end of the scale are languages like Chinese,
Japanese, and Thai, where words are never delimited by
spaces, and tokenization is therefore in principle fairly
hard; in such cases punctuation usually does delimit
words, but punctuation is of course relatively sparse and
therefore does not provide much of a guide.

It is worth noting that the use or nonuse of spaces
is mostly not language dependent, but script depen-
dent. Languages that use alphabets such as Greek, Latin,
Cyrillic will always mark word boundaries. This is also
true of most scripts used for Indian languages. On the
other hand, languages that use the Chinese writing sys-
tem or derivatives including Chinese, Japanese, and
traditionally Korean and Vietnamese do not use spaces.
Only in the 20th century, with the wider use of Hangul
did Korean introduce spacing to separate words (more
accurately, accentual phrases or eojeol). On the other
hand, even after abandoning the chũ’-nôm Chinese-
derived writing system in favor of romanization in the
19th century, Vietnamese continues to this day not to
mark word boundaries with spaces: spaces are used in
Vietnamese not to mark word boundaries, but syllable
boundaries [22.2]. A similar point can be made about
the use of capitalization. Again, capitalization is not
language dependent but script dependent. The Greek,
Latin, Cyrillic, and Armenian scripts support capitaliza-
tion, and languages using those scripts use capitalization
to mark certain classes of words, typically names, words
in sentence-initial position, words in titles, and so forth.
Other scripts do not support capitalization.

Word segmentation has been studied extensively in
Chinese and Japanese, less extensively in Thai, and even
less in Vietnamese. Although there are important lin-
guistic differences between these languages that make
details of the problem different, for reasons of space we
will restrict discussion here to Chinese.

If one can assume that one has a dictionary that
lists all the words that one will find in a given text,
the problem of segmentation is relatively straightfor-
ward. In most cases, simple algorithms like maximum
matching work reasonably well: starting with a pointer
at the left (or right) edge of the sentence, find the longest
match in the dictionary, set the pointer after (before)
that match, and iterate this process until you reach the
end (beginning) of the sentence. However, such simple
algorithms run afoul of cases where there is ambigu-
ity. To handle such cases, people have typically used
statistical language-modeling techniques, taking into ac-
count the probabilities of the words involved, and the
transition probabilities between the words; class-based
language modeling techniques, such as part-of-speech
tag language models have also been used. It is impor-
tant to realize though that, even with these techniques
there are still cases that cannot be disambiguated. Such
cases typically depend upon discourse or even real-world
knowledge. Gan [22.3] discusses such cases. For exam-
ple the sentence mǎ lù shàng shēng bìng
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le can either mean “the horse became sick on the road”
if the segmentation is [mǎ] [lù] [shàng] [shēng bìng] le,
or “(someone) became sick on the road” if the segmen-
tation is [mǎ lù] [shàng] [shēng bìng] le. Since both
of these are valid interpretations and there is no way
without further information to tell which one is more
appropriate, it follows that ordinary language-modeling
techniques cannot handle such cases.

One might wonder why, for Chinese TTS applica-
tions, one even cares about word segmentation. The
reasons are that knowing what word one is dealing
with and knowing where word boundaries fall are just
as important in Chinese as they are in English. Many
characters in Chinese (and orders of magnitude more
in Japanese) have multiple pronunciations and in many
cases the pronunciation depends upon what word the
character occurs in. For example, in Mandarin the char-
acter can be pronounced either as xíng as in
xíngrén ‘passer-by’, or as háng as in yı̄nháng
‘bank’. Character pronunciations are also dependent
upon word class. In traditional Chinese characters, as
used in Taiwan, the character is pronounced as gān
if it means dry, but qián if it means heaven. The former
reading would be appropriate for the nonce compound

yángròu gān ‘mutton jerky’, whereas the former
would be appropriate in a personal name such as
lín kuìqián. This implies that for unknown words one
needs in general to know more than just the sequence
of characters is a word, but also what kind of word it
is.

Another obvious motivation for word segmentation
is prosodic phrasing (Sect. 22.3.3): it is usually desirable
to avoid putting a prosodic break in the middle of a word.

Abbreviation Expansion
Abbreviation expansion might seem to be a rather easy
problem. Faced with an abbreviation such as kg., an
English speaker will automatically think of kilogram.
It is just a matter of table lookup. A moment’s reflec-
tion, however, will reveal that things are not quite this
simple. There are several issues that make the problem
complicated.

• First, one must decide that one has an abbreviation
as opposed to an ordinary word. Abbreviations are
not always marked with a period, and even when
they are, the period may be doing double duty as
an end-of-sentence marker as in the example above.
Deciding that No should be read as North in No Ar-
lington, requires contextual information. Even if you
are sure you have an abbreviation, there is the issue

of how to read it. In [22.4] we carefully distinguished
between three classes of abbreviation:
– EXPN: terms that are to be expanded into full

words, like kg
– LSEQ: terms that are read as letter sequences,

like CIA
– ASWD: terms that are read as if they were an

ordinary word, like NATO• Any given abbreviation may be ambiguous, a stan-
dard example in English being Dr., which can be
Doctor or Drive.• Even if you are sure which word is intended, you of-
ten need to predict the form of the word. Thus 1 kg
is probably one kilogram, but 2 kg is probably two
kilograms, whereas 2 kg watermelon is again two
kilogram. In a highly inflected language like Russian
the situation is even worse. Thus the Cyrillic equiva-
lent of kg can be expanded as kilogram, kilograma,
kilogramy, kilogramov, kilogramami . . . , depending
upon the context.• People frequently make up new abbreviations, so
you cannot count on being able to find all abbre-
viations in the dictionary. Novel abbreviations are
especially rich in domains where there is a strong
incentive to abbreviate, as in printed classified ad-
vertisements (where you are paying by the inch) or in
the notes taken by customer service representatives
(who have very little time to write down a sum-
mary of their conversations with customers). For
example, in a database of AT&T customer care call
summaries, we found no fewer than 18 distinct ways
of abbreviating the word customer, only a handful
of which could reasonably be considered standard.

Most systems use some version of table lookup.
Sense disambiguation techniques such as the ones we
discuss in Sect. 22.3.4 can be used for disambiguation.

Abbreviation expansion is an interesting and diffi-
cult problem and it is unfortunate that it has not received
more systematic attention in the literature. The only such
systematic study that we are aware of is work that we did
during the 1999 Johns Hopkins Workshop on Speech and
Language processing, and reported in [22.4]. In that pa-
per, we used language modeling coupled with a channel
model that predicted possible abbreviation expansions.
An explicit goal was to deal with nonce abbreviations,
such as the example of customer cited above. The most
interesting examples in that work came from the domain
of classified advertisements, where heavy abbreviation
is typical, but there were sufficient examples of the
full forms of words. For example, in addition to brk
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apts one also found brick apartments; with a reasonable
model of possible abbreviations, one could infer from
the existence of brick apartments that brk apts might be
a reasonable abbreviation of that, and so propose brick
apartments as a possible expansion. An example of au-
tomatic abbreviation from a different domain, namely
AT&T customer service transcriptions is shown below:
xplnd chrgs .. cust stated he w/
pay 26.45 & then w/ cancel his
srvc w/ att

explained charges .. customer
stated he will pay 26.45 & then
will cancel his service with att
Here full words such as explained and charges occur

elsewhere in the corpus and are reasonable expansions
for the abbreviated words xplnd and chrgs. Note that w/
is used here both in its normal usage of with, as well as
will, and that the expander gets these both correct.

Number Expression Expansion
Unlike other aspects of preprocessing, number expres-
sion expansion is fairly algorithmic – once you know
which of the particular uses of the number expression is
intended. To illustrate this point consider the following
examples:

1. He saw 123 goats.
2. I live at 123 King Avenue.
3. I have never used Lotus 123.

In case 1 the expression is being used to represent
a normal number name one hundred (and) twenty three.
In case 2, it represents a numerical label; in English
such labels would typically be parsed into small chunks,
so that a sequence 1234 would often be read as twelve
twenty-four; in this case the sequence would be read
as one twenty-three. In case 3, another kind of label,
read as a sequence of digits – one two three – is in-
tended. Deciding which of these is appropriate is a sense
disambiguation problem, and techniques such as those
discussed in Sect. 22.3.4 work reasonably well.

However, once one knows which type of number ex-
pression is intended, expansion is straightforward. For
labels such as cases 2 and 3, one needs to parse the se-
quence into small chunks that are read as number names
(as in case 1). The typical method for expanding num-
ber names in TTS systems is to write special-purpose
rules, or to hard-code the expansion in a programming
language such as C++. However, there is a theoretically
more satisfactory method, namely to view the problem
as a problem of regular transduction, implementable

using weighted finite-state transducers (WFSTs); see
Sect. 22.4 and [22.5]. Briefly, one can factor the prob-
lem into two components: the transduction of a digit
sequence into a sum-of-products of powers of ten;
and another transduction from such a factorization and
the number name itself. The relatively few languages
with productive vigesimal systems can also be handled
straightforwardly by such methods.

What we have just described works reasonably well
for languages such as English or Chinese where numbers
are largely invariant in form. Languages such as Spanish
where numbers inflect for grammatical categories such
as gender add an additional layer of complexity: the
WFST-based approach still works, but one must perform
additional contextual analysis. A particularly complex
case can be found in Russian, where number names
inflect for gender and case. The form of nouns modified
by number names is affected by both the case assigned
to the noun phrase containing the number-name/noun
combination, and by the value of the number itself; for
details see [22.5].

22.3.2 Morphological Analysis
and Word Pronunciation

Morphological analyzers have long been used in TTS
systems as an aid to word pronunciation. One of the
earliest morphological analyzers was DECOMP, part of
the MITalk English TTS system [22.6]. DECOMP con-
sisted of a finite-state model of morpheme combination,
augmented with spelling change rules. DECOMP relied
heavily on generative phonology in its implementation
of morphology-dependent phonological alternations.

Word pronunciation frequently depends upon un-
derstanding the morphological composition of a word.
If one blindly applies a general letter-to-sound transduc-
tion to the word hothead, one will likely pronounce the
<th> sequence as /θ/; clearly one needs to know that
the word is actually a compound out of two words, and
that <th> should not be interpreted as a digraph.

In Russian, vowel pronunciation is heavily depen-
dent upon stress placement in the word, and stress
placement is in turn dependent upon morphological
information. In the nominal declension system, for in-
stance, placement of stress for a given form depends
upon the particular declension class to which the noun
in question belongs. Such information is not generally
predictable from the phonological shape of the noun and
seems to be an arbitrary property of the noun in question.

Morphology is not only relevant to the pronunciation
of ordinary words, but also proper names; many per-
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sonal names, for instance, have morphological structure
that can be exploited in predicting pronunciation [22.7].
Thus, for instance, the pronunciation of a personal name
beginning in Mc can often be predicted by separating off
the Mc, looking up or otherwise predicting the pronunci-
ation of the remainder, and reattaching the pronunciation
of Mc. Morphological analysis of sorts is also needed for
the correct pronunciation of many brand names, partic-
ularly in cases where capitalization or punctuation gives
no hints as to decomposition. Recognizing that espeech
in a URL is actually e+speech allows one to avoid a pro-
nunciation such as /εspič/. Part-of-speech tagging (see
Sect. 22.3.3) is another motivation for morphological
analysis. Knowing that a form like splurged is prob-
ably a past tense or past participial verb form – and less
likely to be a simplex noun – is useful information if one
wants to assign part-of-speech information to a sentence
containing this word.

Computational morphologists often distinguish be-
tween lemmatization (or stemming) and full-blown
morphological analysis. A lemmatizer typically re-
turns a pair consisting of a base (dictionary) form and
a piece of morphosyntactic information: for example,
sat might return (sit, past). Full-blown morpholog-
ical analysis typically goes further and decomposes
the word into smaller chunks, termed morphs or mor-
phemes. A word such as derivations might be analyzed
as derive+ation+s, with possible further annotations
indicating the grammatical information about the pieces.

Most methods for full-blown decomposition have
involved finite-state transducers, the most famous exam-
ple of such a system being Koskenniemi’s [22.8] system
for Finnish. Traditionally such systems have been hand-
built, a task that can obviously be very laborious for
a language with a complex morphology. Recently, how-
ever, there has been a small amount of progress towards
automating such acquisition in the form of a number
of systems that can induce morphological alternations
from unannotated corpora [22.9–11, inter alia]. How-
ever, such systems are still a long way from replacing
linguistic experts in the construction of high-coverage
morphological analyzers.

Lemmatizers have tended to use a variety of different
methods, though all of these methods could, not sur-
prisingly, be implemented using finite-state transducers.
Some of the most interesting approaches to lemmatiza-
tion include self-organizing methods such as those of
Yarowsky and Wicentowski [22.12]. Part of this system
is a decision tree that learns string suffixes of a word that
are strongly associated with a particular suffix and stem
change.

22.3.3 Syntactic Analysis, Accenting,
and Phrasing

We have seen in various places in the preceding sec-
tions that written language is an imperfect representation
of spoken language at the word level. Once one gets
beyond the word level, this becomes even more true, es-
pecially when one considers the problems of accenting
and phrasing. We discuss each of these topics in turn.

Accenting
In any language, different parts of a sentence are as-
sociated with different levels of prominence. So, for
example, for the classic sentence She had your dark suit
in greasy wash water all year, a fairly neutral reading
of the sentence would have relatively high prominence
on had, dark, suit, greasy, wash and year, and less
prominence on the others. Such prominences are termed
accents, and determining correct accent placement is
a major issue in producing plausible-sounding synthetic
speech. Accents themselves are typically implemented
with some sort of excursion in fundamental frequency
(F0), possibly combined with an increase in amplitude
and other phonetic effects.

The linguistic literature on accent often divides lan-
guages into three different basic classes; see [22.13–15,
inter alia]. Stress languages, of which English is an ex-
ample, have prominences associated with words, but
how these are expressed in terms of pitch excursions
varies with the context. In pitch accent languages, of
which Japanese is an example, words are lexically
marked for both accent placement and the F0 ex-
cursion shape. Finally, in tone languages most or all
syllables are lexically marked for F0 information. Never-
theless, all languages will assign different prominence
to words under different conditions, though the details
of how this works out vary a lot from language to
language [22.14, 15].

In the work on accent assignment in English, people
have often made a three-way distinction between words
that are fully accented, words that are deaccented, and
words that are cliticized. Typically, deaccented words are
not associated with an F0 excursion. Cliticized words,
in addition, tend to be prosodically very weak, with
the consequence that they are quite short in duration,
and behave as if they were really a part of an adjacent
word.

A simple model of accentuation would make the
decision on accenting on the basis of part-of-speech
information. Typically, nouns, verbs adjectives, and
other open-class words tend to be accented. Func-
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tion words – determiners, pronouns, articles, etc. –
tend to be deaccented or, if they are short, cliticized.
A minimal requirement for accent assignment, then,
is a part-of-speech tagger, or at least a word classi-
fier that can distinguish between open- and closed-class
words. Part-of-speech (POS) tagging is a well-studied
problem [22.16–19, inter alia], and modern POS tag-
gers perform quite well, with error rates in the
range of perhaps 3% for newswire-type text, and any
number of methods can be used in the context of
TTS.

Of course, POS-based prediction can only get you
so far: the purpose of accenting, at least to a large ex-
tent, is not to communicate broad lexical categories,
but rather to communicate the importance of informa-
tion. Indeed, it is a consequence of that fact that major
lexical categories such as nouns tend to be accented,
and minor categories such as prepositions tend to be
deaccented: nouns typically carry more information than
and are therefore more important than prepositions. So,
much of the work on accenting has focused on ways
to predict the information content. Early work such
as [22.20] considered various categories of terms, in-
cluding cue phrases (And then . . . ), and items that
are new in the discourse, which tend to be given spe-
cial prominence – versus those that are given and tend
to be given less prominence. More recently, corpus-
derived information-theoretic measures have been used
to predict accent [22.21].

In English, a particularly interesting and complex
set of cases involve complex noun phrases, i. e., a noun
preceded by one or more adjectival or nominal modi-
fiers. In a discourse-neutral context, some instances are
accented on the final word (Madison Avenue), some on
the penultimate (Wall Street, kitchen towel rack), and
some on an even earlier word (sump pump factory). For
a binary nominal the primary determinants of accenting
are largely semantic, although there is a fair amount of
purely lexical specification [22.22–24]. So, right-hand
accent is often found in cases where the left-hand el-
ement denotes a substance out of which the second
element is made (cf. apple pie, steel bar), but there
are numerous often quite systematic (banana bread)
exceptions. Computational models, e.g., [22.25, 26],
have been somewhat successful at modeling the se-
mantic and lexical generalizations; for example [22.26]
uses a combination of hand-built lexical and seman-
tic rules, as well as a statistical model based on
a corpus of nominals hand-tagged with accenting infor-
mation. Accenting on nominals longer than two words
is generally predictable given that one can compute

the nominal’s structure (itself a nontrivial problem),
and given that one knows the accentuation pattern of
the binary nominals embedded in the larger construc-
tion [22.23, 26, 27].

Phrasing
Speakers normally break up long sentences into a se-
quence of several prosodic phrases. There are two basic
varieties of prosodic phrase commonly recognized in the
literature: an utterance is typically assumed to consist of
one or more intonational phrases, with each of these
in turn consisting of one or more intermediate phrases.
A linguistic analyzer for a TTS system must compute
appropriate places to insert phrase boundaries.

If punctuation is used liberally so that there are rel-
atively few words between the commas, semicolons
or periods, then a reasonable guess at an appropriate
phrasing would be simply to break the sentence at the
punctuation marks, although this is not always appro-
priate. The real problem comes when long stretches
occur without punctuation; in such cases, human readers
would normally break the string of words into phrases,
and the problem then arises of where to place these
breaks. The simplest approach is to have a list of words,
typically function words, that are likely indicators of
good places to break [22.28, 29]. One has to use some
caution however, since while a particular function word
like and may coincide with a plausible phrase break
in some cases, in other cases it might coincide with
a particularly poor place to break, e.g., I was forced to
sit through a dog and pony show that lasted most of
Wednesday afternoon.

Most prosodic phrasing prediction systems attempt
to do some amount of syntactic analysis of the in-
put, ranging from full-blown parsing, to partial parsing
to simply computing phrasing on the basis of part-
of-speech tag sequences. An early system that used
the output of a syntactic parser in phrasing predic-
tion was the system reported in [22.30]. Bachenko
and Fitzpatrick employed a wide-coverage determinis-
tic syntactic parser (FIDDITCH, [22.31]) to construct
a syntactic analysis for a sentence; the syntactic
phrases were then transduced into prosodic phrases
using a set of heuristics, including heuristics based
on observations, originally due to Gee and Gros-
jean [22.32], that phrases tend to be somewhat balanced
in length.

However, most systems have tended to eschew full-
blown parsing, partly because of the computational
overhead of parsing, and partly because the bene-
fits of having a full parse have not been adequately
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demonstrated. [22.33] reported on a corpus-based sta-
tistical approach that used classification and regression
trees [22.34] to train a decision tree on transcribed
speech data. In training, the dependent variable was
the human prosodic phrase-boundary decision, and the
independent variables were generally properties that
were computable automatically from the text, includ-
ing part of speech sequence around the boundary,
shallow-parsing information such as the location of
the edges of long noun phrases, the distance of the
boundary from the edges of the sentence, and so
forth.

More recently Taylor and Black [22.35] used gener-
ative Markov models to predict the most likely sequence
of phrase breaks given a part of speech sequences. The
Markov models also modeled phrase balancing heuris-
tics of the kinds used in [22.30]. They experimented with
various Markov model topologies, tag sets and smooth-
ing methods, and concluded that the best setup allows
for a 79% correct identification of breaks in a held out
corpus, which is competitive with other approaches in
the literature.

22.3.4 Sense Disambiguation:
Dealing with Ambiguity
in Written Language

Automatic sense disambiguation has become an impor-
tant area of research in natural language processing, with
a number of bake-offs (SENSEVAL and SEMEVAL),
and the development of a number of sense-tagged
corpora, and resources such as WordNets in many lan-
guages [22.36, 37].

Sense disambiguation has applications to several
problems in TTS, but the most obvious application is
to homograph disambiguation. For example, it is gen-
erally useful to know whether the word mole should be
pronounced /mol/ (as in the mammal, chemistry or spy
sense) or as /mole/ (as in the Mexican sauce sense); sim-
ilarly, one wants to know if IV should be read as four
(or fourth), or as I. V. (as in IV drip). In Japanese, one
wants to know if the character mountain should be read
as san or yama. In Russian one wants to know if goroda
should be read with stress on the first syllable (of a city)
or on the last (cities).

Sense disambiguation is essentially a language mod-
eling problem. The writer of a text presumably knows
which sense of each word is meant, so what they are
trying to communicate can be thought of as coming
with sense tags. What they actually produce, however, is
written in an orthographic representation where distinct

Table 22.1 Decision list for bass, (after Yarowsky)

Decision list for bass
(highly abbreviated)

log L Evidence Class

10.98 fish in ±k words ⇒ bæs

10.92 striped bass ⇒ bæs

9.70 guitar in ±k words ⇒ beIs

9.20 bass player ⇒ beIs

9.10 piano in ±k words ⇒ beIs

9.01 tenor in ±k words ⇒ beIs

8.87 sea bass ⇒ bæs

8.49 play/V + bass ⇒ beIs

8.31 river in ±k words ⇒ bæs

8.28 violin in ±k words ⇒ beIs

8.21 salmon in ±k words ⇒ bæs

7.71 on bass ⇒ beIs

5.32 bass are ⇒ bæs

senses of words are conflated into a single orthographic
form. It is the task of the reader, or the TTS algorithm,
to reconstruct the underlying sense. As with language
modeling more generally, a number of approaches have
been taken, but particularly popular approaches involve
discriminative methods that aim at finding contextual
features that are particularly relevant to discriminat-
ing the two senses. The first such approach to be
applied in TTS was due to Yarowsky [22.38, 39], who
applied a more-general sense-disambiguation method
based on decision lists. Features of the context, such
as words within a particular window of the target
word, words in a particular position relative to the tar-
get word, the part-of-speech sequence surrounding the
target word, are examined individually. Features are
ranked by the log likelihood ratio of the two senses,
with the highest log likelihood ratios being assigned
to those features that are the best discriminators. The
list of features rank-ordered by log likelihood ratio is
then used as a decision list, where the decision for
a particular target word is decided on the basis of the
first matching feature. A fragment of a decision list
for bass, from [22.38] is given in Table 22.1. Since
Yarowsky’s work there has been a lot of research on
sense disambiguation including a special issue of the
journal Computational Linguistics [22.36], and several
workshops, such as [22.37], and a number of different
approaches have been explored. While most of this work
has not specifically addressed the question of homograph
disambiguation for TTS, any of these techniques could
be so applied.
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22.4 Architectures for Multilingual Linguistic Processing

There are naturally many ways in which one could
implement any of the methods that we have been dis-
cussing, ranging from implementing special-purpose
toolkits, to hard-coding many of the details of the al-
gorithms in a programming language such as C++ or, in
the open-source Festival system scheme [22.40].

There is some advantage to having a single com-
putational mechanism for handling most or all aspects
of text processing in all languages. One approach
that has gained in popularity over the past decade
are methods based on weighted finite-state transduc-
ers (WFSTs) [22.5, 41, 42]. Work on multilingual TTS
was pioneered in the Bell Labs, but the approach was
also adopted by the commercial system under develop-
ment at Rhetorical, as well as in research systems such
as the DeKo system at Stuttgart (http://www.ims.uni-
stuttgart.de/projekte/DeKo/). The appeal of WFSTs is
that they offer a common framework for handling a wide
variety of phenomena that can be viewed as string-
to-string transduction problems. Through the regular
operations of union, concatenation, Kleene closure, and
composition, complex systems can easily be constructed
out of simple pieces. The algebraic and algorithmic
properties of WFSTs are well understood [22.43–45].
Furthermore, many toolkits exist for compiling WFSTs
out of grammars such as might be written by a linguistic

expert – such as the Xerox/XRCE Toolkit [22.46, 47],
van Noord’s toolkit, or Lextools [22.5, 48]. WFSTs can
also be constructed via a variety of statistical language-
modeling methods. Since the regular operations listed
above apply in the same way independently of how the
WFSTs were constructed, one can have a single text-
analysis module that covers all languages: one merely
needs to plug in a new set of WFSTs constructed for the
language of interest.

There are some disadvantages to using WFSTs as
opposed to, for example, a system that is carefully
hard-coded in a language such as C++. WFST mod-
els tend to be larger and may also be slower than
such hard-coded systems, and this has led some system
developers to eschew the use of general-purpose solu-
tions. But given the move to ever-larger unit-selection
databases for the production of the speech output, and
the huge increases in computational resources that have
become available, this view seems shortsighted. Indeed,
WFSTs have been used in a number of commercial sys-
tems, including the systems once sold by Lucent Speech
Solutions and Rhetorical Systems. The fact that these
systems are no longer sold has nothing to do with tech-
nical reasons, and everything to do with the vagaries,
and in the former case incompetence, of the business
world.

22.5 Document-Level Processing

We have focused in this article on linguistic process-
ing, but properties of the document are also important
in conveying information effectively using speech. Dif-
ferent regions of a document often need to be rendered
in different ways, and computing these regions is thus
important for appropriate rendering.

For example, suppose one is reading an email mes-
sage. In plain-text portions of the message one can ignore
line feeds since they convey no information. But this
is not the case in other portions of the message, for
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Fig. 22.1 A sample signature block

example in a signature block as in Fig. 22.1. Indeed,
not only are line feeds significant – e.g., one would
normally want some sort of break between the name
Charles Davies and the following line – layout is also
important. It would be wrong, for example, to read the
line “Bell Laboratories, Lucent Technologies | tel (908)
582-1234” as one unit, since the portion to the right
of the ‘|’ is actually part of its own block, which in-
cludes the telephone, fax, and email address. As with
text preprocessing, there has been relatively little sys-
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tematic research on document-level processing, but one
strand of research was work done at Bell Labs and re-
ported in [22.49, 50]. This work combined statistical
approaches to detecting different types of text regions
(plain text, tables, signature blocks, etc.) with two-
dimensional layout analysis for the complex structures
in signature blocks.

A special note should be made here on the influen-
tial work of T. V. Raman [22.51] on the audio rendering
of different classes of text, in particular mathematical
expressions. Raman’s work is particularly focused on
auditory rendering for blind users, but of course has
much broader applicability to any situation where the
user cannot easily work with a visual display.

22.6 Future Prospects

Linguistic analysis is a critical component of a text-to-
speech system. While much of the attention in TTS in
recent years has been focused on synthesis techniques
that improve voice quality, voice quality is not enough
on its own for a system to be both natural sounding
and pleasing to listen to. Supposing that one has a com-
pletely natural-sounding synthesizer in terms of voice
quality, but that the system routinely expands abbrevi-
ations incorrectly, frequently chooses the wrong sense
of a homograph, mispronounces words, and places inap-
propriate emphasis and phrase breaks; the best one could
say about such a system is that it sounds like someone
with a very nice voice, but whose brain is disconnected
with reality.

Fortunately this hypothetical situation does not oc-
cur in general: over the past few decades, substantial
improvements have been made in all aspects of linguis-
tic analysis for TTS, and some of this progress has been
reviewed here. However, even though TTS systems to-
day can deal in a sensible way with a wide variety
of both unstructured and structured text, there is still
much that such systems cannot handle. Some examples
of problems that as yet have no general solution are as
follows:

• Discourse-level reasoning: For an example like
¿Cuantas tortas quiere Ud.? 200. (‘How many cakes
do you want? 200.’), Spanish speakers would have
no problem producing the correct form of 200 – dos-
cientas, the feminine form, since tortas (cakes) is
feminine. In order to get this right, one must deduce
the coreference relation between 200 and tortas.
There has of course been a substantial amount of
work on reference resolution (see [22.52] for a re-
cent collection of papers), but the problem is hard,
and we are far from a solution that covers all cases.• Emotion: When humans read text, they frequently
convey affect. This is especially true in genres, such
as fiction, where it would generally be quite inap-

propriate to read the text in a dull-sounding voice
that might be more fitting for a list of financial fig-
ures. There has been a substantial amount of work
on the acoustic correlates of emotion (Chap. 25), but
there has been a lot less on how one might predict
appropriate emotion from text. One recent strand of
work [22.52–54], has used machine-learning meth-
ods to attempt to predict the appropriate emotion
given features computable from the input text. Still,
it will likely be a long while before we will have
systems that can perform at all like humans on this
problem.• Accent and intonation: Despite the massive amount
of work on accenting and intonation, it is still very
hard to predict appropriate accent placement, ac-
cent type, and intonational parameters from the text.
Some of this relates to emotion, which we have just
discussed, but not all of the issues are so readily char-
acterized. Classic cases such as the following, which
humans would typically have no problem with given
appropriate context, are beyond the capabilities of
the linguistic analysis components of current TTS
systems.

1. John called Bill a Republican, and then he insulted
him. (Interpretation: after calling Bill a Republican,
John insulted Bill.)

2. John called Bill a Republican, and then he insulted
him. (Interpretation: John called Bill a Republican,
which is interpreted as an insult, so Bill insulted John
back.)

By default TTS systems are likely to produce the
first accentual variant. In a similar vein current TTS
systems are incapable of deciding on the basis of
textual analysis that the word what in the following
example should reasonably be pronounced with an
incredulous sounding intonation:
– Marge ate the whole jar of habaneros.
– She did what?
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Ultimately the problem comes down to the point that
we noted in the introduction: in order to read a text, one
needs a very good model of the underlying language,
and this is precisely what TTS systems lack.

To drive home this point with a final example,
consider the following piece of dialog spoken by the
character Jim in Huckleberry Finn:

“Doan’ hurt me – don’t! I hain’t ever done no harm
to a ghos’. I alwuz liked dead people, en done all I
could for ’em. You go en git in de river agin, whah
you b’longs, en doan’ do nuffn to Ole Jim, ’at ’uz
awluz yo’ fren’.” (Mark Twain, Huckleberry Finn,
Chapter 8).

Twain’s spelling is intended to represent what he calls
the Missouri Negro dialect. What is interesting about
this example, and others like it, is that you do not actu-
ally have to know the dialect that Twain was trying to
represent in order to be able to figure out what Jim is say-
ing. Any competent speaker of English could read this
text and understand it, and could at least read the words
out in their own pronunciation, and if they have at least
some familiarity with the dialect region, might even be
able to use Twain’s orthographic cues to make a guess
as to how Jim might have said them. Of course, you
are probably thinking that it would be straightforward to
build a model that, given appropriate training data, could

learn the relevant mappings between Jim’s speech and
standard English. But this is beside the point: compe-
tent speakers can generally adapt quite quickly to such
nonstandard spellings without any training whatsoever
in the particular spelling system being used. A robust
knowledge of the underlying language is enough to
overcome noisy input of this kind. Such ambient noise
rarely throws off human speech recognition, though it
can completely incapacitate ASR.

Just as with ASR, which has arguably reached the
limits of what one can do with the current technology, so
with linguistic processing for TTS my sense is that we
will only see incremental improvements in the short term
with tweaks to the current approaches. Underexplored
problems will, of course, continue to show improve-
ment as more researchers become interested in them.
Emotion prediction from text, for example, is one area
where we might expect to see substantial progress over
the next few years. Richer datasets with annotations for
discourse-level phenomena may, if developed, allow for
some improvements in these areas too. Generally, how-
ever, we will fail to significantly close the gap between
machine and human ability. Entirely new approaches to
language understanding will be needed before that can
occur. Needless to say, if and when such new approaches
are developed they will have applicability well beyond
TTS.
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Prosodic Proc23. Prosodic Processing

J. van Santen, T. Mishra, E. Klabbers

Speech synthesis systems have to generate
natural-sounding speech output from text. One of
the key aspects of speech is prosody, which must
be both natural (i. e., sounding like a human)
and meaningful (i. e., sounding like a human who
understands the contents of the text). The compu-
tation of prosody from text can be divided into the
computation of prosodic tags from text and the
computation of acoustic speech features from these
tags. This chapter focuses on the latter. It provides
an overview of prosody in human–human commu-
nication, including the communicative functions
of prosody and the acoustic correlates. Discussed
next is a historical overview of the various meth-
ods that have been used for prosody generation in
speech synthesis, as well as of current methods.
Special attention is paid to prosody generation in
unit selection synthesis methods, in which large
corpora are searched for fragments of speech that
match the phonemes and prosodic tags computed
from text and that optimize various cost func-
tions, and in which prosody is not modeled and
speech not modified. We conclude the chapter
by advocating hybrid approaches in which search
capabilities of unit selection methods are com-
bined with the speech modification methods from
more-traditional approaches.
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23.1 Overview

In natural speech, speakers use a multitude of acous-
tic cues to communicate a message. Some of these cues
signal the identities of speech sounds, or phonemes. Ad-
ditionally, however, there are cues that signal stressed
syllables, prominent words, phrase boundaries, sentence
mode, metalinguistic features such as irony, and the
emotional state of the speaker. For synthetic speech to be
fully comprehensible and sound natural, all these func-
tions of prosody must be mimicked. Attention must be
paid to how to compute prosodic tags such as syllable
stress from text, to which acoustic prosodic features are
used to express these tags (e.g., pitch, timing), and to the
precise manifestation of these features (e.g., the shape of

the pitch contour). Recent systems differ fundamentally
from older systems in how they perform this mimick-
ing task, and there is no reason to assume that future
systems will not differ fundamentally from current sys-
tems; we will therefore look both into the past and into
the future. This chapter will focus on the computation
of acoustic manifestations from prosodic tags.

23.1.1 What Is Prosody?

Prosody is studied in a range of areas, including linguis-
tics (both at the phonetic and the phonological level),
speech pathology, and speech technology; in addition,
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we can speak about prosody at the speech production,
acoustic, and perceptual levels. As a result, terms do not
always have the same meaning in different contexts. In
our specific context, however, we can define prosody
rather precisely, by explicitly referring to text-to-speech
(TTS) components and their internal representations.

We will assume that a TTS system has a text analysis
component, whose task it is to create a potentially very
rich linguistic data structure, perhaps aided by markup of
the input text, that contains tags (target tags) that charac-
terize input text in terms of phoneme labels, parse trees,
part-of-speech labels, syllable stress, and a range of addi-
tional features, perhaps even including emotional state or
pragmatic features. Generally speaking, all tags except
those referring to, or exclusively used for the compu-
tation of, phoneme identities can be called prosodic.
Systems diverge in how these target tags are used to
generate output speech. In some systems, such as unit
selection systems, a tagged speech corpus is searched
for units that match the target tags. In other systems,
such as traditional diphone systems, a target prosody
component computes from these target tags a specifica-
tion of the output prosody, or target prosody, such as the
duration of phonetic segments in ms or the pitch in Hz,
which can be overlayed onto selected units by various
means.

23.1.2 Prosody
in Human–Human Communication

The role of prosody in human–human communication
is manifold. First, acoustic prosodic features are used
to distinguish between lexical items. Examples include
pitch in tone languages, duration in languages that dis-
tinguish between long and short vowels or that have
geminates, and both features – as well as additional fea-
tures – to create different stress patterns for words that
contain the same phonemes. Second, acoustic prosodic
features are used to structure utterances in terms of
phrases and to indicate relationships between phrases
in utterances. For example, utterances containing lists
differ in prosodic structure from utterances containing
parenthetic remarks. Third, prosody is used to focus at-
tention on certain words for a variety of purposes, such
as highlighting a contrast (contrastive stress), emphasiz-
ing their importance, or enhancing their intelligibility
because they are unpredictable from the context. All
these uses share the property that they help the listener
understand the contents of the message.

These roles are fairly straightforward, and can be
mimicked reasonably well by current text analysis sys-

tems. Roles that have traditionally been ignored in TTS
systems have to do with pragmatic and affective uses
that go beyond helping to convey the literal contents
of the message. There is a vast array of such uses in
human–human communication. In fact, one should take
note that, at the start of life, in the pre-verbal child,
all communication is purely prosodic. It is thus not
surprising that prosody continues its important role in
communication throughout life. Examples include the
communication of social roles and authority, making
statements about the statement made (e.g., irony, doubt,
sarcasm, firmness), instilling an emotion in the listener
(e.g., reading a bedtime story to a child, or threatening
someone by tone of voice), and, of course, expressing
emotions. The reasons for this neglect may include both
the difficulty of computing the relevant tags from text
and the typical usage of TTS systems – for example, no
sarcasm is desired for systems that provide flight arrival
times.

We will now briefly review the literature on acoustic
features of prosody that is of direct relevance for TTS.

Timing
Research of timing in human speech has typically fo-
cused on the durations of phonetic segments, less often
of syllables or words, or sub-phonemic units. The rea-
son for this is practical rather than fundamental. For
example, boundaries between most segments are easy
to determine, with the exception of transitions between
segments having the same (e.g., n–m) or similar (e.g.,
vowel to glide) manners of production. At the end of this
subsection we will revisit the issue of what the proper
unit of timing is. Another limitation of this research is
its neglect of pragmatic and affective prosody.

Most studies have focused on vowel duration in read
speech. Two methodologies are commonly used. One
is to design a balanced text corpus that allows one to
test the presence of effects of a specific tag, e.g., word
length (contrasting, e.g., brave, braver, bravery). The
other method is to take natural text and use sophisticated
statistical methods to predict durations from the tagged
recorded speech. Both methodologies have shown that
vowel duration depends on at least half a dozen fac-
tors, including: identity-related tags such as the identity
of the vowel and of the surrounding (in particular fol-
lowing) consonants; stress-related tags such as vowel
stress and word prominence; and positional tags such
as the position of the syllable in the word and in the ut-
terance structure. What is extremely important is that,
together, these tags can predict vowel duration rather
well. In read speech, a large number of studies have
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shown vowel duration can be predicted with mean er-
rors in the 10–20 ms or 15–25% range; correlations
between observed and predicted durations tend to be
in the 0.80–0.90 range [23.1–4]. Consonant durations,
which require slightly different tags (such as within-
syllable location: coda versus onset), have provided
similar results [23.5].

In other words, durations of phonetic segments can
be predicted accurately from text, using as criteria over-
all statistics such as the median absolute difference
between observed (in a speech corpus) and predicted
durations. There are at least two important caveats here,
however. One is that such criteria may hide audible flaws
in specific subsets of the data. For example, when we
modify predictions by reducing the predicted duration
of utterance-final vowels by 50%, there will be a pro-
nounced effect perceptually but it will have little impact
on the statistics because utterance-final vowel tokens are
only a small percentage of the collection of all vowel to-
kens in a corpus. This suggests using a minimax error
criterion (which minimizes the maximum error), after
splitting up the data in appropriate subsets. Second, as
shown by Kato et al. [23.6], listeners may be less at-
tuned to absolute durations than to relative durations of
neighboring units. This suggests using an error criterion
that depends on specific durational ratios.

Why study durations of phonetic segments? One idea
that has been discussed is to study the durations of longer
units such as words or syllables. The merit of this idea
for the spurposes of TTS is limited, because, even if it
were the case that the durations of these longer units are
extremely well behaved and hence highly predictable
(e.g., exact isochrony at the syllable or foot level), one
still needs to specify durations at the subunit level. For
example, van Santen and Shih [23.7] showed that in
stressed versus unstressed syllables mostly the onset
and nucleus are stretched whereas in phrase-final ver-
sus phrase-medial syllables, primarily the nucleus and
the coda, are stretched. In addition, one may even have
to pay attention to timing at the sub-phonemic level, be-
cause it is also known that in contrasts such as mend
versus meant mostly the final part of the nucleus as
well as the nasal coda consonant are stretched, whereas
in bide versus bite the early part of the diphthong is
stretched [23.8].

Finally, the concept of a timing unit, whatever its
size, inaccurately presupposes that the underlying artic-
ulatory gestures are always in lock-step with each other.
The reason for neglecting this point of view in TTS is, of
course, that articulatory timing does not easily map onto
concatenative TTS architectures, or at least those archi-

tectures that compute target prosody and then impose the
target timing on stored units by compressing or expand-
ing them but not by modifying their spectral trajectories
in ways that are reflective of articulatory asynchronies.

In summary, while in terms of overall statistical
criteria the prediction of durations looks like a solved
problem, several issues remain, including the search for
perceptually more valid error criteria and a better un-
derstanding of sub-phonemic timing, in particular at the
articulatory level.

Pitch
Research on pitch in human–human communication
goes back far longer than research on timing because
it can be studied – certainly qualitatively – without dig-
ital methods for speech segmentation. Because of this
long history, but also because this area is fraught with
controversy and different schools of thought, we will not
attempt to review the vast literature on this topic here. In-
stead, we will review only some of the basic facts about
pitch.

Pitch is the perceptual correlate of fundamental fre-
quency F0. Intonation refers to patterns of pitch (at
the perceptual level) or F0 (at the production level) in
speech. F0 is more difficult to measure than segment du-
ration for a variety of reasons. First, phonatory state (e.g.,
creaking, breathiness, low harmonic-to-noise ratio) may
cause pitch tracking errors. Second, F0 is absent in un-
voiced regions, including in parts of nominally voiced
regions that are often devoiced (e.g., voiced fricatives).
Third, there are important segmental perturbations even
in regions where F0 can be reliably extracted. For ex-
ample, vowel–nasal or nasal–vowel transitions are often
accompanied by short-lived pitch movements of up to
10 Hz. Also, during the first 50 ms of a post-obstruental
vowel, F0 may be increased by 25 Hz or more. Finally,
high vowels are associated with higher pitch values than
low vowels, by as much as 10 Hz.

These difficulties result in F0 contours that are often
inaccurate and, even if accurate, are hard to interpret in
terms of which features reflect intended prosody rather
than segmental articulatory effects. What makes matters
particularly complex is that these segmental articula-
tory effects are not random noise that can be removed
by smoothing but have locally systematic effects that
– if one were to make the traditional assumption that
pitch peaks are critical for prosodic interpretation – may
produce spurious pitch peaks or obscure true pitch peaks.

In part to deal with these difficulties, a number
of descriptive schemes have been proposed. Some of
these describe F0 contours in terms of a small num-
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ber of pitch targets [23.9]. A labeler, who is acutely
aware of these measurement and interpretation diffi-
culties, can reliably label a contour in terms of such
targets. A different approach is to stylize F0 contours
using a sequence of straight line segments. If done
carefully, these line segments may indeed cut through
the regions polluted by segmental articulatory effects
and generate a more-interpretable processed contour.
Finally, quantitative models have been proposed that
fit the entire curve; by having a relatively small num-
ber of parameters, the fitted curve will not mimic the
fine details of the observed curve, and thereby – typ-
ically, but not necessarily – eliminate the segmental
effects.

Of course, these schemes are not merely methods for
generating more-robust descriptors of F0 contours, but
also constitute intonational theories, ranging from purely
nonprocess phonological linguistic theories [23.9] to
theories about the physiology of phonation [23.10].
While discussing these theories in detail is beyond the
scope of this chapter, it must be made clear that these the-
ories have implications for how one processes speech in
TTS. For example, systems based on tones and break in-
dices (ToBI= [23.11] – an intonational labeling scheme
based on Pierrehumbert’s work – compute abstract into-
national tags (such as H∗ for a high tone associated with
a stressed syllable) from text, and then either compute
target prosody from these labels (in traditional diphone
synthesis) or use the labels to search a speech corpus (in
unit selection synthesis). This intermediate layer of ab-
stract intonational tags is absent in typical applications
of the Fujisaki model, where the values of the Fujisaki
model’s parameters are predicted directly from tags in
the linguistic data structure relating to standard features
such as syllable position, syllable stress, and other tags
that do not include abstract intonational tags such as in
ToBI.

We end this subsection by briefly listing a few of
the basic intonational phenomena in standard US Eng-
lish. First, the global shape of F0 contours. F0 contours
typically show local maxima close to stressed sylla-
bles. There is also usually a globally downward trend
of the F0 contour over the duration of a phrase. This
downward trend is reversed in the final syllable or syl-
lables in yes/no questions or in nonterminal phrases,
but further accelerates downward in terminal phrases. In
yes/no questions, there is a sharp rise at the end of the
phrase; in nonterminal phrases, there is often a slight
rise, or rise–fall–rise pattern (continuation rise) at the
end. A further downward trend phenomenon occurs
when speakers produce a list of items; here, typically

each list item is presented in a register lower than that
of the preceding item. A TTS system that mimics these
basic shapes correctly can be considered adequate for
conveying nonpragmatic or affective prosody. However,
even a cursory inspection of affectively or pragmat-
ically laden speech reveals an array of more-complex
F0 phenomena. For example, stressed syllables may be
associated with local F0 minima; there may exist F0
plateaus, or regions with a global upward trend, that
persist for several words. Generally, current TTS sys-
tems other than special unit selection based systems that
have the right recordings (e.g., of emotional speech) do
not mimic these phenomena.

A second basic phenomenon of F0 is perceptual
sensitivity to small changes in how pitch movement
is aligned with the syllable or segmental bound-
aries [23.12, 13]. In studies of this phenomenon, it was
found that changes of less than 100 ms in alignment were
not only audible but also changed perceived meaning.

In summary, mimicking natural intonation is seri-
ously challenged by the limited knowledge we have
about natural intonation. Many challenges remain re-
garding how to measure and characterize pitch contours,
how they vary as a function of prosodic content, and how
intonation is perceived.

Other Acoustic Features
Most TTS systems are concerned with timing and in-
tonation. However, there is strong evidence that other
acoustic features play a role in prosody as well. One of
these has to do with the overall spectral shape of speech,
reflecting multiple aspects of speech production such as
phonation and lower-jaw position. For example, at the
end of an utterance subglottal pressure tends to decrease
and the vocal chords – specifically changes in the open
quotient – contribute to a more-breathy voice quality.
Also, a lowered jaw position results in a large oral aper-
ture, which in turn results in less attenuation of higher
frequencies.

A second feature has to do with reduction phenom-
ena. Reduced vowels tend to have formant trajectories
that are more-heavily influenced – coarticulated – by
neighboring phonemes, and may as a result deviate
substantially from their target values. These deviations
contribute to the perception of a reduced syllable as
being unstressed [23.14]. Likewise, reduced consonants
may have less-complete closure in combination with less
subglottal pressure, which leads to frication of stops and
to muffled fricatives.

It is not certain how important the contributions of
these features are to overall perceived naturalness of syn-
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thetic speech. However, it is important to keep in mind
that, even if they play a background role in affectively
and pragmatically neutral speech, their role in charged

speech is likely to be considerable, in particular for fea-
tures such as harshness of voice, tenseness, and other
phonatory features.

23.2 Historical Overview

Before giving an overview of current approaches to
prosodic processing, we briefly mention older ap-
proaches in order to set the stage for a discussion of the
fundamental challenges that these current approaches
are facing (Sect. 23.3).

23.2.1 Rule-Based Approaches
in Formant Synthesis

The first computer-based speech synthesis systems used
rules to generate speech. For duration modeling, the
best-known type of rule-based approach is a sequential
rule system as applied by Klatt [23.15,16] in the MITalk
system [23.17]. His model assumes that

1. each phonetic segment type has an inherent duration
specified as one of its distinctive features,

2. each rule results in a percentage increase or decrease
in the duration of the segment, but

3. the segment cannot be compressed shorter than a cer-
tain minimum duration.

The rules were derived from small speech production
experiments and the literature. More-detailed informa-
tion about the Klatt duration model can be found in
Sect. 23.4.1.

For intonation modeling, a well-known rule-based
approach is presented by Pierrehumbert [23.9,18]. This
approach describes the intonation contour as a series of
target values. Because of the declination effect, the F0
range narrows and drifts downwards over the course of
the phrase. Targets are viewed as belonging to two cate-
gories, high and low. When two targets are both high and
are sufficiently separated in time, the computer program
computes a sagging contour between them. Otherwise,
the F0 contour between the two targets is a monotonic
curve. More-detailed information about Pierrehumbert’s
approach can be found in Sect. 23.4.2.

23.2.2 Statistical Approaches
in Diphone Synthesis

In the past two decades advances in computer technol-
ogy have led to the use of statistical approaches to model

prosody. These approaches use large databases of speech
to train prosodic models. For duration modeling, a well-
known model is the sums-of-products approach [23.1] as
implemented in the Bell Labs multilingual speech syn-
thesis system [23.19]. This approach takes advantage of
the fact that most interactions are directionally invari-
ant, which allows these interactions to be described with
equations consisting of sums and products. Phonemes
that are affected similarly by the various factors are
grouped into subclasses. The decisions concerning this
grouping are based on exploratory data analysis and
phonetic/phonological literature. For each subclass of
segments, a separate sums-of-products model is trained.
Exploratory data analysis is an essential step in order
to appropriately decide which factors are important and
how many levels on a factor should be distinguished.
For each subclass this can lead to different results. Thus,
a great deal of phonetic and phonological knowledge
can be incorporated in the model. More-detailed infor-
mation about the sums-of-products model can be found
in Sect. 23.4.1.

A well-known statistical approach for modeling in-
tonation is the tilt model [23.20]. In the tilt model,
intonation is characterized by a sequence of phonetic in-
tonational events. Like in Pierrehumbert’s model these
events are pitch accents and boundary tones. Each event
has a fall and rise component which can vary in size and
can be described by five tilt parameters. Speech corpora
are analyzed automatically to find events and corre-
sponding tilt parameters. A classification and regression
tree (CART) can then be used to retrieve tilt parameters
for synthesis [23.21]. More-detailed information about
the tilt model can be found in Sect. 23.4.2.

23.2.3 Using as-is Prosody
in Unit Selection Synthesis

The next step in speech synthesis development was to
use large corpora of natural speech not just for train-
ing prosody models, but also as a source of units for
concatenative synthesis. Instead of having one token for
each diphone, the corpus contains several tokens with
different phonetic and prosodic context characteristics.
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One of the first systems to use such a unit selection
synthesis approach was the CHATR system [23.22,23].
The phoneme durations and F0 values at 10 ms inter-
vals are used as target values when searching for the

most-optimal units. The best units are then concatenated
and no further prosodic modification takes place. More-
detailed information about prosody in unit selection
synthesis can be found in Sect. 23.4.2.

23.3 Fundamental Challenges

23.3.1 Challenge to Unit Selection:
Combinatorics of Language

As has been pointed out by several authors [23.24, 25],
TTS systems have to face the challenge of generating
speech for text that has not been pre-recorded.

For unit selection based systems, the combinatorial
challenge is far more severe, because, in the absence of
prosodic modification of the stored speech, recordings
are needed of each unit in a large number of prosodically
distinct contexts. The analyses by van Santen [23.24]
show that, for unrestricted domain synthesis, the chance
that the units needed to render an arbitrary sentence are
available in the desired prosodic contexts in even a very
large corpus is vanishingly small.

This does not mean that there are no combinato-
rial challenges for target prosody-based systems that
modify the prosody of stored speech. In fact, because
the number of combinations of prosodic tags is ex-
tremely large, a premium is put on the generalization
capabilities of the statistical methods used for, e.g.,
duration prediction. This also means that one can de-
ceive oneself severely when a system is evaluated on
a test text corpus that is not too different from the
corpus used for statistical estimation, because the test
text corpus may have substantial overlap of prosodic
context types. It has been shown [23.2] that statistical
approaches that impose constraints on durational behav-
ior, such as quasi-linear regression based methods (e.g.,
sums-of-products models; [23.2]) fare far better than
approaches that do not impose constraints, such as clas-
sification and regression trees [23.26]. These constraints
can be of several types. For example, the constraint of
directional invariance states that, e.g., for two occur-
rences of the same vowel in two contexts that only
differ in stress, the stressed occurrence will be longer
in duration. In other words (where D() indicates dura-

tion, v a vowel, S stress, and c1, · · · , cn other prosodic
tags),

D(v, c1, · · · , cn,+S)≥ D(v, c1, · · · , cn,−S) .

A different constraint states that the ordering of du-
rations over all prosodic contexts is the same for each
phoneme within a given class (e.g., voice fricatives). For
example (where PF denotes phrase finality),

D(+S,+PF)≥ D(−S,+PF)

≥ D(+S,−PF)

≥ D(−S,−PF) .

These constraints have the effect of providing rea-
sonable extrapolation or interpolation to new types.

23.3.2 Challenge to Target
Prosody-Based Approaches:
Multitude of Interrelated
Acoustic Prosodic Features

While avoiding the combinatorial explosion inherent in
the requirement for unit selection-based approaches to
have recordings of all units in a great variety of prosodic
contexts, target prosody-based approaches face three dif-
ferent and equally severe fundamental problems. First,
the target prosody is synthetic, not natural. Thus, the gen-
erated pitch contours are not guaranteed to have natural
shapes, and the rhythm may be off.

Second, this approach allows the TTS system to
only mimic those features of acoustic prosody that are
explicitly modeled. Thus, if only F0 and duration are
computed, then the output speech may have inappropri-
ate voice quality or loudness.

Third, the signal processing needed to impose target
prosody on recorded units is well known to often cause
audible distortions.
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23.4 A Survey of Current Approaches

With these inherent limitations in mind, we now turn
to a survey of current approaches to prosodic process-
ing.

23.4.1 Timing

In this section we will give an overview of the predom-
inant approaches to duration modeling.

The Klatt Duration Model
The Klatt duration model was developed by Dennis Klatt
at MIT in the 1970s and 1980s [23.27]. It is part of the
MITalk formant synthesizer [23.17]. The Klatt model is
a sequential rule-based model. The model assumes that

1. each phonetic segment type has an inherent duration
that is specified as one of its distinctive properties,

2. each rule tries to effect a percentage increase or
decrease in the duration of the segment, but

3. segments cannot be compressed shorter than a cer-
tain minimum duration [23.15].

The model is summarized by the following equation:

DUR=MINDUR+ (INHDUR−MINDUR)PERC

100
,

(23.1)

where MINDUR is the minimal duration of the segment
in an accented condition, INHDUR is the inherent du-
ration of a segment in milliseconds, and PERC is the
percentage shortening or lengthening determined by ap-
plying a set of rules in sequence. Klatt used a set of 10
rules that relate to effects of the phonetic environment,
emphasis, stress level, etc. on the current segment’s du-
ration. Each rule adjusts the PERC term multiplicatively
and the final result is the product of the rules plus the ef-
fect of one final rule that is applied after the calculation
of DUR [23.17].

The problem with this type of approach is that the
parameter values are based on small-scale studies and
findings reported in the literature in which the factors
pertaining to a particular rule are varied while most
others are kept constant. Since there may be interac-
tions between contextual factors, the obtained parameter
values are likely to be inaccurate for contexts where the
factors held constant have different levels. Models of
this type have been developed for several languages in-
cluding American English [23.17,28], Swedish [23.29],
German [23.30], and French [23.31].

Classification and Regression Trees (CARTs)
CARTs were first introduced by Breiman et al. [23.32],
and are tree-based nonlinear regression algorithms that
have proven successful for a variety of prediction prob-
lems where there are nonlinear relations between the the
variable you are trying to predict and the predictors. Ri-
ley [23.26] proposed the use of CART to model phoneme
durations for text-to-speech synthesis. The CARTs can
be constructed automatically. A binary-branching tree
is grown with an algorithm that accepts phoneme labels
with correct durations expressed as z-scores from a set
of training data. The tree construction method looks for
binary splits determined by a single factor that best cor-
relates with the context by minimizing the variance of
the estimated error within each cluster after the split.
The result is a tree with questions at the node pertaining
to the place and manner of articulation of current and
surrounding segments, the position of a segment in the
syllable, word, or phrase, or the lexical stress or accent
on a syllable, etc., and with predicted duration values
at the leaves. At synthesis time, the tree is traversed for
each phoneme until a predicted z-score duration value
is found. The main concern with training a CART is
that the tree can become so large that it is overtrained, in
which case it matches the training data well, but does not
perform so well on new test data. Overtraining can be
prevented by pruning the tree. A cross-validation scheme
is used in which the tree is grown on 9/10 of the available
data and tested on 1/10 of the data which is repeated 10
times for different subsets and averaging their variance.
Branches that do not fit the unseen data well are then
pruned. Because the procedure is completely automatic,
CARTs are a very popular method of duration predic-
tion. There are many programs available to train CARTs,
including the Wagon procedure that is part of Festi-
val [23.22]. However, overtraining or lack of coverage
of the relevant phonetic/prosodic contexts may lead to
suboptimal prediction. The CART approach to duration
modeling has been used in TTS systems of several lan-
guages including Korean [23.33], Czech [23.34], Hindi
and Telugu [23.35], and Italian [23.36]. The correlation
between observed and predicted durations for these sys-
tems lies between 0.6 and 0.8 and the root-mean-squared
error (RMSE) lies between 20 and 27 ms.

Neural Networks
One well-known example of a neural-network-based
approach to duration modeling is the syllable-based
approach developed by Nick Campbell as part of his
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PhD thesis at the University of Edinburgh in the early
1990s [23.37]. The assumption is that neural networks
can learn the underlying interactions between the con-
textual effects. The model predicts syllable durations
first and then fits phoneme durations to the syllables.
For each syllable a feature vector is computed which
consists of information about the number of phonemes
in the syllable, the nature of the syllabic peak (or nu-
cleus, e.g., reduced, lax, tense vowel), the position in
the tone group, the type of foot, stress level, and word
class (function versus content word).

The syllable duration is calculated without prior
knowledge of phonetic constraints. The phoneme du-
rations within each predicted syllable class are then
determined using an elasticity principle. For each
phoneme class, there is a distribution of log durations
that resembles a normal distribution and that is charac-
terized by a mean duration μ and a standard deviation
σ . In the majority of cases, the amount of compres-
sion or lengthening within a syllable can be expressed
with a single constant k. This relies on the assumption
that all segments in a syllable are lengthened or short-
ened equally in terms of standard deviation. Thus, the
duration of the i-th segment is given by exp(μi + kσi ),
where k is computed such that the following expression
matches the precomputed overall syllable duration:

n∑
i=1

exp(μi + kσi ) . (23.2)

This approach does not take the segmental make-up of
the syllable into account, which can contribute consid-
erably to the overall syllable duration and to the amount
of lengthening applied to one particular phoneme.

The Sums-of-Products Approach
The sums-of-products approach was developed by
van Santen et al. [23.2] as part of the Bell Labs
multilingual text-to-speech synthesis system [23.19].
A sums-of-products model (23.3) gives the duration for
a phoneme/context combination, as described by the fea-
ture vector f . K is a set of indices, each corresponding to
a product term. Ii is the set of indices of factors occurring
in the i-th product term. In other words, a sums-
of-products model is an equation whose parameters
correspond to factor levels, which are combined by tak-
ing products of subgroups of parameters and then adding
the products. Two examples of sums-of-products mod-
els are the additive model (where K = {1, . . . , N} and
Ii = {i}) and the multiplicative model (where K = {1}

and I1 = {1, . . . , N}):
DUR( f )=

∑
iεK

∏
jεIi

Si, j ( f j ) . (23.3)

To build a sums-of-products model for a TTS system,
a large text corpus is used and all information relevant for
duration prediction is computed and encoded in feature
vectors. A set of sentences covering a subset of feature
vectors is selected using a greedy algorithm. These sen-
tences are then recorded and segmented into phonemes.
Statistical analyses are carried out on the phoneme dura-
tions to manually construct a category tree in which all
phonemes are grouped into subclasses that are affected
similarly by contextual factors (not like in CART where
phonemes with similar durations are grouped together)
and to construct a set of sums-of-products models for
each of the leaves in the tree. The statistical analyses
ensure that the category tree and sums-of-products mod-
els best represent the data with as few parameters as
possible.

The training is an iterative process in which ex-
ploratory data analysis is used to determine which levels
have to be distinguished on a given factor for each
phoneme category and which factors interact. By dis-
carding irrelevant factors and factor levels, the number
of missing data in the database will decrease and the
number of observations per factor level will increase. By
collapsing the correct factor levels, the predictions will
be more accurate. The decisions are based on a number
of information sources:

1. phonological/phonetic knowledge
2. the corrected means that are computed to determine

the effect size of each factor level
3. the two-way corrected means that are computed to

determine whether factors interact
4. the outcome of the multiplicative model in terms of

prediction error

The calculations take place in the logarithmic domain to
reduce the skewness of the duration distribution and to
allow a more-accurate prediction of small durations.

The sums-of-products approach has been used
for many different languages including American
English, German ([23.3], r = 0.90, RMSE = 19 ms),
Mandarin Chinese ([23.4], r = 0.87, RMSE= 26 ms),
and Dutch ([23.38], r = 0.77, RMSE= 23 ms). Magh-
bouleh [23.39] has shown that the sums-of-products
approach requires less training data than CART to
achieve comparable results and performs better on un-
seen test data.
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23.4.2 Intonation

There are many intonation models and theories, how-
ever, not all of them have been used for TTS. In this
section, we will only present models that have been
used in TTS synthesis systems. We will outline the im-
plicit assumptions underlying each model, the explicit
representation of F0 chosen by each model, and the way
in which each model can be used to compute intona-
tion in a text-to-speech system. The presented models
cover a wide spectrum of intonation approaches. We will
be describing two phonological tone sequence models
(the Pierrehumbert theory, the ToBI-based approaches),
a phonetic sequential model that is not tone inspired
[the recurrent neural network (RNN) model], a pho-
netic sequential model that involves acoustic stylization
(the tilt model), one perceptually motivated acoustic
stylization model [the Institute of Perception Research
(IPO) model], three phonetic superpositional models
[the Fujisaki model, the linear alignment model, the su-
perposition of functional contours (SFC) model], one
prosodic model (the Kiel model), and one physiological
model [the soft template markup language (STEM-ML)
model].

Pierrehumbert’s Theory of Intonation
The Pierrehumbert theory of intonation [23.9], devel-
oped by Janet Pierrehumbert in 1980 as part of her
doctoral dissertation, is a phonological model of in-
tonation. It is based on autosegmental-metrical (AM)
phonology [23.40, 41]. In keeping with the AM theory,
the Pierrehumbert model considers intonation to be a se-
quence of high (H) and low (L) tones. The H and L are
in phonological opposition, i. e., the difference in sound
between them serves to distinguish intonational mean-
ing. The two types of tones never interact with each
other, rather they follow each other sequentially in an
utterance.

The H and L tones are the building blocks of
three larger tone units: pitch accents, phrase accents,
and boundary tones. Pitch accents mark prominence.
They are either single tones (H∗, L∗), or pairs of tones
(L+H∗, L∗+H, H+L∗, H∗+L); the ∗ denotes the
alignment of the tone with a stressed syllable. One or
more pitch accents comprise an intermediate phrase.
One or more intermediate phrases comprise an intona-
tional phrase, the largest prosodic unit posited by this
theory. The edges of the intonational phrase are marked
by boundary tones. The boundary tones are single tones
(%H, %L, H%, L%); the % denotes the alignment of
the boundary tone with the pitch onset or offset of the

intonational phrase. Pitch movement between a pitch ac-
cent and a boundary tone is indicated by a phrase accent
(H−, L−), denoted by the diacritic, −.

To ensure that the model renders well-formed into-
national representations, Pierrehumbert defined a finite
state grammar that specifies the combinations in which
pitch accents, phrase accents, and boundary tones can
occur. She also devised a set of phonetic realization
rules [23.18] to produce F0 contours from the phono-
logical model of intonation described above.

Generating the F0 contour of a target utterance in
a TTS system using the Pierrehumbert theory of in-
tonation involves three main steps: first, determine the
tonal representation of the utterance using the finite state
grammar. Second, specify the target F0 values of the high
and low tones depending on the metrical prominence of
the associated syllables, and the F0 values of the pre-
ceding tones using the phonetic realization rules. Third,
using the rules again, connect the target F0 values to
generate a F0 contour: if two neighboring targets are far
apart, connect them with a sagging contour implemented
via a quadratic function. Otherwise, connect them via
monotonic curves.

ToBI-Based Approaches
ToBI stands for tones and break indices [23.11]. Based
on Pierrehumbert’s theory of intonation, it was devel-
oped in four research meetings between 1991 and 1994
as a standard for describing American English into-
nation. It has since been extended to transcribe other
languages and dialects [23.42–44].

ToBI consists of three parallel labeling tiers. The first
tier is the tone tier. The tones specified by Pierrehum-
bert’s theory are labeled in the tone tier. The second tier is
the break index tier. In the break index tier, break indices,
ranging from 0 to 4, are marked. Break indices mark
the boundary strength between adjacent words; 0 indi-
cates no boundary, 3 indicates an intermediate phrase
boundary (- in Pierrehumbert’s model), and 4 indicates
a intonational phrase boundary (% in Pierrehumbert’s
model). The third tier is a miscellaneous tier, where
hesitations, disfluencies, laughter, non-speech sounds,
etc., are labeled.

It is important to note that ToBI is a labeling system
and it does not specify the means to produce quanti-
tative intonation from the ToBI labels. However, there
are both rule-based and statistically trained approaches
that can be applied to the ToBI labels to generate F0
contours. An example of the rule-based approach is
Jilka’s handcrafted rule system for specifying the F0
contour of American English from ToBI labels [23.45].
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Jilka’s approach is similar to Pierrehumbert’s phonetic
realization rules: rules specify the target F0 values as-
sociated with ToBI labels, depending on pitch range
and the voiced part of the syllable. The target F0 values
are calculated from left to right, taking into account only
preceding ToBI labels, not subsequent ones. The F0 con-
tour is produced by linear interpolation between target
points.

An example of the statistically trained approach
is Black and Hunt’s linear-regression-based approach
for generating F0 contours from ToBI labels [23.46].
This approach simply involves predicting three target
F0 values for every syllable, one at the start of the syl-
lable, one at mid-vowel position, and one at the end of the
syllable, by means of linear regression. The prediction
formula is defined as,

F0 = I +w1 f1+w2 f2+w3 f3+ . . .+wn fn .

(23.4)

The fi variables indicate the features that contribute to
the F0 value of a syllable, such as ToBI label associated
with the syllable, syllable position in the phrase, syllable
stress etc., I andwi are parameters that are estimated by
linear regression.

The RNN Intonation Model
The recurrent neural network (RNN) intonation model,
developed by Traber in 1991 [23.47, 48], uses neural
networks to predict the F0 contour. A neural network
can be considered to be a nonlinear statistical model
with many parameters. These parameters are estimated
in the training phase so that they can return an opti-
mal set of outputs from the corresponding input. The
neural-network-based approach was motivated by the
goal of using minimal human effort to obtain high-
quality intonation, i. e., while humans would specify
which phonological units were relevant for the phonetic
realization of intonation, clever machine learning tech-
niques would figure out how the phonological units map
to the F0 contour.

In the implementation of this intonation model in the
SVOX TTS system [23.49], the F0 contour was gener-
ated per syllable. For each syllable, the accent value of
the syllable and segmental properties relating to its pos-
ition in the phrase and the sentence, as well as the accent
values of the neighboring syllables are given as input to
the neural network. The network outputs the F0 region
related to the syllable (represented by 8 samples of the
F0 contour). The resultant F0 regions are concatenated
together to produce the complete F0 contour.

The Tilt Intonation Model
The tilt intonation model, developed by Taylor and
Black [23.20] at the Center for Speech Technology
Research of the University of Edinburgh, considers in-
tonation to be a sequence of intonational events, which
are parameterized by tilt parameters. The model posits
four basic types of intonational events: pitch accents,
boundary tones, connections (regions in the F0 con-
tour between two pitch accents, two boundary tones, or
a pitch accent and a boundary tone), and silence.

Pitch accents and boundary tones are each modeled
by piecewise combinations of quadratic functions; these
quadratic functions may be rising or falling. Connections
are modeled by straight-line interpolations. The ampli-
tude and duration of the rising and falling quadratic
functions, the position of the associated intonational
event in the time–F0 plane, together with a tilt value
associated with each event constitutes the set of tilt pa-
rameters associated with the intonational events. The tilt
parameter represents the amount of rise and fall of each
accent. The tilt value is a difference in the amplitudes of
the rise and fall functions, divided by their sum [23.21],
as shown below:

tilt= |Amprise|− |Ampfall|
|Amprise|+ |Ampfall|

. (23.5)

The tilt value ranges from −1 to 1, where −1 indicates
a pure fall, 1 indicates a pure rise and 0 indicates a rise
followed by a fall of equal magnitude. Thus, the tilt
model uses continuous parameters rather than imposing
categorical classification on the intonational events.

Dusterhoff and Black [23.21] have shown that the
tilt model can be successfully used to predict F0 con-
tours in a text-to-speech system. The tilt-based F0
generation process has two stages: a training stage and
a testing stage. The training stage requires a training
database. The database is labeled with tilt events, ei-
ther automatically or by hand. For each syllable in the
database marked with a tilt event, a set of linguistic-
prosodic features are extracted. The features are grouped
into separate training sets depending on event type.
A CART [23.32] training algorithm is applied to each of
the training sets to develop a decision tree for every tilt
parameter. The decision trees thus describe the tilt pa-
rameters in terms of an optimal subset of the extracted
features.

The training stage described above is performed
offline. The tilt parameter descriptions obtained in the
training stage are used in the testing stage for F0 con-
tour generation of given text. The given text is labeled
with tilt events, and the same set of linguistic-prosodic
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features (as in the training set) are extracted. The re-
lated tilt parameters are calculated from the extracted
features using the descriptions obtained from training.
The tilt parameters are then plugged into predetermined
quadratic or linear functions to model the pitch accents
and boundary tones, or connections respectively.

The IPO Approach
The IPO approach [23.50, 51] was developed at the
Institute of Perception Research (IPO) in Eindhoven,
the Netherlands in the 1960s. It was originally used to
model Dutch intonation. The IPO model is often clas-
sified as a perceptual intonation model because of the
assumptions underlying the model.

1. Not all changes in F0 are perceived by the human
ear.

2. Only F0 changes that are perceived by the human
ear need to be modeled.

3. The human ear perceives tone variations (rise versus
fall) and not tone intensities (high versus low).

Given these assumptions, the IPO approach models
the raw F0 contour as a piecewise linear approximation
of the original contour, known as a close copy contour. It
is called a close copy contour because, upon resynthesis,
it is perceptually indistinguishable from the original F0
contour. Generating the close copy contour also includes
specifying the declination line (a line that represents the
overall downward trend of the F0 contour).

Close copy contours are classified into discrete,
phonetically defined types of F0 rises and falls. The
classification parameters describe the deviation of the
close copy from the declination line, and include de-
scriptive factors such as its height and slope relative to
the declination line, its span relative to the span of the
declination line, its timing in relation to associated syl-
lable(s) duration, its rate of change, etc. The particular
parameters used for classification differ from language
to language.

Once an inventory of F0 rises and falls covering
the entire combinatorial space of the classification pa-
rameters has been collected, a grammar specifying the
possible and permissible combinations of the F0 rises
and falls is written in terms of the parameters. When
the IPO intonation model is used in speech synthesis
systems, this grammar is used for F0 contour genera-
tion. F0 contours predicted by this grammar must be
perceptually equivalent to, and as acceptable as natural
F0 contours [23.19]. The IPO model has been imple-
mented in speech synthesis systems for Dutch [23.52],
English [23.53], and German [23.54].

The Fujisaki Intonation Model
The Fujisaki intonation model, presented by Hiroya
Fujisaki [23.10, 55] is the best known of the class of
intonation models known as superpositional models (or
overlay models) of F0. Superpositional models consider
F0 to be a complicated function that can be decomposed
into simpler component functions. In the Fujisaki model,
the F0 contour is considered to be an addition (in the log
domain) of two components: the phrase command and
the accent command.

The phrase command characterizes the overall trend
of the intonation of an utterance, represented by the
global movement of the associated F0 contour. The ac-
cent command on the other hand, highlights particularly
extreme excursions of intonation (to stress certain syl-
lables or words) in the utterance, represented by the
local peaks and valleys in the F0 contour. The phrase
command is modeled by pulses, while the accent com-
mand is modeled by step functions. The discontinuities
in the two commands are then smoothed using separate
filters to output phrase and accent components that ap-
pear continuous. The phrase and accent components are
then added in the log domain to produce an additive
F0 contour – the defining characteristic of the Fujisaki
model.

To use the Fujisaki model for F0 prediction in text-
to-speech synthesis, the pulses are placed at intonational
phrase boundaries, while the step functions are associ-
ated with other key phonological units such as accent
groups. Linguistic and other properties of the text de-
termine the amplitude of each of the commands, and
the width of the accent commands. This model has
been successfully used for intonation modeling of many
languages [23.56, 57].

The Linear Alignment Model
The linear alignment model is another example of a su-
perpositional model. It was developed by van Santen and
Möbius [23.58] at Bell Laboratories. The distinguishing
characteristic of this model is that it pays particular at-
tention to the alignment between the pitch contour and
the segmental stream underlying it.

Its concern with alignment is most effectively ex-
pressed in its modeling of the accent curve component.
The accent component represents the same aspects of
the F0 contour as the accent component in the Fujisaki
model, though it is modeled differently in this model. An
accent curve is modeled by parameterized time warps of
an accent curve template. The template can be defined as
a sequence of anchor values, Tp = 〈P1, P2, . . . , Pn〉 that
describe the archetypical shape of the associated accent
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curve type, P. Also associated with P is an alignment
parameter matrix, an ensemble of regression weights
that describe the alignment of P to the segmental region
underlying it. All accent curves of type P have the same
template and the same alignment parameter matrix; they
differ from each other only in terms of their duration.

Besides the accent curve, two other components
of the additive F0 contour are specified by the linear
alignment model: the phrase curve and the segmental
perturbation curve. As in the Fujisaki model, the phrase
curve illustrates the long-term shape of the F0 con-
tour. The phrase curve is modeled by a piecewise linear
function. The segmental perturbation curve described
the segmental influences on the pitch contour such as
pitch increase in vowels following voiceless plosives,
and pitch lowering in nasals and glides. The segmental
perturbation curves are modeled by exponential decay
functions.

The linear alignment Model has been used for
generating intonation in the Bell Labs multilingual text-
to-speech system [23.59]. To synthesize speech from
text, each of the three components of F0 specified by
the linear alignment model have to be related to linguis-
tic entities. The phrase curve is anchored at three points:
the start of the utterance, the start of the syllable that
carries the nuclear pitch accent, and the end of the ut-
terance. The accent curve is tied to a left-headed foot. A
left-headed foot is defined as a sequence consisting of
an accented syllable followed by all unaccented sylla-
bles that precede the next accented syllable or a phrase
boundary. The degree of emphasis at a particular foot is
obtained by multiplying the accent curve by a height fac-
tor. The phrase curve is tied to the intonational phrase.
Minor and major phrase breaks are distinguished where
major phrase breaks occur at sentence ends. Segmental
perturbation curves are anchored at vowel onset. The am-
plitude of this function is determined by the broad class
of the onset consonant; it has a maximal value for voice-
less consonants, a smaller value for voiced obstruents,
and a zero value for sonorants.

The SFC Model
The superposition of functional contours (SFC) model
of intonation was developed at the Institute for Speech
Communication. It was proposed by Aubergé [23.60]
and implemented by Bailly and Holm [23.61]. Like
other superpositional models, the principal assumption
of the SFC model is that the pitch contour is obtained
by a superposition of simpler contours. In case of the
SFC model, the simpler contours are multiparametric
contours called functional contours (FCs).

Functional contours form the core of the distinguish-
ing assumption of this model. They are assumed to
directly encode specific metalinguistic functions tied
to various discourse units, without any intermediate
representation [23.62]. Metalinguistic functions refer
to intonation functions that delimit phonological units
and convey propositional and interactional informa-
tion about these units within the discourse. Examples
of metalinguistic functions are hierarchy, segmentation,
emphasis, and speaker attitude.

Every functional contour has the following three
properties:

1. It is function-specific, i. e., tied to a particular meta-
linguistic function.

2. It spans the extent of the unit(s) tied to the function
it encodes – this extent is called the scope or domain
of the FC.

3. The FC shape is a function of the metalinguistic
function it encodes and its scope; however, it is im-
portant to note that the FC shape is not specified
a priori in this model, rather it emerges in the training
phase of the model’s implementation.

The SFC model has been implemented for pitch
prediction in TTS systems for German, French, and
Mandarin Chinese. The metalinguistic functions that
will be encoded by the functional contours are defined.
One contour generator per function is implemented
as a neural network. Each contour generator generates
a family of functional contours that encode the same
metalinguistic function and hence have the same shape,
differing only in terms of their time domains. The input
to each contour generator is information relating to the
scope of the associated function, and the position of each
syllable within the scope. The output is four output pa-
rameters per syllable (three F0 values and a lengthening
factor).

Training the contour generators to generate a particu-
lar pattern of functional contour is not a straightforward
process as recovering the unique contributions of the
contour generators to their sum (i. e. the F0 contour) is
an ill-posed problem. To determine the individual con-
tributions of each contour generator and the particular
pattern of the FC, an analysis-by-synthesis loop [23.61]
is used.

The Kiel Intonation Model (KIM)
The Kiel intonation model was developed by Kohler and
his colleagues [23.63, 64] to model intonation patterns
in German. In KIM, the F0 contour is modeled as a se-
quence of global intonational units, each linked to one
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emphasized word. The global intonational units are con-
sidered to be produced and perceived holistically, and
cannot be split. These global units are either peaks or val-
leys or peak-valley combinations, and differ from each
other in term of their pragmatic, semantic, syntactic,
and meaning functions. They were determined in KIM
by means of function-oriented phonetic experiments.
KIM postulates that there is a prototypical intonational
unit associated with a particular pragmatic–semantic–
syntactic function combination. However, KIM does not
ignore the microprosodic phenomena (e.g., F0 shifts at
the obstruent-vowel boundaries, F0 changes in nasals
and glides; effects of intrinsic pitch are also included
in this category) observed in the F0 contour; it is also
incorporated in the model.

Since KIM was developed with a focus on TTS
synthesis, the F0 prediction rules are well speci-
fied. KIM applies two sets of rules, namely symbolic
feature rules and parametric rules, for pitch predic-
tion in TTS systems. The symbolic feature rules are
applied to phonological units which have been anno-
tated with syntactic, pragmatic and semantic markers.
The phonological units are either segmental (vowels
and consonants) or nonsegmental (morphological and
phrase boundaries). The symbolic feature rules out-
put the global intonational units associated with the
phonological units, encoded as binary features (such
as +/−terminal, +/−valley, +/−quest, +/−early,
+/−late). These feature values are then used by the
parametric rules to generate the F0 contour of the tar-
get utterance. The parametric rules include rules for
aligning the global intonational units with the segmental
structure of the target utterance, downstepping of ac-
cent peaks, speech rate, prosodic boundaries and, finally,
articulation-induced microprosody [23.65].

The STEM-ML Intonation Model
Soft template markup language (STEM-ML) is a physio-
logical model of intonation. It was developed by Shih and
Kochanski in 2000 [23.66] to investigate the deviation
of Mandarin Chinese tones from their expected canoni-
cal shape when occurring in natural sentences. However,
this model has been designed to be language indepen-
dent, and thus can be applied to non-tone languages such
as English.

STEM-ML is founded on three key assumptions.

1. Human speech is pre-planned several syllables in
advance.

2. Humans produce speech that optimally balances
physiological effort required to speak against unam-

biguity of the spoken message. The speaker expends
maximal effort to produce correct prosody at prosod-
ically crucial events because the cost of ambiguity is
high at these points. However, he minimizes effort
between such events because the cost of ambiguity
is low.

3. Speech prosody is continuous and smooth over short
time periods.

STEM-ML includes a tagging system (see [23.67]
for a complete description of the tag set) for intonation
markup and specification, and a quantitative model to
generate the F0 contour. Two important building blocks
of the STEM-ML model are parameters and soft tem-
plates. The parameters are associated with the tags in
the tagging system. The soft templates are a part of the
quantitative intonation generation model. The param-
eters and the soft templates together generate the F0
contour.

In this model, the F0 contour is considered a con-
catenation of the local accents. The local accents are
represented by the soft templates. The soft templates
are soft in the sense that the accent templates allow
substantial distortion caused by neighboring accents.
The concept of soft templates arise from the previously
stated pre-planning assumption. An accent template is
affected by past as well as future templates. The de-
gree of distortion is controlled by a parameter called
strength. The strength parameter reflects the cost of am-
biguity in the previously stated assumption regarding
optimally balanced speech. So, if strength (hence cost
of ambiguity) is large, the template shape remains un-
changed to reflect maximal articulatory effort, whereas
if it is low, the accent shape is compromised to reflect
minimal articulatory effort.

Besides local tags that control local accent shapes,
there are global tags that control speaker-specific infor-
mation. Thus, a STEM-ML model is built on a particular
speech corpus. The implementation of the STEM-ML
model involves two phases: the learning phase and
the generation phase. In the learning phase, the values
of the parameters are determined iteratively by mini-
mizing the difference between the actual F0 of every
STEM-ML tagged utterance in the corpus and the F0
predicted by the model. In the generation phase, when
faced with a target utterance, the model first tags the
text underlying the utterance, then uses the predeter-
mined values of the parameters associated with the
tags to modify the soft templates, and finally, con-
catenates the modified accent templates to produce the
F0 contour. STEM-ML has been used to model Man-
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darin [23.68], Cantonese [23.69], and English [23.70]
speech.

Using as-is Prosody
in Unit Selection Synthesis

There are currently many unit selection synthesis
systems that do not modify the intonation of the con-
catenated units at all. Some systems such as CHATR
use direct duration and F0 values in their target cost
when searching for units, whereas other systems such
as the Actor TTS system [23.71] use an abstract fea-
ture vector containing information about the location
of the unit in the sentence to ensure selection of units
that fit the target contour. The main advantage of this
approach is that the output speech has a very natural
voice quality as no signal modifications are made that
degrade the signal. However, data sparsity is unavoid-
able [23.24,25] and as such there will always be contexts
for which no appropriate units can be found, leading
to audible prosodic discontinuities at unit boundaries
and selection of units with inappropriate prosody that
can change the intended meaning of the sentence. In
most unit selection systems, the corpus consists of neu-
tral news-style recordings to minimize these prosodic
discontinuities at unit boundaries. However, there is an
increasing need for expressive speech synthesis, which
increases the number of prosodic contexts substantially,
making it impossible to record a speech corpus large
enough to avoid discontinuities.

Advantages and Disadvantages
As shown in the preceding descriptions, the different
intonational models are implemented in TTS systems

using different computational mechanisms: linguistic–
prosodic rules, templates, neural nets, decision trees, and
linear regression. Each of these computational mech-
anisms have their advantages and disadvantages. The
advantages of rule-based approaches are that they are
easy to implement and that they produce consistent in-
tonational contours. The disadvantage of the rule-based
approaches is that intonational contours lack the richness
and variability of natural contours. The machine learn-
ing approaches (i. e., those using decision trees, neural
nets and linear regression) on the other hand, have the
advantage of being able to produce natural-sounding
intonational contours, because they learn the mapping
between annotated text and corresponding natural pitch
contours in the training phase. However, the machine
learning approaches have the disadvantage of requiring
large amounts of training data to cover the combinato-
rial space of phoneme sequences and prosodic contexts.
Since it is not feasible to cover this entire combinato-
rial space, machine learning approaches are often beset
with data sparsity problems. The reason for capturing
the contours related to the same phoneme sequence in
different prosodic contexts is that the shape of the con-
tour changes depending on context. One of the main
advantages of the template-based approach is its ability
to handle the changing shape of an intonational con-
tour depending on context. The template-based approach
posits a reasonable number of templates (or prototypical
shapes) related to different prosodic events that can be
distorted by means of parameters. However, one of the
drawbacks of this approach is that the template and pa-
rameters may be fit to data in a way that is phonologically
absurd.

23.5 Future Approaches

23.5.1 Hybrid Approaches

In order for unit selection synthesis to generate speech
with natural and acceptable prosody, a different ap-
proach is needed. Some research has been devoted to
select natural prosodic contours from dedicated prosod-
ically balanced speech corpora in conjunction with the
traditional unit search in a phonetically balanced speech
corpus [23.72–74]. This significantly cuts down on the
amount of speech data needed, as there is more emphasis
on the phonetic context for the unit selection and more

emphasis on the prosodic context for the prosody selec-
tion. The natural prosody contours are imposed on the
units, so a high-quality speech modification algorithm
is key for natural sounding speech. The use of dedicated
prosody corpora allows for including different speak-
ing styles and affective modes for synthesis. The use of
the superpositional model of intonation by van Santen
et al. [23.74] to select natural phrase and accent curves
that are then superimposed to create the final intonation
contour, ensures that the resulting contour is smooth and
thus there will be no F0 mismatch at unit boundaries.
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23.6 Conclusions

This chapter provided a conceptual framework for
prosodic processing in text-to-speech synthesis, and sur-
veys both recent and older approaches. Over the years,
many quite diverse approaches have been invented, rang-
ing from approaches that generate prosody by rule to
approaches that take prosodic patterns in the database as
is. Despite this broad-based attack on this hard problem,
there is clearly still much work to be done. Certainly, unit
selection systems in which the database provides a very
good coverage of a – necessarily restricted – domain will

provide the best quality. As we argued, there are prac-
tical problems that limit this approach to certain types
of applications where custom voices are not needed and
where the overall speaking style is fairly muted. We
sketched an alternative approach which is data driven,
and in fact uses both prosodic patterns and phonetic se-
quences as found in the data base with a minimum of
speech modification. Whether such an approach will be
both more practical than, and comparable in quality to,
the unit selection-based approach remains to be seen.
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Voice Transfo24. Voice Transformation

Y. Stylianou

Voice transformation refers to the various modifi-
cations one may apply to the sound produced by
a person, speaking or singing. In this chapter we
give a description of various ways in which one
can modify a voice and provide details on how to
implement these modifications using a simple, but
quite efficient, parametric model based on a har-
monic representation of speech. By discussing the
quality issues of current voice transformation algo-
rithms in conjunction with the properties of speech
production and perception systems we try to pave
the way for more-natural voice transformation
algorithms in the future.
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24.1 Background

Voice transformation refers to the various modifications
one may apply to the sound produced by a person, speak-
ing or singing. Voice transformation involves signal
processing and the physics (or at least the understanding)
of the speech production process and natural language
processing. Driven mainly by its applications, signal
processing has evolved faster than the physics of speech
processing, even giving the impression that signal pro-
cessing alone may be required to achieve high-quality
voice transformation. To an external observer, this is
similar to the problem of how to make an omelette with-
out eggs. It is not surprising therefore that, although for
some categories of voice transformation good quality of
speech is produced, this is not true in general. While it
is relatively easy to explain to a non-speech expert the
necessity of speech modeling by providing examples
from the history of telecommunications, this is not ob-

vious for voice transformation. About two decades ago,
it was easy to explain the applications of voice trans-
formation technology to a speech processing engineer
by providing examples from a specific area of speech
technology: concatenating speech synthesis. In the late
2000s, providing a reason for voice transformation to
both a speech expert and nonexpert faced the same diffi-
culty. One reason for this was that the main application of
voice transformation, that of concatenating speech syn-
thesis, had evolved in a direction where it seemed that
signal processing was no longer needed for this applica-
tion. Such a point of view, however, was also supported
by the quality problems perceived in a modified speech
signal.

Recently, interest in voice transformation has in-
creased substantially, and it is again the application
of speech synthesis that is setting the pace. Voice
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transformation is a flexible, possibly simple, and effi-
cient way to produce the variety needed in the current
text-to-speech (TTS) systems based on the concate-
nation of units (both large and small) [24.1]. In this
chapter, we give a description of various ways in
which one can modify a voice and provide details of
how to implement these modifications using a sim-

ple, but quite efficient, parametric model based on
a harmonic representation of speech. Discussing qual-
ity issues of current voice transformation algorithms
in conjunction with properties of the speech produc-
tion and perception systems we try to pave the way
for more-natural voice transformation algorithms in the
future.

24.2 Source–Filter Theory and Harmonic Models

24.2.1 Harmonic Model

When designing voice transformation techniques it is
often convenient to refer to the source–filter model of
speech production. According to this model, speech
is viewed as the result of passing a glottal exci-
tation signal (source) through a time-varying linear
filter that models the resonant characteristics of the
vocal tract. The most well-known source–filter sys-
tem is that based on linear prediction (LP) of
speech [24.2]. In its simplest form, a time-varying
filter modeled as an autoregressive (AR) filter is ex-
cited by either quasiperiodic pulses (during voiced
speech), or noise (during unvoiced speech). Many
attempts have been made to improve the source (ex-
citation) signal in the LP context. This includes
multipulse LP [24.3], and code-excited linear predic-
tion (CELP) [24.4]. A more-compact and at the same
time flexible representation of the excitation signal
has been proposed from a family of speech represen-
tations referred to as sinusoidal models (SM) [24.5].
In SM, the excitation signal for both voiced and un-
voiced speech frames is represented by a sum of
sinusoids:

e(t)=
K (t)∑
k=0

ak(t)eiφk(t) , (24.1)

where ak(t) and φk(t) are the instantaneous excitation
amplitude and phase of the k-th sinusoid, respec-
tively, and K (t) is the number of sinusoids, which may
vary in time. Especially for speech signals, a model
where the sinusoids are harmonically related is quite
valid (in the mean-squared-error (MSE) sense) while
it allows a simple and convenient way of applying
various modifications to the speech signal. In this
case:

φ̇k(t)= 2πk f0(t) , (24.2)

where f0(t) is the instantaneous fundamental fre-
quency, which will also be referred to as the pitch
in this chapter. Such a representation is still valid
for both voiced and unvoiced speech frames. In the
case of unvoiced speech frames a constant fundamen-
tal frequency is considered (i. e., 100 Hz) resulting
in a Karhunen–Loeve representation of this speech
category [24.5]. A further simplification of the excita-
tion signal is convenient assuming that the excitation
amplitude, ak(t), is constant over time and equal to
unity: ak(t)= 1. Based on these simplifications, the
time-varying linear filter that models the resonant char-
acteristics of the vocal tract approximates the combined
effect of:

1. the transmission characteristics of the supraglottal
cavities (including radiation at the mouth opening)

2. the glottal pulse shape

Its time-varying transfer function can be written

H( f ; t)= G( f ; t)eiΨ ( f ;t) , (24.3)

where G( f ; t) and Ψ ( f ; t) are, respectively, referred to
as the time-varying amplitude and phase of the system.
Speech processing is often (if not always) performed in
a frame-by-frame basis, where each frame (i. e., about
20 ms) is considered to be a stationary process. In this
case, inside a frame, the filter H( f ; t) is considered as
linear time invariant (LTI). Then, the output speech sig-
nal s(t) can be viewed as the convolution of the impulse
response of the LTI filter, h(t), and the excitation signal,
e(t):

s(t)=
t∫

0

h(t− τ)e(τ)dτ . (24.4)

Recognizing then that the excitation signal is just the
sum of K (t) eigenfunctions of the filter, H( f ), the
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following speech model is obtained:

s(t)=
K (t)∑
k=0

G[ fk(t)]ei{φk(t)+Ψ [ fk(t)]}

=
K (t)∑
k=0

Ak(t)eiθk(t) , (24.5)

where fk(t)= k f0(t) (the eigenfrequencies). The har-
monic amplitude Ak(t) of the k-th harmonic is the system
amplitude G[ fk(t)] (the eigenvalue). The phase θk(t) of
the k-th harmonic is the sum of the excitation phaseφk(t)
and the system phase Ψ [ fk(t)]:

θk(t)= φk(t)+Ψ [ fk(t)] ; (24.6)

θk(t) is often referred to as the instantaneous phase of
the k-th harmonic.

24.2.2 Analysis Based
on the Harmonic Model

Parameters of the harmonic model of speech may be es-
timated by minimizing a least-squares criterion [24.6] or
by minimizing a mean-squared error that leads to a sim-
ple peak-picking approach [24.5]. The peak-picking
approach results in a sinusoidal rather than a harmonic
model. A second step is then required to fit a harmonic
model to this sinusoidal model by selecting the funda-
mental frequency that best represents the set of estimated
sinusoids. At each analysis time instant, ti

a, a set of pa-
rameters are estimated: the fundamental frequency, f i

0,
the harmonic amplitudes, Ai

k, and the harmonic phases,
θi

k.
Use of the harmonic model for voice transforma-

tions is simplified if the distance between two successive
analysis time instants is equal to the local pitch period,
P(ti

a)= 2π/ f i
0:

ti+1
a = ti

a+ P
(
ti
a

)
. (24.7)

Another important step before synthesis is required:
the estimation of the amplitude and phase envelopes,
A( f ) and θ( f ) (i. e., a continuous function of frequency)
from the discrete set of amplitude and phase values,
respectively.

While a number of methods can be used to estimate
the amplitude envelope, for example, the linear predic-
tion and homomorphic estimation techniques [24.7], it

is desirable to use a method that yields an envelope
that passes through the measured harmonic amplitudes.
Such a technique was developed for the spectral enve-
lope estimation vocoder (SEEVOC) [24.8] and was used
in the sinusoidal model in [24.5]. Another approach
was proposed in [24.9]: it provides a continuous fre-
quency envelope when values of this envelope specified
only at discrete frequencies (i. e., exactly the situation
in the previously described harmonic representation).
This approach makes use of cepstral coefficients and
is based on a frequency-domain least-squares crite-
rion combined with regularization to increase estimation
robustness.

For the phase envelope θ( f ), the previous techniques
cannot be used since the phase values have been esti-
mated modulo 2π (principal values). Therefore, a phase
unwrapping algorithm has to be used. Two main ap-
proaches exist:

1. phase continuity by adding appropriate multiples of
2π to the principal phase values [24.10]

2. continuity by integration of the phase derivative

These algorithms try to obtain a continuous phase en-
velope in the frequency domain. An extension of these
techniques to preserve the continuity in the time domain
as well has been proposed using the information of phase
from previous voiced frames [24.11].

An alternative to the phase envelope approach is the
use of a minimum phase model for the system phase,
while for the excitation phase a representation of the ex-
citation in terms of its impulse locations (onset times) is
used [24.12]. This approach, however, lacks robustness
because estimation of the onset times requires precision
that is not always easy to obtain.

Next, we will consider the case when a spectral
envelope, A( f ), and phase envelope, θ( f ), are pro-
vided.

24.2.3 Synthesis Based
on the Harmonic Model

Without speech modification, synthesis time instants,
ti
s coincide with the analysis time instants ti

a, i.e., ti
s =

ti
a, ∀i.

Let (Ai
k, θ

i
k, f i

0) and (Ai+1
k , θi+1

k , f i+1
0 ) denote the

set of parameters at synthesis time instant ti
s and ti+1

s for
the k-th harmonic, respectively. Amplitudes and phases
are obtained by sampling the phase and amplitude (spec-
tral) envelopes at the harmonics of the fundamental
frequencies f i

0 and f i+1
0 . The instantaneous amplitude

Ak(t) is then obtained by linear interpolation of the
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estimated amplitudes at the frame boundaries:

Ak(t)= Ai
k+

Ai+1
k − Ai+1

k

ti+1
s − ti

s

t for ti
s ≤ t < ti+1

s .

(24.8)

In contrast to the third-order polynomial used in [24.13,
14], the harmonic model allows the use of a simple first-
degree polynomial for the phase. First, the phase at ti+1

s
is predicted from the estimated phase at ti

s by

θ̂i+1
k = θi

k+ k2π f0av
(
ti+1
s − ti

s

)
, (24.9)

where f0av is the average value of the fundamental
frequencies at ti

s and ti+1
s :

f0av = f i
0+ f i+1

0

2
. (24.10)

Next, the phase θi+1
k is augmented by the term 2πMk

(Mk is an integer) in order to approach the predicted
value. Therefore, the value of Mk is given by

Mk =
〈

1

2π

(
θ̂i+1

k − θi+1
k

)〉
. (24.11)

Then, the instantaneous phase θk(t) is simply obtained
by linear interpolation

θk(t)= θi
k+

θi+1
k +2πMk− θi

k

ti+1
s − ti

s

t , ti
s ≤ t< ti+1

s .

(24.12)

Having determined the instantaneous values of the har-
monic amplitudes and phases the estimated speech
signal (a harmonic representation of the speech signal)
is then obtained by:

ŝ(t)=
K∑

k=0

Ak(t) cos [θk(t)] , (24.13)

where Ak(t) is given by (24.8) and θk(t) by (24.12).
Based on the source–filter model various speech

modification methods can now be defined. Some of
these refer only to the source signal, others only to the
filter, while others apply to both the source and filter.
Moreover, by developing the source–filter model in the
context of the harmonic representation of speech signals,
a mathematical notation regarding these modifications
can be introduced that will be used throughout the rest
of the chapter.

24.3 Definitions

24.3.1 Source Modifications

Modifications in the source signal are usually referred
to as prosodic modifications and include three main
types: time-scale modification, pitch modification, and
intensity modification.

Time-Scale Modification
The goal of time-scale modification is to change the
apparent rate of articulation without affecting the per-
ceptual quality of the original speech. This requires the
pitch contour to be stretched or compressed in time,
and the formant structure to be changed at a slower or
faster rate than the rate of the input speech, but other-
wise not be modified. Figure 24.1 shows an example of
time stretching where the pitch period contour is slowed
down but not modified.

Pitch Modification
The goal of pitch modification is to alter the funda-
mental frequency in order to compress or expand the
spacing between the harmonic components in the spec-
trum while preserving the short-time spectral envelope

(the locations and bandwidths of the formants) as well
as the time evolution. In contrast to time-scale modifica-
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Fig. 24.1 Pitch-period contour: original and time-stretched
by a factor of 0.6
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Voice Transformation 24.3 Definitions 493

tions, in this case the pitch contour is modified without
modifying, however, the time resolution of the pitch
contour. Figure 24.2 shows an example of pitch mod-
ification by constant pitch-scale factor (0.6): the time
evolution is preserved and the pitch-period contour is
scaled by 0.6. In this case, the input fundamental fre-
quency is increased by a factor of 1/0.6. This could give
the impression that a male voice will sound more like
a female voice, while a female voice will more sound
like a child’s voice.

Intensity Modification
It is widely considered that intensity modification is
the simplest modification among the prosodic modifi-
cations. This is because it can be easily performed by
associating an intensity scale factor at each analysis time
instant of a signal. The signal is then just multiplied by
this scale factor. In the case of a parametric model like
the harmonic model developed previously, the scale fac-
tor is applied to the harmonic amplitudes Ak(t) in (24.5).
It may seem strange to modify a prosodic feature by
changing a parameter corresponding to the vocal-tract
filter. However, it should be remembered that the filter
has been considered as an LTI filter; therefore, multiply-
ing the amplitude of the excitation signal by a constant
results in multiplying the harmonic amplitudes, Ak(t),
by the constant.

24.3.2 Filter Modifications

By filter modification we mean the modification of the
magnitude spectrum of the frequency response of the vo-
cal tract system, |H(ω)|. It is widely accepted that |H(ω)|
carries information of speaker individuality. Represen-
tations of the magnitude spectrum (i. e., mel frequency
cepstral coefficients (MFCC), line spectrum frequencies
(LSF), etc.) have been used a lot in the area of speaker
identification and recognition as well as for speaker nor-
malization for robust speech recognition. Therefore, by
modifying the magnitude spectrum of the vocal tract,
speaker identity may be controlled. We may distinguish
two types of filter modification, which are described
below.

Without a Specific Target
In this case, the filter characteristics of a speaker are
modified in a general way without having a specific
target (speaker) in mind. For example, we may wish
to modify the overall quality of a speech signal pro-
duced by a female speaker so that it sounds as if it
had been produced by an older female speaker. Based
on the source–filter theory for the production of speech
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Fig. 24.2 Pitch-period contour: original and modified by
applying a pitch modification factor of 0.6

we know that the formants for a female voice are dis-
tributed in higher frequencies than the formants from an
older female voice. Similar observations are valid for
the harmonic frequencies. Therefore, one can modify in
a general way the power spectrum of a speaker so that the
resulting spectrum has the characteristics of a family of
speakers (child’s, old person’s voices, etc.). Figure 24.3
shows an example of filter modification to modify the
spectrum from a female voice to a spectrum similar to
an old female person. For this one should compress the
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Fig. 24.3 Female (solid line) to an old female (dashed line) filter
modification
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Fig. 24.4 Source (solid line) to target (dashed line) filter transfor-
mation. The transformed filter is shown by a dashed–dot line

frequency information so that formants and harmonics
are moved towards lower frequencies. The result shown
in Fig. 24.3 was obtained by combining two operations:
lowering the sampling frequency of the source signal
(female voice, 44 100 Hz) to 18 000 Hz, and then apply-
ing time-scale modification with a factor of 8/9. The
result signal can be played back at 16 000 Hz without
any modification in the articulation rhythm. The quality
of the modified signal is similar to that the initial signal.

With a Specific Target
In this case, the filter of a speaker (the source speaker) is
modified in such a way that the modified filter approx-
imates in the mean-squared sense the characteristics of
the filter of another speaker (the target speaker). Usually
we refer to this type of modification as a transformation
or conversion. An example of a such transformation is
depicted in Fig. 24.4. In this example the original spec-
trum is shown by a solid line, the target spectrum by
a dashed line, and the transformed original to target
spectrum by a dashed–dot line. To obtain the trans-
formed spectrum, there is a learning process using many
similar examples of the source and the target spec-
trum; therefore, the transformed spectrum is equal to
the average spectrum of the target spectra used during

the training process. Details about this type of spectral
transformation will be provided in the next section.

24.3.3 Combining Source
and Filter Modifications

To transform a female into a male voice, performing fil-
ter modification or only pitch modification alone may
not provide convincing results. In most cases, source
and filter modifications must be combined. For exam-
ple, the prosody characteristics of a speaker may be
a critical cue used for the identification of the speaker
by others (speaking style) while at the same time, vocal-
tract characteristics are also important for identification.
Therefore, if we want to modify the voice of the speaker
so that it sounds like the voice of another speaker,
prosody and vocal tract modifications should be com-
bined. If a target speaker is provided then this combined
source and filter modifications is referred to as voice
conversion or transformation. In contrast, when a spe-
cific target is not provided, this is usually referred to as
voice modification.

Voice morphing is another type of combined source
and/or filter modifications. In this case the same two
sentences are uttered by two speakers and then a third
speaker may be generated having characteristics from
both speakers. This is mainly achieved by a dynamic
time warping (DTW) algorithm between the two sen-
tences, aligning the acoustic data and then applying
a linear or other type of interpolation between the aligned
data (source and/or filter characteristics). Sometimes this
type of voice transformation is confused with voice con-
version. Note that in voice conversion the sentence to be
converted, uttered by the source speaker, has never been
uttered by the target speaker. However, in voice morph-
ing there are two source speakers that generate a new
voice saying the same text as the two source voices.
In voice conversion, there is only one source speaker
and one target speaker, and the voice characteristics of
the source speaker should be transformed into the voice
characteristics of the target speaker (i. e., a new speaker
is not generated in this case).

In the next section we will provide details about the
main prosodic (time and pitch) modifications and the
filter modifications. Then a system for voice conversion
will be presented.

24.4 Source Modifications

Pitch synchronous analysis is the key to the simplicity
of many source (prosodic) modification algorithms and

is defined as follows. Given an analysis time instant, ti
a,

the next analysis time instant, ti+1
a is determined by the
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local pitch period at ti
a, P(ti

a), using (24.7). The length of
the analysis window is proportional to the local pitch pe-
riod (usually two local pitch periods are used). We may
distinguish two types of pitch synchronous analysis. The
first one may be referred to as strict pitch synchronous
analysis, where the analysis time instants are supposed to
coincide with the glottal closure instants (GCIs, some-
times called pitch marks). In the other, referred to as
relaxed pitch synchronous analysis, the analysis time
instants do not (necessarily) coincide with the GCIs.
Since the estimation of pitch marks from the speech sig-
nal is not a robust process, resulting sometimes in an
incoherent synthesis, relaxed pitch synchronous analy-
sis seems to be easier to use than the fixed approach.
However, this is not true. Pitch modification requires
the re-estimation of phases. Coherent synthesis mainly
means synthesis without linear phase mismatches. Strict
pitch synchronous methods explicitly remove any linear
phase mismatch between successive frames by using
GCIs. Relaxed pitch synchronous methods, however,
need to re-estimate the linear phase component for the
new pitch values, which is not a trivial task. Phase mod-
els [24.12] and estimation of phase envelopes [24.11]
try to overcome these problems.

For the system presented here, we will consider
that the analysis time instants (Sect. 24.2.2) have been
determined in a relaxed pitch synchronous way.

Next, we will see how the pitch synchronous scheme
allows the use of simple and flexible techniques for
time-scale and pitch-scale modifications. The first step
consists of finding out the synthesis time instants ti

s (or
synthesis pitch marks) according to the desired time-
scale and pitch-scale modification factors. The modified
signal is then obtained by using the new synthesis time
instants.

24.4.1 Time-Scale Modification

We recall that the objective of time-scale modification
is to alter the apparent rate of articulation without af-
fecting the spectral content: the pitch contour and time
evolution of the formant structure should be time scaled,
but otherwise not modified [24.15].

From the stream of analysis time instants ti
a and the

desired time-scale modification factor β(t), (β(t) > 0)
the synthesis time instants ti

s will be determined. The
mapping ti

a → ti
s = D(t) is referred to as the time-scale

warping function, which is defined as the integral ofβ(t):

D(t)=
t∫

0

β(τ)dτ . (24.14)

Note that for a constant time modification rate β(t)= β,
the time-scale warping function is linear: D(t)= βt. The
case β > 1 corresponds to slowing down the rate of ar-
ticulation by means of a time-scale expansion, while the
case β < 1 corresponds to speeding up the rate of ar-
ticulation by means of a time-scale compression. Thus,
speech events that take place at a time tor in the origi-
nal time scale will occur at a time tmo = βtor in the new
(modified) time scale.

As an example, let us assume that at each analysis tim
-instant ti

a a time-scale modification factor bs has been
specified. Thus, β(t) is a piecewise constant function,
i. e., β(t)= βs, ti

a ≤ t< ti+1
a . It follows therefore that the

time-scale warping function D(t) can then be written

D(t)= D(ti
a)+βs

(
t− ti

a

)
, ti

a ≤ t < ti+1
a (24.15)

with D(t1
a )= 0.

Having specified the time-scale warping function
D(t), the next step consists of generating the stream
of the synthesis time instants ti

s, while preserving the
pitch contour: the pitch in the time-scaled signal at
time t should be as close as possible to the pitch in
the original signal at time D−1(t). In other words,
t → P′(t)= P[D−1(t)]. We now have to find a stream of
synthesis pitch marks (synthesis time instants) ti

s, such
that ti+1

s = ti
s+ P′(ti

s). To solve this problem, the use of
a stream of virtual pitch marks, ti

v, in the original signal
related to the synthesis pitch-marks by

ti
s = D

(
ti
v

)
,

ti
v = D−1(ti

s

)
, (24.16)

is proposed in [24.15]. Assuming that ti
s and ti

v are

known, we determine ti+1
s (and ti+1

v ), such that ti+1
s − ti

s
is approximately equal to the pitch in the original signal
at time ti

v. This can be expressed as

ti+1
s − ti

s =
1

ti+1
v − ti

v

ti+1
v∫

ti
v

P(t)dt (24.17)

with ti+1
s = D(ti+1

v ). According to this equation, the syn-
thesis pitch period ti+1

s − ti
s at time ti

s is equal to the mean
value of the pitch in the original signal calculated over
the time interval ti+1

v − ti
v. Note that this time interval

ti+1
v − ti

v is mapped to ti+1
s − ti

s by the mapping function
D(t).

The integral equation (24.17) is easily solved be-
cause D(t) and P(t) are piecewise linear functions.
Figure 24.5 illustrates an example of the computation of
synthesis pitch marks for time-scale modification by 1.5.
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Fig. 24.5 Computation of the synthesis pitch marks for
time-scale modification by 1.5

24.4.2 Pitch Modification

The goal of the pitch-scale modification is to alter the
fundamental frequency of a speaker while the spectral
envelope of the speaker’s vocal-tract system function
is unchanged. Obviously, pitch modification is only ap-
plied on the voiced speech frames. The first step consists
of computing the synthesis time instants ti

s from the
stream of the analysis time instants ti

a and the pitch-scale
modification factors a(t), with a(t) > 0. We recall that
the analysis time instants are set in a pitch synchronous
way. We require the same for the synthesis time instants:
ti+1
s = ti

s+ P′(ti
s), where P′(ti

s) is approximately equal
to the pitch period in the original signal around time ti

a
scaled by 1/α(ti

a):

P′
(
ti
s

)= P
(
ti
a

)
α
(
ti
a

) . (24.18)

Given the synthesis time instant ti
s, the next synthesis

time instant ti+1
s is obtained by setting the synthesis

pitch period to be equal to the mean value of the scaled
pitch period (by 1/α(ti

a)) in the original signal calculated
over the time frame ti+1

s − ti
s:

ti+1
s − ti

s =
1

ti+1
s − ti

s

ti+1
s∫

ti
s

P(t)

α(t)
dt . (24.19)

This integral equation is easily solved as P(t) is a piece-
wise linear function and α(t) is a piecewise constant
function:

α(t)= a
(
ti
a

)
for ti

a ≤ t < ti+1
a . (24.20)

Figure 24.6 shows an example of a mapping between
the analysis and synthesis time instants for pitch modi-
fication by 1.5.

���	����	��
��&�

���	�
��	��
��&�

$������	��
��&�
"�	�����!�����	�������/@;

Fig. 24.6 Computation of the synthesis pitch marks for
pitch modification by 1.5

24.4.3 Joint Pitch
and Time-Scale Modification

Based on the procedures presented above, joint pitch and
time-scale modifications can easily be obtained. Given
a pitch and time-scale modification factor at each analy-
sis time instant and combining (24.17) and (24.19), the
synthesis time instants can be obtained by solving the
following integral equation

ti+1
s − ti

s =
1

ti+1
v − ti

v

ti+1
v∫

ti
v

P(t)

α(t)
dt . (24.21)

The synthesis time instants determined by the
procedures above are not, in general, univocally asso-
ciated with the analysis time instants (see for example
Figs. 24.5 and 24.6). A solution consists of replacing the
virtual pitch marks by the nearest analysis time instant.
In this case, however, another problem arises: two or
more successive frames could be the same and then the
harmonic parameters (amplitudes and phases) will not
vary within the frame, meaning that a high-quality modi-
fied synthetic signal is not produced. It follows therefore
that the repeated analysis time instants should be elimi-

���	����	��
��&�

���	�
��	��
��&�

$������	��
��&�
%������	��������
�
�	
!��������	��
4��	��!

Fig. 24.7 Elimination of repeated analysis time instants
from the example in Fig. 24.6
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nated. As an example, in Fig. 24.7 the repeated analysis
time instants in Fig. 24.6 are eliminated.

24.4.4 Energy Modification

Energy modification is performed by associating an in-
tensity scale factor, c(ti

s), at each synthesis time instant.
Then, the harmonic amplitudes are multiplied by the
square root of the current harmonic intensity scale factor

A′k
(
ti
s

)=√
c
(
ti
s

)
Ak
(
ti
s

)
for k = 1, . . . , K ,

(24.22)

where K is the number of harmonics. The modified am-
plitudes should then be used in estimating the amplitude
envelope (Sect. 24.2.2).

24.4.5 Generating the Source
Modified Speech Signal

In synthesis, the first step is the computation of the
harmonic amplitudes and phases at the shifted har-
monic frequencies. Note that in the case of time-scale
modifications, the original amplitudes and phase may
be preserved. In general, therefore, the amplitudes
and phases are obtained by sampling the phase and
amplitude envelopes at the corresponding harmonic fre-
quencies. In the case of pitch modification, the phase and
amplitude envelope should be sampled using the modi-
fied fundamental frequency: f ′0(ti

a)= α(ti
a) f0(ti

a). Given
a spectrum, this results in a different number of har-
monics from those initially included in the spectrum.
When α(ti

a) > 1, fewer harmonics are included in the
spectrum, and when α(ti

a) < 1, more harmonics are in-
cluded. This means that the initial energy of the signal
will be changed. Therefore, the amplitudes of the shifted
harmonics are normalized in such a way that the final en-
ergy of the pitch-modified signal is equal to the energy
of the unmodified one.

Using the new synthesis time instants and the
modified set of parameters (amplitudes and phases) cor-
responding to each time instant, the source modified
speech signal is obtained in exactly the same way as
shown in Sect. 24.2.3. Examples of time-scale modifi-
cation and pitch modification, both using a modification
factor of 1.3, are depicted in Figs. 24.8 and 24.9, respec-
tively.

An alternative to the parametric harmonic model
for source modifications is the time-domain pitch
synchronous overlap add (TD-PSOLA) [24.16].
TD-PSOLA relies heavily on the source–filter speech
production model, although the parameters of this
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Fig. 24.8 (a) Original speech signal. (b) Time-scaled by 1.3. Time
is provided in samples (sampling frequency: 16 kHz)
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Fig. 24.9 (a) Original speech signal. (b) Pitch modified by 1.3. Time
is provided in samples (sampling frequency: 16 kHz)

model are not estimated explicitly. TD-PSOLA is
characterized by simplicity and low computational com-
plexity, allowing good-quality prosodic modifications
of speech. It is widely adopted for text-to-speech syn-
thesis based on concatenation of acoustic units like
diphones. Other methods similar to TD-PSOLA have
also been proposed, including multiband resynthesis
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498 Part D Text-to-Speech Synthesis

overlap add (MBROLA) [24.1]. The synchronized over-
lap add (SOLA) [24.17] and the waveform similarity
overlap add (WSOLA) [24.18] methods have mainly
been proposed for time-scale modification. In SOLA
and WSOLA, successive speech frames to be over-
lapped are cross-correlated, providing the time shift
to ensure that the two overlapping frames are syn-
chronized and thus add coherently. TD-PSOLA relies
on GCIs (pitch marks for voice sounds) to syn-
chronize the speech frames. The use of pitch marks
allows TD-PSOLA to apply a simple mechanism for
pitch modification; this is not possible for the SOLA
and WSOLA techniques. Examples of how to apply
TD-PSOLA for speech modifications using the map-
ping of analysis and synthesis time instants are provided
in Chap. 19.

Nonparametric approaches such as TD-PSOLA,
SOLA, and WSOLA, do not allow complex modifi-
cations of the signal, such as increasing the degree
of friction, or changing the amplitude and phase rela-
tionships between the pitch harmonics. Another major
drawback is the manipulation of noise-like sounds

presented in speech. For example, TD-PSOLA elimi-
nates/duplicates short-time waveforms extracted from
the original speech signal by windowing. When this ap-
proach is applied to unvoiced fricatives a tonal noise
is produced because the repetition of segments of
a noise-like signal produces an artificial long-time au-
tocorrelation in the output signal, perceived as some
sort of periodicity [24.15]. A simple solution to this
problem consists of reversing the time-axis whenever
the TD-PSOLA algorithm needs to duplicate unvoiced
short-time signals [24.15]. This solution reduces the un-
desirable correlation in the output signal but the tonal
quality does not completely disappear. This solution can-
not be applied when the time-scale factor is greater than
2. Moreover, this solution cannot be used when voiced
fricative frames are processed.

On the other hand, sinusoidal models have been
found to be an efficient representation of voiced
speech [24.5]. For a flexible representation of the un-
voiced sounds and for high-quality pitch and time-scale
modification of speech, hybrid [i. e., harmonic plus noise
(HNM) [24.6]] models are more suitable.

24.5 Filter Modifications

Next, we will consider the case of filter modification
with a specific target. This provides a more-general
framework for filter modification than without a specific
target, since it has a higher time resolution; the modi-
fication filter should be changed faster than in the case
where a nonspecific target is provided. In this context,
a set of source and target spectral envelopes is assumed
given that an appropriate representation of the vocal tract
spectral envelope is provided (i. e., using cepstral coeffi-
cients, line spectrum frequencies, mel frequency cepstral
coefficients). To convert the source spectral envelope
to the target spectral envelope, a training (or learning
step) is necessary. During this step, a conversion func-
tion is trained. For this purpose, the source and the target
speaker utter the same sentences.

One of the earliest approaches to the filter conversion
is the mapping codebook method [vector quantization
(VQ)] of Abe et al. [24.19], which was originally intro-
duced for speaker adaptation by Shikano et al. [24.20].
The basic idea of this technique is to make mapping
codebooks that represent the correspondence between
the two speakers. A conversion of acoustic features
from one speaker to another is therefore reduced to the
problem of mapping the codebooks of the two speak-

ers [24.19]. The main shortcoming of this method is
the fact that the acoustic space of the converted sig-
nal is limited to a discrete set of envelopes. To avoid
the limitations of the discrete space represented by VQ,
a fuzzy vector quantization (FVQ) has been proposed
by Kuwabara et al. [24.21]. A quite different approach,
also based on VQ, has been proposed by Iwahashi
et al. [24.22] using speaker interpolation. The use of
linear multivariate regression (LMR) for mapping one
class from the VQ space of the source speaker to the cor-
responding class in the VQ space of the target speaker
has been proposed by Valbret et al. [24.23]. In the
same communication [24.23], Valbret et al. proposed
a spectral transformation approach based on dynamic
frequency warping (DFW). In LMR a simple linear
transformation function for each class has been pro-
posed, while in DFW a third-order polynomial is used.
All these methods have been developed in the context
of VQ. Most authors agree that the mapping codebook
approach, although it provides an impressive percep-
tive voice conversion effect, is plagued by poor quality
and lack of robustness [24.24]. Approaches based on
LMR and DFW also introduce discontinuities into the
spectral information, as the acoustic space of a speaker
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is partitioned in discrete regions. DFW succeeds in
moving the formant frequencies but it has little or no
effect on their amplitudes and bandwidths. Mapping
functions have also been proposed using more-robust
modeling compared to VQ of the acoustic space of
a speaker based on the Gaussian mixture model (GMM).
Assuming that the source and target vectors obtained
from the speakers acoustic space are jointly Gaussian,
a continuous probabilistic mapping function based on
GMM has been proposed [24.25, 26]. A similar map-
ping function has been proposed by Kain et al. [24.27],
jointly modeling the source and target vectors with
GMM.

All of these techniques are based on parallel train-
ing data, where both the source and target speaker utter
the same sentence. Then, a DTW is used to align the
two signals in time in order to extract the aligned source
and target training vectors. Approaches without the re-
quirement of parallel data have also been proposed in the
literature [24.28,29]. However, using the same mapping
functions for parallel and nonparallel data, it has been
shown that training with parallel data provides better
conversion results [24.28].

In the following, we will present a state-of-the-
art system for filter modification (spectral conversion)
based on GMM making use of parallel data [24.26].

24.5.1 The Gaussian Mixture Model

The Gaussian mixture density is a weighted sum of m
component densities and given by the equation

p(x|Θ)=
m∑

i=1

αi pi (x|θi ) , (24.23)

where x= [x1 x2 x3 · · · x p]T is a p-by-1-dimensional
random vector, pi (x|θi ), for i = 1, · · · ,m, are the com-
ponent densities and αi are the mixture weights. Each
component density, pi (x|θi ), is a p-dimensional normal
distribution

pi (x|θi )= N(x;μi ,Σi ) (24.24)

with μi the p-by-1 mean vector and Σi the p-by-p co-
variance matrix. The mixture weights,αi , are normalized
positive scalar weights (

∑m
i=1 αi = 1 and αi ≥ 0). This

ensures that the mixture is a true probability density
function (PDF). The complete Gaussian mixture den-
sity is parameterized by the mixture weights, the mean
vectors and the covariance matrices from all component
densities, which is represented by the notation,

Θ = (αi ,μi ,Σi ) , i = 1, · · · ,m . (24.25)

The Gaussian mixture model (GMM) is a classic
parametric model used in many pattern-recognition tech-
niques [24.30] and speech applications such as speaker
recognition [24.31]. In the GMM context, a speaker’s
voice is characterized by m acoustic classes represent-
ing some broad phonetic events, such as vowels, nasal
or fricatives. The probabilistic modeling of an acoustic
class is important since there is variability in features
coming from the same class due to variations in pro-
nunciation and co-articulation. Thus, the mean vector
μi represents the average features for the acoustic class
ωi , and the covariance matrix Σi models the variability
of features within the acoustic class.

GMM parameters are usually estimated by a stan-
dard iterative parameter estimation procedure, which is
a special case of the expectation-maximization (EM) al-
gorithm [24.32, 33]. Initialization of the algorithm may
be provided by VQ.

24.6 Conversion Functions

Let xt and yt be a set of p-dimensional vectors cor-
responding to the spectral envelopes of the source and
the target speaker, respectively, where t = 1, . . . , n. It is
therefore assumed that these vectors have been obtained
by speech samples from both speakers that have been
aligned in time using a classic dynamic time-alignment
algorithm [24.34]. We also assume that a Gaussian mix-
ture model (αi ,μi ,Σi , for i = 1, . . . ,m) has been fitted
to the source vectors (xt, t = 1, . . . , n).

It is worth noting that, if we take the limit case where
the GMM is reduced to a single class and if the source

vectors xt follow a Gaussian distribution N(x;μ,Σ) and
that the source and target vectors are jointly Gaussian,
the minimum mean-square error estimate of the target
vector is given by [24.35]

E[y|x= xt] = ν+ΓΣ−1(xt −μ) , (24.26)

where E[] denotes expectation, and ν and Γ are, respec-
tively, the mean target vector

ν = E[y] ,
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and the cross-covariance matrix of the source and target
vectors

Γ = E[(y−ν)(x−μ)T] ,
where the superscript T denotes transposition [24.36].

In [24.27], a direct extension of (24.26) to the GMM
case was proposed. However, such an extension is not
supported by the theory of statistics. Moreover, such an
extension makes the assumption of a one-to-one corres-
pondence between the source and target space, which
is not valid in practice. To overcome these difficulties,
and motivated by (24.26) the following conversion func-
tion between the source and the target data has been
proposed [24.25]:

F (xt)=
m∑

i=1

P(ωi |xt)
[
νi +ΓiΣ

−1
i (xt−μi )

]
.

(24.27)

The conversion function F is entirely defined by the
p-dimensional vectors νi and the p-by-p matrices Γi ,
for i = 1, . . . ,m (where m is the number of mixture
components). This means that νi and Γi are the param-
eters to be estimated. The parameters of the conversion
function are computed by least squares optimization on
the learning data so as to minimize the total squared

conversion error

ε =
n∑

t=1

||yt−F (xt)||2 . (24.28)

Since the conversion function given by (24.27) is linear,
the optimization of its parameters is equivalent to the
resolution of a set of linear equations in the least-squares
sense. Details of the minimization of (24.28) may be
found in [24.37]. The mapping function (24.27) can be
used with full or diagonal covariance matrices. Note that
the conversion function is reduced to

F (xt)=
m∑

i=1

P(ωi |xt)νi (24.29)

if the correction term that depends on the difference be-
tween the source vector xt and the mean of the GMM
component μi in (24.27) is omitted. This reduced con-
version function is similar to the formula proposed
by Abe et al. [24.19] in the mapping codebook ap-
proach. Comparing (24.29) and (24.27) it follows that
in VQ-type mapping functions the variability of the
transformed spectral envelope is strongly restricted.

An example of filter conversion based on the ap-
proach described in this section has already been
presented in Fig. 24.4.

24.7 Voice Conversion

Combining source and filter modifications a system
that controls speaker’s quality and individuality can
be obtained. Continuing with the harmonic model as
an example of representing speech, a speech signal
produced by the source speaker is analyzed in a pitch-
synchronous way (Sect. 24.2.1) to extract a set of
source spectral envelopes. Given the spectral conver-
sion function in (24.27), the target spectral envelopes
in each frame are estimated by applying (24.27) to
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Fig. 24.10 Block diagram of a voice
conversion system; ti

a and ti
s repre-

sent the analysis and synthesis time
instants, respectively

the source spectral envelopes. The next step is to ap-
ply the appropriate prosodic or source modifications
in order to capture the prosodic patterns of the target
speaker (Sect. 24.4). For this, prosodic profile anal-
ysis (i. e., characteristic articulation rate, stress, and
emotions, pitch fluctuations) is required for both speak-
ers. Determining such a profile is not a trivial task
and has not yet been achieved in a convincing way.
Thus, most voice conversion systems today make use
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of average prosodic modification factors. A block dia-
gram for the conversion system based on the harmonic

model and the voice conversion function is presented in
Fig. 24.10.

24.8 Quality Issues in Voice Transformations

Voice transformations are usually evaluated in sub-
jective tests. The overall impression from the results
obtained from these tests is that time-scale modifica-
tion is quite successful for moderate scale factors, while
pitch-modified signals by pitch scale factors over 1.5 and
below 0.7, suffer from various artifacts, making listeners
classify the modifications as not natural. Voice conver-
sion reaches a high score for transforming the identity of
the source speaker to that of the target speaker. However,
there are serious quality problems, which are mostly re-
ferred to as muffling effects. To improve the quality of
the speech produced by various proposed voice trans-
formation algorithms a better understanding of speech
production and perception mechanisms is necessary. For
example, when we want to increase the loudness of our
voice while sitting in a cafeteria, we add stress to a part
of our speech signal, like consonants, and not to all the
speech events we produce. One hypothesis for this is that
consonants carry more of the information load, which
is connected with the intelligibility of the message we
would like to transmit. According to this hypothesis we
only increase the stress to these sounds by an amount
that is sufficient to mask the cafeteria noise. Increasing
the stress does not mean that the amplitudes of all the
frequencies for this sound are increased. Stress means an
increase of the subglottal pressure, which will result in
an abrupt glottal closure by accentuating the Bernoulli
effect on airflow through the glottis [24.38]. This corre-
sponds to more energy mostly at high frequencies. From
this example, it is obvious that even a simple intensity
modification is not as simple as we thought. Continuing
the above example, the increase of the subglottal pres-
sure will increase the tension in the vocal folds, resulting
in an increase of the pitch. This shows that modifying
one parameter may require the modification of another
as well.

In most Western languages consonants (we recall
that consonants carry important information load) are
shorter in duration than vowels (which carry more-
prosodic information). Our perceptual system requires
some time to process the perceived sounds. When we
want to speak faster, we somehow protect the conso-

nants. Pickett [24.39] has done extensive studies on the
degree of change in vowels and consonants in speak-
ing at a faster or slower rate. In [24.39], it was reported
that, when going from normal to the faster rate, the vow-
els were compressed by 50% while the consonants were
compressed by 26%. However, going from the slow-
est to the fastest rate, both vowels and consonants were
compressed by about 33% [24.38]. This shows that time-
scale modifications should take into account phonetic
information. Speaking at faster or slower rate again in-
troduces modifications in pitch values since there are
fluctuations in the subglottal pressure. This means that
time-scale modifications should be performed jointly
with pitch modifications.

In the source–filter theory presented at the begin-
ning of the chapter, it was assumed that glottal airflow
source is not influenced by the vocal tract. In reality,
there is a nonlinear coupling between the source and
the filter. Results from studies on the fine structure of
the glottal airflow derivative waveform show that an in-
crease in the first-formant bandwidth and modulation
of the first-formant frequency occurs during the glottal
open phase [24.40]. Obviously, when pitch modification
is applied, these interactions should be respected.

Attempts have been made to incorporate some of
these observations into the modification algorithms.
In [24.41], a higher intelligibility score was achieved for
time-scale-modified speech signals when nonstationar-
ity measurements in the signal were taken into account.
In [24.42], the interaction between pitch and spectral
envelopes was modeled in a statistical way. This was
used to postprocess pitch-modified signals. Perceptual
tests have shown that this postprocessing improved the
naturalness of the pitch-modified signal.

To improve further the quality of voice transforma-
tions more effort should be made taking into account
nonlinear phenomena during the production process and
results from the natural language processing area. In
other words, voice transformation requires more than
just modeling of the speech signal; it requires under-
standing of the speech process (production, perception,
and language).
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24.9 Summary

In this chapter, we have described voice transformations
through a simple harmonic representation of speech.
We began with the description of the basic source–
filter theory for the production of speech and providing
a mathematical description of speech production using
this theory in the context of a harmonic model. We
used this description to define voice transformation by
specifying modifications for the source, for the filter,
and their combination. We then provided formal defi-
nitions of these modifications and their application in
the context of the harmonic model was also derived and
a set of conditions for the pitch synchronous analysis
of speech was described. Techniques for filter modi-
fications were discussed and a state-of-the-art method
based on a GMM description of the acoustic space

of a speaker was developed. A mapping function that
made use of the complete description of each compo-
nent of the GMM was provided. Finally, we discussed
speech quality issues related to voice transformations
and noted that, for improving speech quality in the fu-
ture, we need to give more realism to the source–filter
model by taking into account the nonlinear coupling
between the source and filter and to processes related
to our perception system. In other words, just model-
ing the speech signal may be enough for transmission
through the networks, but it is not sufficient for modi-
fying the signal in a way that is perceived by humans
to be natural. For this, we need to understand speech
and then develop algorithms able to incorporate this
understanding.
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Expressive/Af25. Expressive/Affective Speech Synthesis

N. Campbell

The focus of speech synthesis research has recently
shifted from read speech towards more conversa-
tional styles of speech, in order to reproduce those
situations where a speech synthesis is used as part
of a dialogue. When a speech synthesizer is used to
represent the voice of a cognisant agent, whether
human or simulated, there is need for more than
just the intelligible portrayal of linguistic infor-
mation; there is also a need for the expression of
affect. This chapter reviews some recent advances
in the synthesis of expressive speech and shows
how the technology can be adapted to include the
display of affect in conversational speech.

The chapter discusses how the presence of an
interactive and active partner in a conversation
can greatly affect the styles of human speech and
presents a model of the cognitive processes that
result in these differences, which concern not
just the acoustic prosody and phonation quality
of an utterance, but also its lexical selection and
phrasing. It proposes a measure of the ratio of
paralinguistic to linguistic content in an utterance
as a means of quantifying the expressivity of
a speaking style, and closes with a description of
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a phrase-level concatenative speech synthesis
system that is currently in development.

25.1 Overview

Expressive speech synthesis, or the synthesis of affec-
tive speech is a relatively new area of research, prompted
by a shift in the technology from reading machines to-
wards talking machines [25.1]. This arose from the need
for machines to be able to express more than just the
phonetic content of an utterance and to be able to make
use of more human-like subtlety in the generation of its
prosodic characteristics. Accordingly, speech synthesis
research has shifted from read speech towards more con-
versational styles of speech. For those situations where
speech synthesis is used as part of a dialogue, i. e., where
it represents the voice of a cognisant agent, whether hu-
man or simulated, then there is a need for more than just
the intelligible portrayal of linguistic information; there
is also a need for the expression of affect.

Not to be confused with the simpler term ‘emotion’,
‘affect’ as defined in this context refers to the human
characteristics that govern the various subtleties of in-
tonation and phrasing, which reveal extralinguistic and
paralinguistic information about the speaker, about the
speaker’s relationships with the hearer, and about the
progress of the discourse and the degrees of mutual
understanding attained throughout its progress.

Expressive speech is that which reveals affect. The
challenge in synthesizing expressive speech lies in the
adequate specification of affective states in the input
and in the manipulation or realization of prosodic char-
acteristics to express them in the output speech. This
chapter will start by describing the types of speech
variation that will be necessary to synthesize, discuss
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506 Part D Text-to-Speech Synthesis

some techniques for eliciting them, and then close
by describing some of the approaches that have been

taken to tackle the problems of their modeling and
realization.

25.2 Characteristics of Affective Speech

Speech per se is a meaningful type of noise which
can take place with or without a hearer, but the na-
ture of interactive speech specifically depends on the
presence and purposes of a hearer. Broadcast speech
represents one extreme of a hypothetical continuum
of listener involvement, with romantic murmurings or
infant-directed speech perhaps forming the other; cur-
rently only the former can be well modeled for synthesis,
although there are calls for a more-personal and intimate
form of speaking in many current applications of speech
synthesis.

Broadcast speech assumes a general audience that
is perhaps interested but not necessarily present, and
certainly unable to provide any immediate relevant feed-
back. The focus here is on a unidirectional transmission
of information. Conversational speech on the other hand
typically requires an active and participating listener.
The focus here is on the interaction. The listener may
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Fig. 25.1 A proposed model to explain the interaction of affective
and intentional information in the generation of a speech utterance.
The ovals represent hidden processes or states that are not subject
to conscious control but which serve as driving forces behind the
production of the utterance. These are substantiated in the form of
a message and filters, with constraints that are subject to a model
of the potential impact on the listener, that determine the muscular
coding for the production of the utterance with its resulting prosody
and phonetic sequence

be remote, as in the case of telephone speech, but is re-
quired to give constant and timely feedback. The nature
of the conversational speech changes according to these
feedback reactions from the listener. Classroom speech
or lectures can be considered intermediate on this con-
tinuum, since the audience is distant but present, able to
show comprehension or otherwise, allowing the speaker
to moderate and modify the content and speaking style
accordingly.

To summarize, affective speech differs from tradi-
tional read speech in depending on a model of the
listener being incorporated into the speech production
process. The task of expressive speech synthesis is first
to represent the higher-level interpersonal structures that
motivate the speech [25.2], and then to model their
lower-level consequences through prosodic control of
the output speech signal.

25.2.1 Intentions and Emotions

A representation of the cognitive processes involved
in determining a specific speaking style for expressing
affect-related information is given in Fig. 25.1, which
schematizes the flow of activity that results in expressive
speech. The interaction of emotions and intentions in the
generation of an expressive speech utterance forms the
higher-level part of this framework. In the figure, both
emotions and intentions are represented by ovals, sig-
nifying their intangibility; i. e., that they act as a force
but are not readily available for identification, control,
or conscious appraisal.

The model posits these two underlying or hidden
cognitive forces, intention and emotion, as drivers that
provide the motivation for a basic communicative event
that is to be realized in the form of an utterance in a dis-
course. They are distinguished from the more-tangible
message and filters to be discussed in more detail below.
These in turn govern a coding level of processing, which
produces lower-level commands for the muscles that
produce the speech and accompanying facial or bodily
gestures.

A given combination of intentions and emotions rep-
resents an underlying sociopsychological state within
the speaker, which is raw and unbound by linguistic or

Part
D

2
5
.2



Expressive/Affective Speech Synthesis 25.2 Characteristics of Affective Speech 507

social conventions. There may of course be some inter-
action between emotions and intentions, since intentions
can be triggered by emotions, and emotions can in turn
be subdued or amplified intentionally as part of a rational
process, such as when a speaker forces herself to smile
so that her voice will become happier. These are abstract
causes that underly the more-tangible level of message
and filters that particularly concerns us here, but they
result in subtle differences in force of expression and
need to be modeled carefully, since human listeners are
particularly sensitive to their variations.

25.2.2 Message and Filters

The message gives form to the underlying intentions
and constitutes a speech act, a discourse act, and a social
event. It is not yet a text. It may be a greeting, a com-
plaint, provision of information, request for information,
etc., and may stand alone or function as a dependent ele-
ment of a larger discourse. In many cases it will be as
much phatic as informational in intent.

It is at the level of the message that the utterance be-
gins to take shape, but its linguistic content and prosodic
realization remain indeterminate at this level. For exam-
ple, a greeting could take the form of ‘Good morning’,
or ‘Hi!’, depending on who is being addressed, on the
mood of the speaker, and on the contexts of the discourse
(both social and environmental). These details are deter-
mined by the settings of the filters and realized at the
level of the coding.

These filters are socially trainable. They depend
to a large extent on language-specific, culture-specific
and subculture-specific aspects, but can have an in-
tentional element. They incorporate such modifiers as
politeness constraints and serve to signal attitudinal
relationships and interpersonal stances. The filters are
shown as bilevel; depending both on social conditioning
(above) and a degree of intentional control (below). It is
at this lower level that the speaker takes into considera-
tion the potential impact of an utterance on the listener
[as illustrated (not coincidentally) in the center of the
figure].

Whereas certain constraints may be ingrained, or de-
termined by society and imprinted in the speaker at an
early age, others are more open to conscious selection.
For example, while young infants may readily and di-
rectly express whatever emotions they currently feel,
older children and adults become more reserved, of-
ten concealing their true feelings or masking them for
social reasons. A salesperson may wish to portray the
proper company image, hiding particular strengths or

weaknesses, or a call-center operator may be required to
sound cheerful, even though the displayed emotion may
be in conflict with that actually felt by the speaker at the
time. This dichotomy provides part of the richness of
spoken language and is surely parsed by the listener as
part of (or alongside) the message.

Both filter levels function to control

1. what is displayed
2. what is concealed in the production of an utterance

They have an effect not just on the selection of lexi-
cal items and phrasing, but also on voice quality and
prosodic aspects of phonation so that the utterance can be
parsed appropriately as expressing the speaker’s inten-
tions subject to the prevailing social and psychological
states and conditions. This requires a level of markup
on the input far beyond that which is currently specified
by the existing W3 speech synthesis markup language
(SSML) conventions [25.3].

The sophistication of interactive human speech is
a direct result of this multiplicity of cues that taken
together contribute the intended interpretation of its lin-
guistic and pragmatic content. The prosody and voice
quality of expressive speech also encode subtle infor-
mation related to the speaker’s basic internal emotional
states but masked by a more-superficial layer of infor-
mation related to discourse goals and intentions, and
social conventions governing politeness and sincerity of
expression. The task of expressive speech processing,
whether for synthesis or recognition, is to model the
interrelationship of each of these sometimes conflicting
sources of information.

25.2.3 Coding and Expression

In this model of expressive speech generation, the de-
termination of lexical items, utterance complexity and
length, phrasing, speaking rate and style, etc., is con-
sidered as taking place at the lowest level of utterance
production, in a constraint-based way, subject to the
higher-level constraints described above and illustrated
in the main part of the figure.

Because there are usually several different ways of
phrasing a proposition or eliciting backchannel informa-
tion, the choice of a particular variant reveals much about
the intentions and affective states of the speaker and
about the contexts of the discourse. Both the text of the
message and its prosodic encoding are constrained by the
intentions of the speaker, subject to variations in emo-
tional state and social as well as intentional constraints
on utterance production.
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508 Part D Text-to-Speech Synthesis

Figure 25.1 shows the coding level, which ultimately
produces sequences of muscular movements, to be fed
by two streams of complementary information, as shown
by the left and right vertical arrows; both are subject to

a model of the impact of the utterance on the listener
and others. This information can be similarly decoded to
reveal not just the linguistic content, but also information
about the speaker and the settings of the various filters.

25.3 The Communicative Functionality of Speech

The model implies that any given speech utterance con-
tains information related not just to its propositional
content, if any, but also to speaker-related and affec-
tive information, to speaker–hearer relationships, and to
environmental factors etc.; i. e., in addition to the lex-
ical content or word sequence, an utterance provides
both linguistic prosody and social prosodic informa-
tion [25.2, 4]. The former has a long history of being
modeled in speech synthesis being predictable largely
from the text (see, for example, [25.5–8]), but the latter
remains a subject for continuing and intense research,
being closely related to database design and corpus col-
lection issues in the case of concatenative synthesis
techniques [25.9–11].
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Fig. 25.2 Time-aligned speech activ-
ity in a natural telephone conversation,
showing how the dominant role is
passed from one participant to the
other in a not very clear-cut way. The
lower speaker (grey) appears to be
dominant, but there is considerable
overlap as they negotiate their way
through the conversation

These prosodic elements, along with related differ-
ences in voice quality, can be decoded by the listener
to reveal the affective and interpersonal information that
signals the speaker’s position relative to the utterance
and the discourse, and enables the listener to parse its in-
tended pragmatic meaning from among the many possi-
ble linguistic candidate interpretations of the text string.
The structure of conversational speech utterances (of-
ten called ill-formed) differs considerably from that of
their written equivalents not because people are simple
and unable to think efficiently in real time, but because
speech as a medium has the benefits of multiple layers of
prosodic information from which the underlying mean-
ings and intentions of an utterance can be made clear.
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Figure 25.2 shows the interplay of speaker and lis-
tener in a short telephone conversation taken from the
expressive speech processing (ESP) corpus [25.12]. It is
clear that the roles are often reversed, and that even in lis-
tener mode there is considerable speech activity. These
backchannel feedback signals provide the speaker with
cues to the listener’s cognitive state, and comprehension
of and agreement with the flow of the conversation as the
two mutually develop a joint understanding, or meeting
of the minds [25.13].

Conversational speech utterances are not just typi-
cally shorter than their written equivalents, they often
contain idiomatic phrases, phatic elements, laughs, etc.,
that illustrate the discourse. Being so frequent and repet-
itive, these inessential speech noises allow the listener,
even one who is unfamiliar with the speaker, to make
judgements about the speaker’s affective states and dis-
course intentions.

Whereas the true intentions and emotions of the
speaker must remain hidden, much can be inferred about
them from the combination of information in the mes-
sage and in the choice of speaking style (i. e., from the
visible effects of the inferred filters), the listener thereby
has access not just to the text of the utterance, but also
to:

1. intended meaning(s)
2. speaker state(s)
3. listener status and relationship(s) to the speaker.

This is what is now being covered in the developing
studies of social prosody and what is yet to be modeled
in expressive speech synthesis.

25.3.1 Multiple Layers
of Prosodic Information

Since its original design as a reading machine, speech
synthesis research has been focussed on the conversion
of written words into speech sounds, using grapheme-to-
phoneme conversion, prosody prediction, and waveform
generation as its three main subprocesses.

Accordingly, there is a considerable body of
prosody-related research in the field of speech synthesis,
but almost all of it (with very few exceptions) is re-
lated to the forms of prosody that can be predicted from
the text alone. The exceptions largely concern gender-
related prosodic differences, or linguistic focus. Existing
speech synthesis markup languages (e.g., [25.3]) provide
for the modification of prosody, but only at the lowest
level of mean pitch, phoneme duration, and amplitude.

Little work has yet been done on the annotation of text
for the expression of the types of affective information
described above.

Traditional prosody for speech synthesis is directly
related to the text structure of each utterance [25.14,
15], although nowadays it is predicted usually by use
of statistical models that have been trained on speech
data often unrelated to the voice or personality of the
synthesis speaker (e.g., [25.16,17]). The models provide
duration, pitch, and sometimes power values for each
segment of the utterance, often through an intermediate
phonological representation such as ToBI [25.18, 19].

25.3.2 Text Data versus Speech Synthesis

Spoken language has been extensively studied through
the use of corpora for several decades now, and the
differences between the types of information that can
be conveyed through written texts and those that are
signalled through speech are beginning to be well un-
derstood. The different types of information that are
signalled by different speaking styles are also well un-
derstood and are beginning to be modeled in speech
technology applications, especially paralinguistic in-
formation, which is an essential component of speech
communication that is largely carried through modula-
tions of prosody, tone of voice, and speaking style. The
more formal the speech, the more constrained the types
of paralinguistic information that are conveyed.

At the formal extreme we might consider a pub-
lic lecture where the speaker is (sometimes literally)
talking from a script, to a large number of listen-
ers (or even to a recording device with no listeners
physically present) and has minimal feedback from, or
two-way interaction with, the audience. This type of
spontaneous speech is perhaps the most constrained, and
most resembles text. At the most informal extreme, we
might consider the mumblings of young lovers. Their
conversation is largely phatic, and the words might
carry little of linguistic content but are instead rich in
feelings. For them, talk is almost a form of physical
contact.

There are many steps along the continuum between
these two hypothetical extremes of speaking-style vari-
ation, and they can be distinguished by the ratio of
paralinguistic to linguistic content, i. e., the amount
of personal information that is included in the speech.
The lecture, having almost no personal information and
a very high amount of propositional content will result
in a very low value of this measure, while the phatic
mutterings will score very high.
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510 Part D Text-to-Speech Synthesis

Speech research depends on the quality and types of
the data on which it is modeled. If we are to collect data
that contains sufficient examples of natural spoken in-
teractions along the whole range of this continuum of
values, then low-scoring material will prove very easy
to collect, but most lovers might object strongly to the

prospect of having a recording device intruding upon
their privacy. Thus, by far the majority of speech cor-
pora that have been used in previous research score very
poorly on this scale and as a result the speech that they
contain is not very far removed from pure text in its style
and content.

25.4 Approaches to Synthesizing Expressive Speech

Expressive speech synthesis is covered under many
patents, among them US patent no. 5 559 927 of Sept.
1996, for a Computer system producing emotionally-
expressive speech messages which describes “a com-
puter system in which the sounds of different speech
messages are stored or synthesized, the system being
adapted to reproduce a selected speech message and to
impart emotional expressivity thereto whose character
depends on the user’s choice”.

But what is emotional expressivity? Take as an ex-
ample, the website of the Signal Processing Laboratory
of the University of the Basque Country (UPV/EHU)
in Bilbao [25.20], which announces expressive speech
as its title, and which exemplifies what I believe to
be a popular and very widespread misconception about
expressive speech:

The page states that:

Expressive speech synthesis concerns the addition
of features related to the emotional state of the (syn-
thetic) speaker as well as the specific characteristics
that identify the speaker to the neutral synthetic
speech. As such, aspects as emotions (fear, anger,
surprise, disgust, happiness, unhappiness . . . ) and
voice quality features ( . . . ) should be considered
when synthesizing expressive speech.

It is often taken for granted that expressiveness in
speech is the direct result of changes in emotional states,
and furthermore that the emotions to be expressed are
limited to happiness, sadness, fear, anger, surprise, and
disgust (i. e., Ekman’s big six [25.21]). This may be an
understandable assumption but it is one that does little
justice to the sophistication of human interactive com-
munication as described above, unless we are to limit
expressive speech synthesis to the realms of storytelling,
cartoons, and entertainment [25.22–24].

Ekman was attempting to explain facial expression
when he published his seminal work, but the voice is
different from the face, and in spoken conversation, what
it reveals may not be the emotion so much as the interests
of the speaker. In our analysis of a very large corpus of

naturally occurring everyday conversations ([25.10,25],
see below), these strong emotions accounted for less than
1% of the expressive variability in the speech. However,
they account for more than 90% of the related research
in speech synthesis.

25.4.1 Emotion in Expressive
Speech Synthesis

The modeling of expressive speech for speech synthe-
sis perhaps started with the masters thesis of Janet Cahn
at MIT in 1989 on generating expression in synthesized
speech [25.26]. Her work resulted in an affect editor,
which modified the prosodic parameters of DecTalk,
changing the default settings of pitch, timing, voice qual-
ity and articulation according to the emotional states
(angry, disgusted, fearful, glad, and sad) that were se-
lected by the user.

Her first paper nearly 20 years ago [25.27] started
with the words: “Synthesized speech is readily distin-
guished from human speech on the basis of inappropriate
intonation and insufficient expressiveness”, of which
perhaps now only the latter part is still true, and she
continued: “In synthesized speech intonation makes
the message easier to understand; enhanced expressive-
ness contributes to dramatic effect, making the message
easier to listen to,” which is still completely true.

It is of particular interest to note that in the 1990
journal paper that described her thesis work [25.28], the
simple list of the big six emotions is expanded (Fig. 25.3,
which is Fig. 2 in her paper) to include more truly affec-
tive states: afraid, angry, annoyed, disgusted, distraught,
glad, indignant, mild, plaintive, pleasant, pouting, sad,
and surprised, although these were not mentioned in ei-
ther the thesis or in the 1989 conference paper to the
same society [25.29]. This necessary extension from
emotion to affect, perhaps encouraged by a sensitive re-
viewer, has not yet been so readily taken up by the rest
of the community of speech synthesis researchers.

A recent paper on expressive speech from
AT&T [25.30] for example, describes an experiment
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Fig. 25.3 The Effect Editor user interface. In this example, the sentence, “I saw your name in the paper.” will be spoken
with a Sad affect. The parameters of the model and their quantities appear in the middle column, labeled with the curent
emotion (Sad). (after [25.28, Fig. 2])

in synthesizing four emotional states – anger, happi-
ness, sadness and ‘neutral’ [sic] – using a concatenative
speech synthesizer. The results were evaluated by con-
ducting listening tests with 33 naive listeners and the
synthesized anger was recognized with 86.1% accuracy,
sadness with 89.1%, happiness with 44.2%, and neutral
emotion with 81.8% accuracy.

Recent developments at MIT for embodied com-
municative agents are extending Cahn’s research, but
still primarily from the standpoint of expressing raw
emotions. The Kismet project [25.31] explains:

emotions have a global impact on speech since
they modulate the respiratory system, larynx, vocal
tract, muscular system, heart rate, and blood pres-
sure. ... when a subject is in a state of fear, anger,
or joy, the sympathetic nervous system is aroused.
This induces an increased heart rate, higher blood
pressure, changes in depth of respiratory move-
ments, greater sub-glottal pressure, dryness of the
mouth, and occasional muscle tremor. The resulting
speech is faster, louder, and more precisely enun-
ciated with strong high frequency energy, a higher
average pitch, and wider pitch range. In contrast,
when a subject is tired, bored, or sad, the parasym-
pathetic nervous system is more active. This causes
a decreased heart rate, lower blood pressure, and in-

creased salivation. The resulting speech is typically
slower, lower-pitched, more slurred, and with little
high frequency energy.

Since the Kismet goals are to give the appearance
of sentience to an inanimate robot, these considera-
tions may be appropriate, but in their recognition of
human speech [25.32], they acknowledge concern with
the affective states and communicative intentions of
the speaker, categorizing incoming speech as one of:
soothing, approving, prohibiting, or neutral (i. e., robot-
directed). That is, they recognize that some speech is
listener-directed rather than speaker-revealing.

Part of the reason for the dominance of raw emotions
in expressivity research is the ease of collecting train-
ing data. Campbell and Iida collected an hour each of
happy, sad, and angry speech in addition to the stan-
dard read-speech to produce an emotional voice for
CHATR [25.33, 34]. By switching databases when pro-
ducing synthesized speech, listeners correctly perceived
the intended emotion. However, we soon found that our
users, typically speaking-impaired persons such as ALS
patients, had less need to express such simple emo-
tions and wanted instead to show interest through tone
of voice, or to show concern, warmth, indifference, to
be able to communicate their feelings rather than their
emotional states.
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512 Part D Text-to-Speech Synthesis

IBM Research, another team that has an excel-
lent reputation for speech synthesis, has recognized
this need for listener-based expression of affect, rather
than speaker-based expression of emotion [25.35]. They
acknowledge the intentional basis of human communi-
cation, and state their text-to-speech research goal to be
“to make synthesized speech as intelligible, natural and
pleasant to listen to as human speech and have it com-
municate just as meaningfully”. They use concatenative
techniques to tune the speech to fit the text content,
currently defining expressiveness as distinguishing be-
tween: a good news statement, a bad news statement,
a yes/no question, and Contrastive emphasis [25.36].

The need to distinguish between urgency and calm
in the voice is also realized by the automotive indus-
try. SVOX is continuing to research and develop new
ways to extend unit selection algorithms to impart var-

ious emotions and expressive voice corpora [25.37].
They claim that:

With SVOX SpeechCreate, expressive text-to-speech
prompts can be designed and integrated into our cus-
tomers system. For automotive applications, as an
example, an impression of urgency can be included
with driving directions that should be followed im-
mediately. In addition, paralinguistic sounds can
be added to increase the human-like quality of the
speech output.

There are many similar examples of expres-
sive speech on the web. The interested reader is
recommended to visit Felix Burk Burkhardt’s site
(http://emosamples.syntheticspeech.de) first of all, then
to explore the Humaine links [25.38] for a review re-
search related to the expression of emotions in speech.

25.5 Modeling Human Speech

In our own expressive speech research, we first produced
a corpus. The Japan Science and Technology Corpora-
tion core research for evolutional science and technology
(JST/CREST) expressive speech corpus [25.39] was col-
lected over a period of five years by fitting a small
number of volunteers with head-mounted high-quality
microphones and small minidisc walkman recorders to
be worn while going about their ordinary daily social in-
teractions. Further groups of paid volunteers transcribed
and annotated the speech data for a variety of charac-
teristics, including speech-act, speaker-state, emotion,
relationship to the interlocutor, etc.

Altogether, we collected 1500 h of spontaneous
natural conversational speech. All the data were man-
ually transcribed, and about 10% was further annotated.
Table 25.1 shows some of the categories that were used
for annotation. Speech samples can be listened to at
the project website, http://feast.atr.jp/non-verbal/. We
found many words and short phrases repeated frequently
throughout the corpus; utterances used by the speakers
more for their discourse effect than for their linguistic
or propositional content. These utterances proved most
difficult for the labelers to adequately categorize. They
function primarily as backchannel utterances, but also
serve to display a wide range of attitudinal and affective
states.

We have reported elsewhere [25.4] on studies that
measure the extent to which their function can be simi-
larly perceived by different groups of listeners belonging
to different cultural backgrounds and languages. In terms

of quantity, more than half of the utterances in the cor-
pus were of this predominantly nonverbal type; short
words or simple syllables that occurred alone or were
repeated several times in succession, often not appearing
at all in a dictionary of the formal language, but forming
essential components of a two-way spoken interaction.

Our labelers tested several methods of describing
these conversational utterances and eventually decided
on the three-level system shown in Table 25.1, whereby
the following could be distinguished

1. facts about the speaker
2. facts about the utterance, and
3. separate independent evaluations could be made

about the information portrayed by differences in
the voice quality.

Level 1 describes the state of the speaker, and re-
quires long-term context in order to enable a judgement.
It produces an estimation of the discourse purpose of the
utterance (see details below), the speaker’s emotional
states and mood (these labels are free input, those in the
table being examples), her interest in the discourse, and
finally a label to denote labeler confidence in the cur-
rent decisions. The numerical labels are forced choice
on a scale of high to low (see the lower part of the table)
with no default or zero setting.

Level 2 describes the style of the speech, its type and
purpose, as can be estimated from a short time window
(i. e., with no information regarding discourse context)
so that it describes the information available from lis-

Part
D

2
5
.5



Expressive/Affective Speech Synthesis 25.5 Modeling Human Speech 513

Table 25.1 Three levels of labeling for describing each
utterance, includingthe use of six-level forced-choice ten-
dency scales

Level 1 State (about the speaker)

Purpose A discourse-act/DA label (see text)
Emotion Happy/sad/angry/calm
Mood Worried/tense/frustrated/troubled/ . . .

Interest A 6-point scale from +3 to −3, omitting 0

Confidence A 6-point scale from +3 to −3, omitting 0
Level 2 Style (about the speech)

Type Speaking-style label (open class)

Purpose A discourse-act label (closed class)

Sincerity Insisting/telling/feeling/recalling/acting/ . . .

Manner Polite/rude/casual/blunt/sloppy/childish/
sexy/ . . .

Mood Happy/sad/confident/diffident/soft/
aggressive/ . . .

Bias Friendly/warm/jealous/sarcastic/flattering/
aloof/ . . .

Level 3 Voice (about the sound)

Energy A six-point scale from +3 to −3, omitting 0

Tension A six-point scale from +3 to −3, omitting 0

Brightness A six-point scale from +3 to −3, omitting 0

Level 0 Labeler

Confidence A six-point scale from +3 to −3, omitting 0

Six-point values Negative Positive

Very noticeable −3 3

Noticeable −2 2

Only slightly noticeable −1 1

tening to the isolated speech utterance alone, as distinct
from the same utterance situated in a discourse (i. e.,
we are not interested in whether the speaker is actu-
ally, e.g., angry or not, but only in whether the particular
segment in question sounds angry). The sincerity label
describes an important functional aspect of the speech,
such as can be distinguished between the verbs ‘insist-
ing’, ‘telling’, ‘quoting’, ‘saying’, ‘feeling’, ‘recalling’,
‘acting’, ‘pretending’, etc.

Manner is a bucket category that includes politeness
and sexiness (which are not at all mutually contradic-
tory) as well as childishness, sloppiness, etc. to describe
the perceived attitude(s) of the speaker towards the lis-
tener. This is complemented by mood and bias, of which
the former indicates the affective states of the speaker,
and the latter his or her attitudes.

Level 3 describes the physical characteristics of the
speaker’s voice quality and speaking style in perceptual
terms.

25.5.1 Discourse-Act Labeling

In order to describe the purpose or function of each
utterance, a decision is first made about its direction-
ality, which may be either offering (to the listener) or
seeking (from the listener). Utterances are then broadly
categorized into seven classes of discourse intentions,
including: questions, opinions, objections, advice, infor-
mation, greetings, and grunts. These category labels are
determined by necessity as examples of each appeared
in the data. As noted above, the last category accounted
for almost half of the utterances in the corpus.

Under the category of ‘questions’, we use the fol-
lowing labels: WH questions, Y/N questions, repetition
requests, and information requests.

Under the category of ‘opinions’ we use the follow-
ing labels: opinion, compliment, desire, will, thanks, and
apology.

Under the category of ‘objections’ we use the fol-
lowing labels: objection, complaint.

Under the category of ‘advice’ we use the follow-
ing labels: advice, command, suggestion, offer, and
inducement

Under the category of ‘information’ we use the fol-
lowing labels: give information, reading, introduce self,
introduce topic, and closing

Under the category of ‘greetings’ we use the follow-
ing labels: greeting, talking to self, asking self, checking
self.

Under the category of ‘grunts’ we use the following
labels: notice, laugh, filler, disfluency, mimic, habit, re-
sponse, and backchannel. Response and backchannel
utterances are further subcategorized into the fol-
lowing types: agree, understand, convinced, accept,
interested, not convinced, uncertain, negative, repeat,
self-convinced, notice, thinking, unexpected, surprise,
doubt, impressed, sympathy, compassion, exclamation,
listening, and other.

25.5.2 Expressive Speech and Emotion

The experience gained from this labeling process has
caused us to now rethink some of our original assump-
tions. We started out by attempting to overcome Labov’s
observer’s paradox on the assumption that long-term ex-
posure to a recording device would eventually cause the
wearer to become so familiar with it that it no longer be-
comes a hindrance to normal spoken interaction, even of
a highly personal kind. This has proved to be the case,
and is confirmed by the variety of speech that we have
collected.
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Fig. 25.4 The Chakai conversational speech synthesis interface. By clicking on a speech-act icon, a choice of emoticons
is displayed in the upper section of the screen according to corpus availability, from which an utterance having the
appropriate speech characteristics can be selected. Utterances are selected at random from among those in the same
category within the corpus so that subsequent selection of the same combination will provide natural variety without
unnecessary repetition

However, another paradox has arisen in its place.
We originally believed that we would be able to cap-
ture truly natural and spontaneous emotional speech
data by having a microphone active and in place be-
fore and while the emotional event took place. Instead,
we find that by far the majority of our speech mater-
ial is not marked for emotion as we then conceived
it, but that it varies significantly in dimensions better
related to affect and attitude, signaling the mood and in-
terest of the speaker, his or her current relations with
the listener, and controlling the variable flow of the
discourse.

We started out by believing that emotion was the
essential component lacking in our speech corpora for
technology development, but we now consider that the

human dimension that we were looking for is not best
described by the term ‘emotion’ at all. Our data score
very highly on the measure of paralinguistic to linguis-
tic content described in the introduction, and are very
far from the formal speech of less interactive situations,
almost half being nonverbal and affect-related, but they
lead us to conclude that the emotional state(s) of the
speaker are not always directly expressed, and that social
and interpersonal considerations override the supposed
link between subjective emotion and displayed affective
states. The social aspects of communication therefore
take precedence over the blunt expression of feeling,
and while the latter can perhaps be determined from an
expressive utterance, the multiple levels of information
in the former provide a richer source of data to be pro-
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cessed if we are to better understand the person through
her speech.

25.5.3 Concatenative Synthesis
Using Expressive Speech Samples

With such a large corpus, including more than 600 h
from one speaker alone, we were able to test some orig-
inal approaches to concatenative synthesis of expressive
speech. In this case, the units to be concatenated are
no longer subsegmental, but can be as large as whole
phrases. It might be debatable whether such a concate-
native technique is still to be called speech synthesis,
but since our unit-selection criteria make use of the la-
bels described above, we would claim that this is still
the case.

In parallel with the problem of determining the opti-
mal unit size, is the equivalent problem of how to specify
such units for input to the synthesizer. Plain text is no
longer appropriate when the intention of the speaker is
more important than the lexical sequence of the utter-
ance. Instead, we needed to enable the user to quickly
access a given corpus segment by means of higher-level
intention-related constraints.

Figure 25.4 shows a recent proposal for Chakai,
which is such a speech synthesis interface [25.40, 41]
that allows for free input (by typing text into the
white box shown at the bottom center) as well as
the fast selection of various frequently used phrases
and, in addition, an icon-based speech-act selection fa-
cility for the most common types of affective grunt.
The name, not unrelated to CHATR, is composed
of two Japanese syllables, meaning tea meeting, an
event during which social and undirected chat is com-
mon. This format enables linking to a conventional
CHATR-type synthesizer for creation of I-type utter-
ances not found in the corpus, while providing a fast,
three-click, interface for common A-type utterances
which occur most frequently in ordinary conversational
speech. Samples (and source code) are available from
http://feast.atr.jp/chakai.

The selection of whole phrases from a large con-
versation speech corpus requires specification not just
of the intention of the phrase (greeting, agreement, in-
terest, question, etc.,) but also of the speaker’s affective
state (as desired to be represented) and the speaker’s
long- and short-term relationships with the listener at
that particular time.

25.6 Conclusion

Humans are primarily social animals; they relate in
groups and form close communities and subgroups.
Much of human speech is concerned not with the trans-
mission of propositional content or novel information,
but with the transfer of affective information, establish-
ing bonds, forming agreements, and reassuring each
other of a positive and supporting (or other) environ-
ment.

In listening to a spoken utterance, human listeners
parse not just its linguistic content, but also the way
it has been spoken, voice qualities (including tone of
voice) provide clues to its intent, in a way that is com-
plementary to its content, to assist in the interpretation
of the utterance.

In speech conversation, both the speaker and the
listener are active at all times; the speaker predom-
inantly so, conveying novel information, while the

listener conveys feedback information about the flow
of the discourse, and about the mutual states of
comprehension.

In conversational speech, some of the time is devoted
to imparting propositional content, but much of the time
is devoted to managing the discourse; eliciting feedback,
controlling turn-taking, and expressing affective states
and stances.

In the synthesis of expressive speech, we must be
able to generate sounds that reproduce all levels of in-
formation in the speech signal. At present there are no
systems that can do this, but this is an active area of re-
search and one for which there is a strong human need.
If we can solve this problem, we will be able to pro-
duce a technology that people can relate to, can feel at
ease with, and that can process information at levels far
deeper than the mere linguistic.
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Historical Per26. Historical Perspective of the Field of ASR/NLU

L. Rabiner, B.-H. Juang

The quest for a machine that can rec-
ognize and understand speech, from any
speaker, and in any environment has been
the holy grail of speech recognition research
for more than 70 years. Although we have
made great progress in understanding how
speech is produced and analyzed, and al-
though we have made enough advances to
build and deploy in the field a number of
viable speech recognition systems, we still
remain far from the ultimate goal of a ma-
chine that communicates naturally with any
human being. It is the goal of this sec-
tion to document the history of research in
speech recognition and natural language un-
derstanding, and to point out areas where
great progress has been made, along with the
challenges that remain to be solved in the
future.
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26.1 ASR Methodologies

Speech recognition research has been on-going for more
than 70 years. Over that period there have been at least
four generations of approaches, and we forecast a fifth
generation that is being formulated based on current re-
search themes. The five generations, and the technology
themes associated with each of them, are as follows.

1. Generation 1 (1930s to 1950s): use of ad hoc meth-
ods to recognize sounds, or small vocabularies of
isolated words.

2. Generation 2 (1950s to 1960s): use of acoustic–
phonetic approaches to recognize phonemes,
phones, or digit vocabularies.

3. Generation 3 (1960s to 1980s): use of pattern recog-
nition approaches to speech recognition of small
to medium-sized vocabularies of isolated and con-
nected word sequences, including use of linear
predictive coding (LPC) as the basic method of
spectral analysis; use of LPC distance measures
for pattern similarity scores; use of dynamic pro-

gramming methods for time aligning patterns; use
of pattern recognition methods for clustering mul-
tiple patterns into consistent reference patterns; use
of vector quantization (VQ) codebook methods for
data reduction and reduced computation.

4. Generation 4 (1980s to 2000s): use of hidden
Markov model (HMM) statistical methods for mod-
eling speech dynamics and statistics in a continuous
speech recognition system; use of forward-backward
and segmental K -means training methods; use of
Viterbi alignment methods; use of maximum like-
lihood (ML) and various other performance criteria
and methods for optimizing statistical models; in-
troduction of neural network (NN) methods for
estimating conditional probability densities; use
of adaptation methods that modify the parameters
associated with either the speech signal or the sta-
tistical model so as to enhance the compatibility
between model and data for increased recognition
accuracy.
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5. Generation 5 (2000s to 2020s): use of parallel pro-
cessing methods to increase recognition decision
reliability; combinations of HMMs and acoustic–
phonetic approaches to detect and correct linguistic
irregularities; increased robustness for recognition
of speech in noise; machine learning of optimal
combinations of models.

The generations are not distinct, as most of the key
ideas that define each generation were formulated in
earlier generations. However, the indicated time periods
for each generation represent the eras in which most of
the research took place and the times when the resulting
technology became the standard for most recognition
systems of that era.

We discuss a range of technology issues and the
way they have evolved in each of the speech recognition
generations in the remainder of this paper.

In the area of natural language understanding (NLU)
we have seen three highly overlapping generations of
technology evolve including the following:

1. Generation 1: realize task constraints using simple
nodal grammars independent of the acoustic realiza-
tion of the spoken sentence and without regard to
disfluencies in speaking.

2. Generation 2: incorporate statistical grammar and
utilize finite state networks (FSN) to model acous-
tics, syntax, and semantics jointly in a single
integrated model which can be configured to account
for nongrammatical acoustic events, and which
can be optimally searched to find the best path
corresponding to the most likely spoken sentence
consistent with the task grammar and semantics (and
even possibly with task pragmatics).

3. Generation 3: utilize more-complex syntax and
semantic representations that maximize language
coverage and minimize language over-coverage.

Unfortunately, due to space limitations, we will not
be able to talk about the technology evolution in the
three generations of NLU research; however, Chap. 31
by Roukos will cover this area in great detail.

26.1.1 Issues in Speech Recognition

As we examine the progress made in implementing
speech recognition and natural language understanding
systems over the years, we will see that there are a num-
ber of issues that need to be addressed in order to define
the operating range of each speech recognition system
that is built. These issues include the following:

• Speech unit for recognition: ranging from words
down to syllables and finally to phonemes or
even phones. Early systems investigated all these
types of units with the goal of understanding
their robustness to context, speakers and speaking
environments• Vocabulary size: ranging from small (order of
2–100 words), medium (order of 100–1000)
words, and large (anything above 1000 words up
to unlimited vocabularies). Early systems tackled
primarily small-vocabulary recognition problems;
modern speech recognizers are all large-vocabulary
systems• Task syntax: ranging from simple tasks with al-
most no syntax (every word in the vocabulary can
follow every other word) to highly complex tasks
where the words follow a statistical n-gram language
model• Task perplexity (the average word branching fac-
tor): ranging from low values (for simple tasks)
to values on the order of 100 for complex tasks
whose perplexity approaches that of natural lan-
guage task• Speaking mode: ranging from isolated words (or
short phrases), to connected word systems (e.g., se-
quences of digits that form identification codes or
telephone numbers), to continuous speech (including
both read passages and spontaneous conversational
speech)• Speaker mode: ranging from speaker-trained sys-
tems (works only on individual speakers who trained
the system) to speaker-adaptive systems (works
only after a period of adaptation to the individual
speaker’s voice) to speaker-independent systems,
which can be used by anyone without any addi-
tional training. Most modern ASR (automatic speech
recognition) systems are speaker independent and
are utilized in a range of telecommunication applica-
tions. However, for dictation purposes, most systems
are still largely speaker dependent and adapt over
time to each individual speaker• Speaking situation: ranging from human-to-machine
dialogues to human-to-human dialogues (e.g., as
might be needed for language translation systems)• Speaking environment: ranging from a quiet room,
to noisy places (e.g., offices, airline terminals), and
even outdoors (e.g., via the use of cellphones)• Transducer: ranging from high-quality microphones
to telephones (wireline) to cellphones (mobile) to
array microphones (which track the speaker location
electronically)
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• Transmission channel: ranging from simple tele-
phone channels, with μ-law speech coders in the
transmission path for wireline channels, to wireless
channels with fading and with a sophisticated voice
coder in the path

We will see that, whenever we discuss individual
recognition systems, we will characterize them in terms
of this list of issues (although not every issue will be
specified for each system).

26.2 Important Milestones in Speech Recognition History

Although people have been interested in machines that
listen and understand for a very long time, there have
been a few events that have heightened public aware-
ness of speech recognition systems in very clear and
focused ways. Perhaps the most well-publicized event
was a movie that introduced the general public to
machines that could understand speech and respond
accordingly, namely the Stanley Kubrick movie 2001:
A Space Odyssey which was first introduced in 1968.
In this movie an intelligent machine, called HAL 9000,
spoke in a natural sounding voice and was able to recog-
nize and understand fluently spoken speech, and respond
intelligently. This movie raised the public awareness of
the potential of machines to take over a range of tasks
that interacted with humans and provided a range of
services and information, on demand. A second movie
that raised public awareness of the potential of ma-
chines interacting with humans was the Star Wars saga
of George Lucas. Here the machines (in the form of
the mobile robots R2D2 and C3P0) were intelligent,
able to speak naturally, able to recognize and under-
stand fluent human speech, and able to move around
and interact with their environment and with other
machines.

A third important milestone that occurred totally
within the speech recognition community was the cre-
ation of a vision for the future, by Apple Computer,
in the form of a video of a scenario of life in the
year 2011 entitled Knowledge Navigator. This video
portrayed a man working from his home and interact-
ing with his laptop computer via an intelligent agent
interface. The intelligent agent was portrayed via an an-
imated, natural-looking face that appeared on the screen
and was able to speak naturally and understand all spo-
ken inputs. What made the video so important was the
user interfaces to information that were basically de-
fined by this video, including a speech user interface
(SUI) that was as natural and easy to use as speaking to
another human being, as well as a multimodal user in-
terface (MUI) where the user had a choice of speaking,
pointing and clicking, and dragging and dropping ob-

jects. The video gave clear indications of how valuable
it was to integrate all these interactive modes to max-
imize the efficiency of interacting with the machine to
achieve desired goals. This video energized the speech
research community and gave it a well-defined challenge
that focused technology efforts throughout the world for
more than a decade.

A fourth important milestone was the introduction
of a broad-based speech recognition service within the
telecommunications community, called Voice Recogni-
tion Call Processing (VRCP) in 1993 by AT&T [26.1,2].
This simple voice-enabled system enabled the 100
million customers of AT&T to make a range of operator-
assisted toll calls (person-to-person, third-party billing,
collect, reversed charges, or operator assisted) without
having to interact with a human operator. Using a simple
vocabulary of five phrases (one for each of the services),
users could speak any of the phrases either as an iso-
lated command or embedded in a carrier sentence (using
so-called word or phrase spotting technology), and be
reliably and accurately recognized more than 99% of
the time. This system ultimately properly handled about
1.2 billion calls each year and made the general public
aware that more-powerful speech recognition systems
were just around the corner.

A fifth important milestone was the development
and introduction to the public of several speech under-
standing systems (both demonstrations and real-world
systems) that could hold a dialogue with a human
user to complete a transaction or provide some desired
information. Such systems, when properly designed
and implemented, appeared to be intelligent and able
to handle complex tasks with seemingly minimal ef-
fort. Among such systems were the Jupiter system for
weather information from MIT [26.3], the Pegasus sys-
tem for flight information (also from MIT [26.4]), and
the “How May I Help You” system for call routing of
customer help line requests from AT&T [26.5, 6].

Today, in 2007, there are thousands of active speech
recognition systems in use in telecom environments, in
automobiles, on cellphones, in home environments and
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office environments, showing just how far we have come
over the past 70 years. Most of these systems primarily
work in limited task domains (account entry, airlines in-
formation, stock-price quotations, directions, etc.) and

in limited environments (e.g., quiet office or home), but
their ubiquity and performance is testimony to the de-
gree of success that has already been achieved with the
technology.

26.3 Generation 1 – The Early History of Speech Recognition

Speech research in the period between 1930 and 1950
was dominated by research which attempted to deter-
mine the relationship between the linguistic identity of
a sound (the phoneme or syllable being pronounced) and
the spectral characterization of that sound, the so-called
acoustic–phonetic representation of speech. There was
also a great deal of research in trying to understand
the factors that influenced the intelligibility of speech
for different sounds and various noise environments.
The two most prominent researchers during this period
were Harvey Fletcher and Homer Dudley, both from
AT&T Bell Laboratories [26.7–9]. The pioneering work
of these two speech pioneers firmly established the re-
lationships between sound classes and signal spectrum,
and showed that reliable identification of the phonetic

nature of a speech sound was inherently tied in with
reliable estimation of the spectral properties of that
sound. The work of Fletcher, Dudley, and numerous
other speech processing pioneers was quantified in the
landmark book Visible Speech [26.10] and this book
served as the bible of speech processing for a number of
years.

The first generation of speech recognition research
basically defined the front end analysis for modern
speech recognition systems as a time-varying spectral
analysis of the speech signal. Ultimately a number of
variants of short-time spectral analysis were devised in
subsequent years including filter bank analyses, model-
based estimation methods [including the technique of
linear predictive coding (LPC)], and cepstral analysis.

26.4 Generation 2 – The First Working Systems for Speech Recognition

In the second generation of research on speech recog-
nition systems we see a number of studies trying to
create realizations of the analysis of Fletcher and Dud-
ley, namely trying to establish algorithmic approaches
to the quantification of the phonetic identity of a sound
(or a sequence of sounds) based on measured spectral
properties of the sound, as a function of time.

Among the systems built during this period were the
following:

• In 1952 Davis, Biddulph, and Balashak of Bell Lab-
oratories [26.11] designed and implemented a single
speaker (i. e., a speaker-trained system), isolated
digit recognizer based on learned formant trajec-
tories during the vowel regions of the spoken digit.
(The formant regions are the resonances of the vo-
cal tract in producing the sounds and generally, but
not always, correspond to prominent peaks in the
speech spectral density of the sound.) Even with
these crude reference patterns that were based on
the spectral density of the speech signal, for some
speakers, virtually perfect digit recognition scores

could be obtained, whereas for other speakers the
digit recognition accuracy fell to the 50% range,
showing the difficulty of even a simple isolated digit
recognition task.• In 1956 Olson and Belar of RCA Laborato-
ries [26.12] built a single speaker recognition system
that attempted to recognize 10 monosyllables based
on a crude spectral analysis using a filter bank with
eight frequency bands over the frequency range of
interest. Measurements of the spectral energy of the
eight bandpass filters were made at five uniformly
distributed times across the spoken input (a crude
form of linear time normalization) and the result-
ing reference pattern of eight spectral measurements
and five time points was quantized to 40 bits (i. e.,
1 bit for each grid point), and compared to a stored
pattern for each of the 10 monosyllables. Again the
performance was highly variable with talkers, but at
least one talker was able to achieve 98% accuracy
using this system.• One of the first attempts to build a speaker-
independent speech recognition system was de-
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scribed by Forgie and Forgie of MIT Lincoln
Laboratory [26.13]. The vocabulary of interest was
a set of 10 vowels (spoken in the carrier syllable
/b/-vowel-/t/). The front-end spectral analysis was
a 35 channel filter bank from which the promi-
nent spectral regions were estimated and the first
three formants were selected to represent the vowel
sound in the utterance. In limited testing the system
achieved 93% accuracy, a major accomplishment at
its time in history.• In 1959 Denes and Fry at University College in
London built a system to recognize a sequence of
one of four vowels followed by one of nine con-
sonants [26.14]. The system consisted of a spectral
analyzer and a spectral pattern matching algorithm.
Although the performance of the resulting system

was not very good, the most interesting part of their
research was showing that when a linguistic model
based on the actual probabilities of the sequence of
a given vowel, p1, and a given consonant, p2 were
utilized in the scoring method, the performance in-
creased from 24% accuracy to 44% accuracy – a very
significant rise due to the use of a grammar.

This one-to-one association of a section of the speech
signal to a distinct sound (phoneme, syllable, or word
for the most part), often denoted as a segmentation and
labeling approach to speech recognition, proved to be
a lot more difficult than anticipated, due to the high de-
gree of variability of the spectral information for a given
sound across speakers, accents, and linguistic content of
the speech being analyzed.

26.5 Generation 3 –
The Pattern Recognition Approach to Speech Recognition

A number of significant technological advances in
speech processing systems (and their application to
speech recognition systems) occurred over the period
from 1960 to 1980. In the area of spectral analysis, the
method of linear predictive coding was developed by
Atal and Itakura (working independently) [26.15, 16]
and rapidly became the method of choice for front-end
spectral analysis of speech. The concept of compar-
ing (determining the spectral distance between) two
spectral representations was proposed and studied by
Itakura [26.17] and was widely used in pattern-based
systems. The concept of optimally aligning speech spec-
tral patterns for utterance-long sentences, based on
dynamic programming concepts, has come to be known
as the set of dynamic time warping (DTW) methods
and was originally proposed by Vintsyuk in the So-
viet Union [26.18] and later by Sakoe and Chiba in
Japan [26.19]. The concept of quantizing a spectral
representation (in the form of a vector of spectral com-
ponents) using an optimally designed codebook led to
the methods of vector quantization (VQ), as originally
proposed by Linde et al. [26.20] and studied by Ger-
sho and Gray [26.21]. One last important technological
contribution during generation 3 was the introduction of
statistical pattern clustering techniques as the method of
choice for creating speaker-independent reference pat-
terns from multiple speaker-training tokens, as proposed
by Rabiner et al. [26.22].

The 1960s saw the introduction of several Japanese
laboratories into the speech recognition arena, generally
building special purpose hardware (as opposed to com-
puter simulations) to test out their systems. Among the
many Japanese systems of the 1960s were the following:

• In 1961, Suzuki and Nakata, at the Radio Re-
search Lab in Japan, built a 26 channel spectrum
analyzer as the front end for a vowel recognition
system [26.23]. The channels were grouped together
and connected to a set of vowel decision circuits
(using the voiced/unvoiced and pitch period informa-
tion as controls) which periodically sampled the the
vowel decision outputs and choosing the phoneme
most frequently recognized.• In 1962, Sakai and Doshita of Kyoto University
built a vowel/consonant recognition system based
on a segmentation of speech into vowels and con-
sonants, based on zero crossing (ZC) and frequency
band energy, and obtained recognition accuracies on
the order of 90% for vowels and 70% for conso-
nants (with some phonemes eliminated from the test
set) [26.24].• In 1963, Nagata et al. at NEC Labs in Japan built
a hardware filter bank with 8 spectral bands and
created one of the first systems that was shown ca-
pable of recognizing 10 Japanese isolated digits in
a highly reliable manner, using early forms of many
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of the techniques that were being developed over the
course of generation 3 [26.25].

There were three other key developments in speech
recognition research in the 1960s that had long-lasting
influence on the directions of research over a decade or
more. The first was the research of Tom Martin and his
colleagues at the RCA Laboratories [26.26]. The novel
aspect of this work was the understanding that reliable
detection of speech beginning and ending points en-
abled a rudimentary form of nonuniform time alignment
between reference and test patterns, which enabled sig-
nificantly more-reliable speech recognizer performance.
Martin ultimately developed a set of highly reliable
algorithms for word recognition, built hardware solu-
tions that implemented these new methods, and founded
one of the first companies (Threshold Technology) that
built, marketed and sold speech recognition products.
One of the first products from Threshold Technology,
called the VIP-100 recognizer, was used for a vari-
ety of real-world applications including baggage sorting
at airports, package sorting at FedEx distribution cen-
ters, and for television face plate manufacturing quality
control.

The second key development of the 1960s was the
pioneering research of Raj Reddy, initially at Stanford
University and ultimately at Carnegie Mellon University,
in the field of continuous speech recognition based on
dynamic tracking of phonemes [26.27]. Reddy laid the
foundation for more than three decades of research in
speech recognition at Carnegie Mellon University and
was directly involved in many of the key recognition
systems of the last three generations.

The third key development at the end of the 1960s
was the work of Velichko and Zagoruyko in the So-
viet Union [26.28]. These researchers used the earlier
work of Vintsyuk [26.18] to build a speech recognizer
based on a pattern recognition framework and using dy-
namic programming time alignment methods. Velichko
and Zagoruyko ultimately built a 200-word recognizer
and were able to achieve reliable and robust performance
for a range of talkers.

In a classic review of the state of the art in speech
recognition, S. R. Hyde looked at the progress that had
been made in speech recognition systems at the end
of the 1960s, and among his many observations and
conclusions were the following [26.29] (with updated
perspectives):

• The debate as to the basic unit of speech recogni-
tion, namely either the phoneme or the syllable, was

not yet resolved. This debate would take another
20 years to resolve, but ultimately the decision was
to use context-dependent phones as the basic speech
recognition unit.• Speech cannot be directly segmented into phonemes
because of the importance and the influence of
context dependency. Hence all segmentation and
labeling systems were essentially doomed with-
out applying linguistic constraints over multiple
phonemes.• Time normalization based on linear shrinking or
stretching the waveform to match patterns does
not work, particularly when carried out over the
span of a word. Speech is a dynamic signal and
certain sounds of speech can be expanded or com-
pressed almost at will, while other sounds are highly
constrained and cannot easily be expanded or com-
pressed by arbitrary amounts. Hence a suitable form
of time normalization, via nonlinear time alignment
methods, was crucial to the ultimate success of any
recognition system.• In order for speech recognition to work reliably in
a range of speaking environments, robust spectral
measurements are crucial. This observation is at the
heart of current research that is seeking methods of
making standard spectral measurements be robust to
noise, distortion, and reverberation.• In order to recognize speech using just acoustic
measurements, an effective method of talker normal-
ization is essential. This observation is a reflection of
the spectral variability of speech as a function of the
vocal tract dimensions. Hence any effective system
has to either normalize out this variability or account
for it as part of the recognition model. Most modern
systems build statistical models which account for
the variability, since it is difficult, if not impossible,
to properly normalize for every possible talker.• Devising and perfecting speech recognition systems
that are effective for single talkers is of little value
in solving the problem in a speaker-independent
manner. Hence we need to tackle the problem of
interspeaker variability directly and not try to build
in fixes to the single talker systems.• We need to utilize linguistic information in order
to properly and accurately recognize fluent speech.
This is basically the only way of handling the word
perplexity problem and making the recognition task
manageable, even for large word vocabularies.

Many of the observations made by Hyde helped
guide speech recognition research for a decade or more.
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26.5.1 The ARPA SUR Project

By the end of the 1960s, the Advanced Research Projects
Agency (ARPA) decided that speech recognition re-
search had advanced sufficiently that it was time to
pose a challenge, namely to see whether any research
lab could build a demo of a working system that could
reliably and accurately recognize continuous speech.
The ARPA Speech Understanding Research (SUR) pro-
gram began in 1971 and had a 5 year limit for achieving
a defined set of goals, with the general guidelines of:

• transforming phonemes (or syllables) into words
with the aid of linguistic information• using stress to identify semantic content words and
phrase boundaries• using syntax to constrain word sequences• using semantics to further constrain word sequences

The specific set of goals for the ARPA SUR project
were [26.30]:

Accept connected speech, from many cooperative
speakers, in a quiet room, using a good microphone,
with slight tuning/speaker, accepting 1000 words,
using an artificial syntax, in a constraining task,
yielding < 10% semantic error, in a few times real
time, on a 100 MIPS machine.

One interesting aspect of the ARPA SUR project was
that each participating research group was free to choose
the task that was to be solved using the final recognition
system.

A large number of groups participated in the SUR
project, and among the technological contributions that
came out of the project were the following:

• use of LPC as the front-end spectral processor
became the standard for speech recognition sys-
tems [26.15, 16, 31],• methods for reliably estimating vocal tract areas
and vocal tract lengths from LPC representa-
tions [26.32],• use of the LPC residual as a sound similarity mea-
sure [26.17],• use of dynamic programming for time align-
ment [26.18, 19],• the cepstral and cosh distance measures [26.33, 34],• the concept of statistical modeling which later
evolved into hidden Markov models [26.35],• the importance of detecting utterance end-
points [26.36], and

• the importance of applying phonological rules of
language to limit the recognition search [26.37, 38].

The major participants in the ARPA SUR project
were Carnegie Mellon University (CMU), Bolt Be-
ranek and Newman (BBN) and the System Development
Corporation (SDC), working jointly with the Stanford
Research Institute (SRI). A wide variety of approaches
were studied during the 5 year cycle including standard
segmentation and labeling methods (used in the SDC and
BBN systems), along with a novel blackboard approach
based on parallel asynchronous processes for proposing
and verifying word hypotheses, and for proposing and
verifying sentences consistent with the syntax and se-
mantics of the chosen task (used in the CMU Hearsay II
system).

Interestingly, the most successful speech recognition
system, and the only one that essentially met the chal-
lenge specifications of the ARPA SUR project was the
HARPY system of Bruce Lowerre of CMU [26.39]. This
system used a conventional segmentation and labeling
approach (much like systems of the earlier generation).
The key novelty of the system was a compilation of the
acoustic models with the lexical representation of words,
the syntactic production rules for sentences, and a set
of word boundary rules, into one large homogeneous
network that could be readily represented as a finite
state network (FSN) and searched (from left to right)
using a beam search that only retained search paths that
were close to (within a beam width) the locally opti-
mum search path at each frame of the spoken utterance.
The high degree of match between the goals of the ARPA
SUR project and the performance of the HARPY system
is shown in Table 26.1.

Table 26.1 Match between the goals of the ARPA SUR
project and the performance of the HARPY system

Goal HARPY

Continuous speech Yes

Many speakers 5 (3 male, 2 female)

Cooperative Yes

Quiet room Computer terminal room

Good microphone Close talking

Slight tuning/talker 20 training sentences/talker

> 1000 words 1011 words

Artificial syntax Average branching factor= 33

Constrained task Document retrieval

< 10% semantic error 5% semantic error

Few times real time 80 times real time

100 MIPS machine 0.4 MIPS PDP-KA10
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Table 26.2 Performance of the various ARPA SUR systems at different tasks

System Sentence Word branching Task Typical sentence
accuracy (%) factor

CMU HARPY 95 33 Document retrieval How many articles on psychology are there?

CMU Hearsay-II 91, 74 33, 46 Document retrieval How many articles on psychology are there?

BBN HWIM 44 195 Travel budgets What is the plane fare to Ottawa?

SDC 24 105 Ship facts How fast is the Theodore Roosevelt?

Table 26.2 shows a summary of the performance
of two CMU systems (HARPY and HEARSAY II), the
BBN Hear What I Mean (HWIM) system, and the SDC
system. It can be seen that the performance of these
speech understanding systems is a strong function of
the vocabulary average word branching factor, going
from a high of 95% semantic accuracy for HARPY with
a word branching factor of 33 on the document retrieval
task, to 24% semantic accuracy for the SDC system with
a word branching factor of 105 on a ship database task.
Interestingly the BBN HWIM system for travel bud-
gets had a word branching factor of 195 but was able
to achieve 44% semantic accuracy. The performance of
the Hearsay II, HWIM, and SDC recognizers all failed
to meet the ARPA SUR performance goal. However,
the use of a set of parallel asynchronous processes (to
simulate a set of component knowledge sources) with
the use of a blackboard (to integrate the current state of
knowledge about the words in the spoken sentence) was
an innovative idea and one that defined the Hearsay II
system as unique in its field. The BBN HWIM sys-
tem also introduced new ideas into speech recognition
systems including a lexical decoding network incorpo-
rating advanced phonological rules (whose goal was
to improve the phoneme recognition rate by exploiting
knowledge about contextual effects), a method of han-
dling segmentation ambiguity using a lattice of alternate
hypotheses, and the concept of performing word verifi-
cation tests at the parametric level. Finally we note that at
about the time that the ARPA project was ending, some
new work was presented at CMU by Jim Baker, called
the DRAGON system, based on statistical modeling of
speech via hidden Markov models [26.35].

The ARPA SUR project had a huge impact on the
field of speech recognition and natural language under-
standing. Among the long term achievements of this
program were the following (taken from [26.40]):

1. established two viable architectures for speech
recognition and natural language understanding in-
cluding:

– a uniform, precompiled, network representation
of several levels of knowledge (acoustic, syntac-
tic, and semantic)

– a viable communication strategy between a set of
parallel asynchronous processes via a common
blackboard arrangement

2. established a network structure for representing task
syntax (grammar) along with an understanding of
the role of language perplexity on the performance
of the recognizer for different tasks

3. established a viable control strategy for determin-
ing (via a network search) the best matching valid
sentence in the language, using a left-to-right (or bot-
tom up) search strategy mitigated by a beam search
whose width was a function of the reliability of the
recognition decision at each frame in time

4. established the importance of using semantics and
context to reduce the size of the network search and
to improve recognition system performance

5. established the value of precompiling the task syntax
(at least for small to medium size tasks) and integrat-
ing the syntax into the overall network to be searched
to find the best matching sentence in the language

6. established the value of a word verification strategy
that enabled the system to backtrack and consider
alternate paths when the word verification score was
not above a threshold of reliability; this strategy also
showed the clear benefits of applying phonological
rules at word boundaries to account for pronuncia-
tion changes due to context

7. established the understanding that phonetic seg-
mentation and labeling, as distinct processes in the
recognition system, were not necessary for reliable
word recognition in connected speech recognition
tasks, e.g., connected digit recognition applications

8. established the value of statistical models of sounds
(or words) via models like the hidden Markov model
(HMM)

9. established LPC methods as the standard front-end
processing for virtually all viable speech recognition
systems
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10. showed that talker normalization could be achieved
with as few as 20 training sentences per new talker

11. showed that a full dialogue system, with appropri-
ate response generation to each recognized sentence,
was a viable model for human–machine communi-
cation systems.

By virtually any account, the ARPA SUR project
was one of the most important events in the history
of speech recognition and its achievements spurred the
research agendas of most labs for more than a decade.

26.5.2 Research Outside
of the ARPA Community

Outside of the ARPA community, two major efforts in
speech recognition research were underway at IBM Re-
search Lab and at AT&T Bell Labs. The two research
efforts were aimed in completely different directions,
with the effort at IBM striving to build a voice typewriter
and the effort at Bell Labs striving to build speaker-
independent speech recognizers that could be utilized
within the telecommunications market for a range of
applications such as voice dialing and command-and-
control routing of phone calls.

The IBM research effort was led by Fred Jelinek and
its goal was to build a system that could convert speech
(initially in isolated word format, i. e., sentences spo-
ken a word at a time with a slight pause between words,
ultimately as continuous speech sentences) into a se-
quence of words (and punctuation marks) that could be
entered into a text processing program and ultimately
displayed on some output medium (computer monitor
or paper) [26.41]. The resulting recognition system was
essentially a speaker-trained system (requiring an en-
rollment period for each new talker) and was called the
Tangora system [26.42]. The major technical achieve-
ments of the IBM research effort were the size of the
vocabulary (virtually unlimited in size), with initial
intended application being the creation of office cor-
respondence using voice commands, and the creation
of a statistically defined grammar. Further, IBM defined
the structure of the recognition architecture as a statis-
tical decoding algorithm that sought to maximize the
likelihood of the recognized string over the set of all
possible sentences that were valid within the language
model of the task at hand. Using a statistical model to
represent basic speech units, with a lexicon of word pro-
nunciations and the statistical word grammar (called an
n-gram language model because it proscribed the proba-
bility of a given word on the basis of the preceding n−1

words), the entire recognition problem was formulated
as a maximum-likelihood decoding of the probability of
a sentence (word sequence) in the language given the
acoustic description of the speech signal (the spectral
analysis vector representation of speech over time).

A block diagram of this fundamental approach to
speech recognition is given in Fig. 26.1, which shows
a sentence W being converted to a speech signal s[n] via
the speech production process. The speech signal is then
spectrally analyzed (by the acoustic processor) giving
the spectral representation, X = (X1, X2, . . . , X L ) for
the L frames of the speech signal. The linguistic decoder
solves for the maximum likelihood sentence, Ŵ , that
best matches X (i. e., maximizes the probability of W
given X) via the Bayesian formulation:

Ŵ = arg max
W

P(W |X) (26.1)

= arg max
W

P(X|W)P(W)

P(X)
(26.2)

= arg max
W︸ ︷︷ ︸

Step 3

PA(X|W)︸ ︷︷ ︸
Step 1

PL (W)︸ ︷︷ ︸
Step 2

. (26.3)

The maximization of (26.1) is converted to (26.2) us-
ing the Bayes rule, and since the denominator term P(X)
is independent of W , it can be removed leading to the
three-step solution of (26.3). Here we explicitly denote
the acoustic model by labeling P(X|W) as PA(X|W),
where A denotes the set of acoustic models of the speech
units used in the recognizer, and we denote P(W) as
PL (W) for the language model describing the proba-
bilities of various word combinations. The process of
determining the maximum-likelihood solution is to first
train (offline) the set of acoustic models so that step 1 in
(26.3) can be evaluated for each speech utterance. The
next step is to train (again offline) the language model
for step 2, so that the probability of every word sequence
that forms a valid sentence in the language model can
be evaluated. Finally step 3 is the heart of the computa-
tion, namely a search through all possible combinations
of words in the language model to determine the word
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Fig. 26.1 Block diagram of the statistical model for speech recog-
nition
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sequence, W , that maximizes the probability, and finally
to set the solution, Ŵ to the maximum likelihood so-
lution obtained in step 3. Very efficient procedures for
solving (26.3) have been devised [26.41, 43].

A second large effort aimed at building a speech
recognition system that could readily be used by a vast
population of talkers (literally tens of millions) was the
focus of research at AT&T Bell Labs in the late 1970s.
Inherently the system had to be speaker independent
and had to be able to deal with a range of talkers and
regional accents. This requirement led to research into
methods for clustering speech patterns (from a large
number of talkers) in order to create word and sound ref-
erence patterns that could be used broadly [26.22]. Since
most of the telecommunications applications of interest
were highly constrained tasks, with small vocabular-
ies and only very limited language models, most of the
effort was concentrated on creating highly robust acous-
tic models for words and subword units. Further, since

the desired speech recognition systems had to work for
speakers who were likely to speak carrier phrases along
with the set of valid vocabulary words/phrases that were
to be recognized for a given service, it was essential
to develop a set of keyword spotting methods [26.44].
For example, a customer might request a credit-card
service by either speaking the two-word phrase “credit
card” or, alternatively, he/she might say “I’d like to make
a credit card call”. For highly constrained tasks, like op-
erator services or voice dialing, it is reasonably simple to
spot a small set of keywords in continuous speech and
provide a highly robust service capability, rather than
making the customer repeat the command without the
extraneous speech.

The real significance of the speech recognition ef-
forts at IBM and at AT&T Bell labs was that a strong
mathematical formalism and rigor guided both efforts,
and helped to usher in the fourth generation of speech
recognition technology.

26.6 Generation 4 – The Era of the Statistical Model

The key technology development of the fourth gener-
ation of speech recognition research was a paradigm
shift away from the basic pattern recognition methods
that used templates and spectral distance-based time
alignment of patterns, to a rigorous, mathematically
based, statistical modeling framework. Two statistical
methodologies evolved over the fourth generation of
research, namely the HMM approach (as a complete
modeling system for ASR) and the artificial neural net-
work (ANN) approach (as a method for estimating class
conditional probability densities). We discuss each of
these methodologies separately.

The fundamentals of statistical modeling based on
HMMs was known and understood during the third re-
search generation by people at the Institute for Defense
Analyses (IDA) in Princeton [26.45], and, by extension,
the methodology and theory of the HMM was intro-
duced at Carnegie Mellon University via the work of
Jim Baker on the DRAGON system [26.35], and ex-
tended via the work of the IBM speech recognition
research team [26.41]. To commemorate the publication
and release of information about the HMM methodol-
ogy [26.45], a multiday seminar was held at the IDA
facilities in Princeton, NJ with attendance by people
from a number of speech research laboratories. As a re-
sult of this seminar series, work was started at AT&T
Bell Labs on investigating the use of HMMs for speech

recognition applications in telecom, resulting in the pub-
lication of two papers by the team of Levinson, Sondhi,
and Rabiner [26.46, 47] that explained the basic theory
and gave examples of how to apply the theory to speech
recognition problems. The use of HMMs in the speech
recognition community grew rapidly, with strong sup-
port from the DARPA program, after the publication of
these two seminal papers, and by the end of the 1980s the
HMM became the preferred model of choice for speech
recognition systems. Due to the steady stream of im-
provements and refinements of the HMM technology,
use of HMMs for both automatic speech recognition
and natural language understanding systems has grown
in popularity and remains a vital component of all speech
recognition systems today.

The strength of the HMM methodology lies in the
structure of the HMM, namely the doubly stochastic pro-
cess that models the intrinsic variability of the speech
signal (as seen from the analyzed spectral features of
each frame) as well as the structure of spoken language,
in an integrated and consistent statistical modeling
framework [26.48]. The HMM formalism enables a con-
sistent modeling of the linguistic structure of speech via
a Markov chain of states, and a consistent statistical
description of the variability of the acoustic (spectral)
features of speech via a set of probability distributions.
Given a training set of a sufficient number of text-labeled
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utterances, there exists within the HMM methodology
an efficient estimation method, known as the Baum–
Welch (or forward–backward) algorithm [26.49], for
obtaining the best set of parameters that define the cor-
responding set of models for the speech recognition
task at hand. Thus, the training phase of the HMM
methodology is the estimation of the set of HMM model
parameters that maximize the likelihood of the labeled
utterance, given the measured spectral characterization
of the speech utterance. Once the set of models is de-
termined, via the parameter estimation procedure, the
resulting models can then be used to score the likeli-
hood of unseen speech utterances (a test set), providing
a likelihood (or equivalently a probability) score that an
unknown utterance is a realization of the word (or se-
quence of words) represented by the appropriate set of
models. It rapidly became clear to the speech recogni-
tion community that the HMM approach to training and
scoring of speech recognition systems represented a ma-
jor leap forward from the simple pattern recognition and
acoustic–phonetic methods used in earlier generations
of speech recognition technology. As such, the HMM
method has become the paradigm of choice for virtually
all speech recognition systems since the early 1990s.

One of the strengths of the HMM methodology
was its ability to incorporate a larger speech decod-
ing framework, i. e., a language model (including both
syntactic and semantic descriptions of the task gram-
mar and semantics), represented as a finite state network
(FSN). Figure 26.2 shows an example of the resulting
FSN for the utterance “Show all alerts”, where the in-
dividual speech sounds (context-dependent phonemes
in this example) are each represented by HMMs with
three state structures, silence is represented as a sin-
gle state model (which can occur at the beginning and
end of the utterance, as well as between words when
the speaker pauses) and the grammar network for the
sentence is implemented via the concatenation of the
phoneme HMM and silence HMMs into a large FSN as
illustrated in Fig. 26.2. An efficient method for search-
ing any FSN in an efficient manner was created by Mohri
in 1997 [26.50]. The resulting search method is based
on a unified transducer framework for the incorporation
of a weighted search and is called a finite state machine
(FSM) search method.

A second key technology that was introduced into
speech recognition in generation 4 was the use of neural
networks. The key technological advance that brought
neural network technology into the forefront (having
been initially introduced in the 1940s but with lit-
tle success [26.51]) was the introduction of a novel
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Fig. 26.2 Composite FSN for the utterance “Show all alerts”

computing structure, known as the parallel distributed
processing (PDP) model which was a dense intercon-
nection of simple neural computational elements, and
a corresponding training method known as the error
backpropagation method. The most popular PDP im-
plementation for speech recognition was the multilayer
perceptron (MLP), as shown in Fig. 26.3, because of its
proven capability of approximating any function of the
input to an arbitrary precision, provided no limitation
on the complexity of the processing configuration was
imposed. MLP structures were utilized in some simple
speech recognition systems (e.g., recognizing isolated
and connected digit strings) with good success [26.52],
but tended to work poorly in trying to recognize sounds
with a lot of temporal variability (e.g., stop consonants)
due to the lack of any mechanism for normalizing the
time sequence of the speech input accordingly. One pro-
posed solution to this problem of handling temporal
variability with neural networks was the time-delay neu-
ral network structure proposed by Waibel et al. [26.53],
which showed that with a proper temporal structure
superimposed on an MLP implementation, excellent
recognition of time-varying sounds could be achieved.
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Fig. 26.3 Structure of a multilayer perceptron (MLP) with
one input layer and two processing layers
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Also emerging, during this period, was the method
of minimum error discriminative training, which im-
proved the performance of maximum likelihood or
maximum a posteriori methods of statistical pattern
recognition [26.54]. This method shifted the paradigm
of estimating the data distribution for speech recogni-
tion to one that aimed to minimize the recognition error
directly. While HMMs still play a crucial role in rep-
resenting the individual speech units in discriminative
methods, their parameters are optimized to minimize
the recognition error rate rather than simply to fit the
hidden Markov model (distribution) to the training data.
Improvements in speech recognition accuracy have been
reported in a number of tasks and applications using this
set of methods [26.55, 56].

26.6.1 DARPA Programs in Generation 4

Toward the end of the 1980s, it became clear to
DARPA that speech recognition technology had reached
a number of key milestones and was ready to be chal-
lenged to go to the next level, namely towards a machine
that could both recognize the spoken words and un-
derstand the meaning behind the recognized sentence.
Further, it was felt that success with machine under-
standing of speech could lead to a new generation
of speech technology services that could communi-
cate with a human and perform some desired task. As
such DARPA created a new, multi-year program on
large vocabulary, continuous speech recognition and un-
derstanding that ultimately led to several new speech
recognition and understanding systems including:

• The CMU Sphinx system [26.57], which marked
the first truly speaker-independent large-vocabulary
continuous speech recognition system which worked
well on a range of tasks with different vocabular-
ies, language models, language perplexities, etc. The
Sphinx system successfully integrated HMMs with
network search. This system was able to train and
embed context-dependent phone models in a sophis-
ticated lexical decoding network.• The BBN BYBLOS system [26.58] which was
the first HMM-based system in the DARPA
program [26.59]. This system demonstrated the ef-
fectiveness of using phonetic context to improve
recognition accuracy [26.60].• The SRI DECIPHER system [26.61].

DARPA selected and defined a broad range of speech
recognition and natural language understanding tasks,
throughout the 1990s and into the 2000s, in order to

stimulate new thinking about how to make such sys-
tems highly reliable, accurate, and robust. Regular and
periodic formal evaluations of the 3 DARPA-supported
systems mentioned above, along with outside systems
from AT&T Bell Labs (subsequently AT&T Labs Re-
search), Cambridge University in England, IBM, MIT,
and other institutions were conducted. These formal
evaluations generally measured word and sentence error
rates (for both the recognition and the natural lan-
guage understanding components of each system) as
the performance figure of merit.

A series of tasks of increasing complexity and
difficulty were devised by DARPA and were serially
introduced into the speech recognition community over
a period of 10–15 years. The characteristics of these
tasks were the following:

Resource Management (RM). This task could be used in
a military environment in order to query a ships database
about the locations and properties of naval ships through-
out the world. The vocabulary was about 1000 words,
and the spoken queries were read from a computer-
generated list of possible commands to the system. The
word error rate at the end of the trials for this task was
on the order of 2%, a most remarkable achievement for
its time, and was achieved by almost all the systems
working on this task.

Airline Travel Information System (ATIS). This task en-
abled the user to formulate and make travel plans via
an interactive dialogue with the task (which operated
using an approximation to a real airline’s schedule of
flights). The speech mode for this task was essentially
spontaneous (allowing the user to formulate the way
in which each query was made), thereby causing the
recognition system to have to handle out-of-vocabulary
(OOV) words without derailing the meaning of the in-
vocabulary speech. The task vocabulary was about 2500
words and the word error rate, at the end of the tri-
als for this task, was about 2.5% word error rate, again
a remarkable achievement on a considerably harder task
than RM.

North American Business (NAB). This task enabled the
user to speak a business story from one of several sources
(e.g., the Wall Street Journal). The sentences were read
directly from the NAB source journal, with a resulting
vocabulary of about 64 000 words. Again there was an
issue with OOV words, as well as new words which
appeared in the news rather frequently as events in the
world changed on a day-to-day basis. However, in spite

Part
E

2
6
.6



Historical Perspective of the Field of ASR/NLU 26.6 Generation 4 – The Era of the Statistical Model 533

of these difficulties, the ultimate performance on this
task was a respectable 6.6% word error rate.

Broadcast News (BN). This task literally picked up over-
the-air news broadcasts from the Consumer News and
Business Channel (CNBC) and other news stations, and
provided a running conversion from speech to text at
the bottom of the TV screen. The vocabulary size was
about 210 000 words and the speech was conversational
(or, more likely, news read from a teleprompter). On
this task the final word error rate was about 13–17%,
a most respectable performance on this very difficult
task.

Switchboard (SB). This task utilized speech from
a standard telecom switchboard, namely conversations
between two individuals over a standard telephone chan-
nel. The speech was conversational speech, of telephone
quality and bandwidth, and the vocabulary size was
about 45 000 words. The final word error rate on this
task was in the 25–29% range, reflecting the degree of
difficulty of this task.

Call Home (CH). This task utilized conversational speech
from individuals calling their home telephone number,
and therefore speaking to someone within their family.
Such conversational speech is filled with ungrammatical
snippets, short sentences, etc., due to the inherent infor-
mality in the conversation between two family members.
The vocabulary for this system was about 28 000 words
and the resulting word error rate was about 40%, reflect-
ing the extreme difficulty of recognizing the colloquial
level of conversational speech associated with this task.

The general conclusion that can be made from the
results of this series of DARPA tasks is that conversa-
tional speech, which clearly does not strictly adhere to
normal linguistic constraints, is significantly more dif-
ficult to recognize (and understand) than read speech,
or speech that follows a scenario or well-defined task,
i. e., speech that obeys a set of well-defined syntactic and
semantic rules. Also, the DARPA program consistently
showed that increasing the amount of speech data used
for training each of the tasks always led to reductions
in the word error rate of the system. This seems to indi-
cate that the capacity of mixture density hidden Markov
models, in representing speech for the purpose of recog-
nition, has not been reached. Also, progress was made
in the DARPA program through the use of minimum-
error training methods for large-vocabulary continuous
speech recognition tasks [26.55].
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Fig. 26.4 Word error rate performance over time for a range of
DARPA large-vocabulary speech recognition tasks (courtesy NIST
1999 DARPA HUB-4 Rep., Pallett et al. and updates from DARPA)

Figure 26.4 shows a chart that summarizes the
benchmark performance of several of these large-
vocabulary continuous speech recognition tasks over
time [26.62]. The performance scores represent the best
performance among all the submissions to standard
DARPA/National Institute of Standards and Technol-
ogy (NIST) evaluation tests. The most startling feature
of this chart is the clear evidence that, over time, the
performance of each individual task improved at almost
a common rate, independent of the task complexity or
task vocabulary or mode of speech input. This contin-
uous performance improvement over time has led IBM
to try to see if they can track a single task over a very
long period of time and achieve performance that rivals
or exceeds that of a human listener.

One fallout from the DARPA program in the 1990s
and beyond was the development of sophisticated
software tools that rapidly became indispensable for ad-
vanced research and development of new concepts and
algorithms. Fortunately several creators of such software
tools have made their source code available for use in re-
search environments. These software toolkits for speech
recognition and natural language understanding include:

1. HTK (hidden Markov model toolkit), the HMM
toolkit of Cambridge University [26.63]

2. Sphinx from Carnegie Mellon University [26.64]
3. the HMM toolkit from Mississippi State Univer-

sity [26.65]
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26.7 Generation 5 – The Future

Several important things were learned about the speech
communication process between humans and machines
during the first four generations of speech recognition
research and the three generations of natural language
understanding research. We learned that, when speak-
ing naturally to a machine, humans tended to speak
sentences that often did not obey the grammatical
constraints of the recognizer (e.g., OOV words, non-
grammatical constructs, ill-formed sentences, etc.). We
also learned that spoken utterances were often corrupted
by linguistically irrelevant noise (including extrane-
ous acoustic background sounds, interfering speech,
background noise, etc.). Finally we learned that, in
order to successfully complete any interesting or impor-
tant task, we needed to provide the tools to maintain
a dialog between the user and the machine in order
to reach some desired state of understanding. Such
a dialog system generally required operations such as
query and confirmation, thus providing some leeway for
speech recognition and understanding errors. Such di-
alog systems have been widely used in modern speech
recognition systems and some examples include the How
May I Help You system of AT&T and the experimental
demonstrations systems (Pegasus and Jupiter) developed
at MIT.

We have no simple solutions to the problems that re-
main. Robustness to noise and other external artifacts of

speaking remains a challenge that is being attacked at the
signal processing level (using algorithms like spectral
subtraction) [26.66], at the feature level (using algo-
rithms like cepstral mean subtraction), and at the model
level (using model adaptation methods, [26.67]), but
to date none of these fixes has really solved the prob-
lem [26.68]. We look to improved models of spectral
analysis, especially those related to auditory model-
ing [26.69], to provide some relief in this dimension, but
for the foreseeable future, this remains a key challenge to
ubiquitous use of speech recognition and understanding
systems.

The solution to the problem of nongrammatical
speech with use of OOV words remains another diffi-
cult challenge for the future. Interestingly, one possible
way of handling this type of problem is the use of multi-
ple models for recognition. For this direction, a standard
generation 4 approach would first try to recognize the
spoken input, providing a list of the N-best distinct
sentence matches. A secondary speech model, perhaps
based on a more-conventional acoustic–phonetic model
of speech, might provide a set of secondary recognition
scores that could be utilized whenever the word verifi-
cation score of the first model falls below a reliability
threshold. Systems of this type are being examined and
their ability to detect and correct linguistic errors is being
studied [26.70].

26.8 Summary

Figure 26.5 shows a chart that outlines the progress
that has been made in speech recognition and natural
language understanding technology over the past four
decades. The degree of progress in technology and sys-
tem complexity is clear from this chart. We see that in
the 1960s we were able to recognize small vocabular-
ies (order of 10–100 words) of isolated words, based on
simple acoustic–phonetic properties of speech sounds.
The key technologies that were developed during this
time frame were filter bank analyses, simple time nor-
malization methods, and the beginnings of sophisticated
dynamic programming methodologies. In the 1970s
we were able to recognize medium-sized vocabularies
(100–1000 words) using simple template-based, pattern
recognition methods. The key technologies that were
developed during this period were the pattern recog-
nition models, the introduction of LPC methods for

spectral representation, the pattern clustering methods
for speaker-independent systems, and the introduction
of dynamic programming methods for solving con-
nected word recognition problems. In the 1980s we
started to tackle large vocabulary (1000–unlimited num-
ber of words) speech recognition problems based on
statistical methods, with a wide range of networks for
handling language structures. The key technologies in-
troduced during this period were the hidden Markov
model and the stochastic language model, which to-
gether enabled powerful new methods for handling
virtually any continuous speech recognition problem ef-
ficiently and with high performance. In the 1990s, we
were able to build large-vocabulary systems with uncon-
strained language models, and constrained task syntax
models for continuous speech recognition and natural
language understanding. The key technologies devel-
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Fig. 26.5 Milestones in speech recognition and under-
standing technology over the past 40 years

oped during this period were the methods for stochastic
language understanding, statistical learning of acoustic
and language models, and the introduction of the fi-
nite state transducer framework (and the resulting FSM
library) and the methods for their determination and
minimization for efficient implementation of large vo-
cabulary speech understanding systems. Finally, in the
last few years, we have seen the introduction of very
large vocabulary systems with full semantic models, in-
tegrated with text-to-speech (TTS) synthesis systems,
and multimodal inputs (including pointing, keyboards,
mice, etc.). These systems enable spoken dialog sys-
tems with a range of input and output modalities for
ease-of-use and flexibility in handling adverse envi-
ronments where speech might not be as suitable as
other input-output modalities. During this period, we
have seen the emergence of highly natural concatenative
speech synthesis systems, the use of machine learn-
ing to improve both speech understanding and speech
dialogs, and the introduction of mixed initiative dia-
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log systems to enable user control of the dialog, when
necessary.

The challenge of designing a machine that truly func-
tions like an intelligent human is still a major one going
forward. Our accomplishments to date are only the be-
ginning and it will take many years before a machine
can pass the Turing test, namely achieving performance
that rivals that of a human.
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Almost all present-day continuous speech recog-
nition (CSR) systems are based on hidden Markov
models (HMMs). Although the fundamentals of
HMM-based CSR have been understood for sev-
eral decades, there has been steady progress in
refining the technology both in terms of reducing
the impact of the inherent assumptions, and in
adapting the models for specific applications and
environments. The aim of this chapter is to review
the core architecture of an HMM-based CSR system
and then outline the major areas of refinement
incorporated into modern systems.
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27.1 Basic Framework

Automatic continuous speech recognition (CSR) is suf-
ficiently mature that a variety of real-world applications
are now possible including command and control, dic-
tation, transcription of recorded speech, and interactive
spoken dialogues. This chapter describes the statistical
models that underlie current-day systems: specifically,
the hidden Markov model (HMM) and its related tech-
nologies.

The foundations of modern HMM-based continu-
ous speech recognition technology were laid down in
the 1970s by groups at Carnegie-Mellon, IBM, and
Bell Labs [27.1–3]. Reflecting the computational power
of the time, initial development in the 1980s focussed
on whole-word small-vocabulary applications [27.4, 5].
In the early 1990s, attention switched to continuous
speaker-independent recognition. Starting with the ar-
tificial 1000 word resource management task [27.6], the
technology developed rapidly and by the mid-1990s,
reasonable accuracy was being achieved for unrestricted
dictation. Much of this development was driven by a se-
ries of Defense Advanced Research Projects Agency

(DARPA) and National Security Agency (NSA) pro-
grammes [27.7], which set ever more challenging tasks,
culminating most recently in systems for multilingual
transcription of broadcast news programmes [27.8], and
for spontaneous telephone conversations [27.9].

Although the basic framework for CSR has not
changed significantly in the last 10 years, the detailed
modeling techniques developed within this framework
have evolved to a state of considerable sophistication
(e.g., [27.10, 11]). The result has been steady and sig-
nificant progress and it is the aim of this chapter to
describe the main techniques by which this has been
achieved. Many research groups have contributed to this
progress, and each will typically have their own archi-
tectural perspective. For the sake of logical coherence,
the presentation given here is somewhat biassed towards
the architecture developed at Cambridge and supported
by the HTK Software Toolkit [27.12] (available for free
download at htk.eng.cam.ac.uk).

The chapter is organized as follows. In Sect. 27.2,
the core architecture of a typical HMM-based recog-
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nizer is described [27.13]. Subsequent sections then
describe the various improvements that have been made
to this core over recent years. Section 27.3 discusses
methods of HMM parameter estimation and issues re-
lating to improved covariance modeling. In Sects. 27.4
and 27.5, methods of normalization and adaptation are

described which allow HMM-based acoustic models to
more accurately represent specific speakers and environ-
ments. Finally in Sect. 27.6, the multipass architecture
refinements adopted by modern transcription system
is described. The chapter concludes in Sect. 27.7 with
some general observations and conclusions.

27.2 Architecture of an HMM-Based Recognizer

The principal components of a large-vocabulary con-
tinuous speech recognizer are illustrated in Fig. 27.1.
The input audio waveform from a microphone is con-
verted into a sequence of fixed-size acoustic vectors
Y = y1, · · · , yT in a process called feature extraction.
The decoder then attempts to find the sequence of words
W = w1, · · · , wK that is most likely to have generated
Y, i. e., the decoder tries to find

Ŵ = arg max
W
[p(W |Y)] . (27.1)

However, since p(W |Y) is difficult to model directly,
Bayes’ rule is used to transform (27.1) into the equivalent
problem of finding:

Ŵ = arg max
W
[p(Y|W)p(W)] . (27.2)

The likelihood p(Y|W) is determined by an acoustic
model and the prior p(W) is determined by a language
model. In practice, the acoustic model is not normalized
and the language model is often scaled by an empiri-
cally determined constant and a word-insertion penalty
is added, i. e., in the log domain the total likelihood is
calculated as log p(Y|W)+αp(W)+β|W | where α is
typically in the range 8–20 and β is typically in the
range 0 to −20. The basic unit of sound represented by
the acoustic model is the phone. For example, the word
bat is composed of three phones /b/ /ae/ /t/. About 40
such phones are required for English.

For any given W , the corresponding acoustic model
is synthesized by concatenating phone models to make
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Fig. 27.1 Architecture of an HMM-based recognizer

words as defined by a pronunciation dictionary. The
parameters of these phone models are estimated from
training data consisting of speech waveforms and their
orthographic transcriptions. The language model is typ-
ically an N-gram model in which the probability of
each word is conditioned only on its N−1 predeces-
sors. The N-gram parameters are estimated by counting
N-tuples in appropriate text corpora. The decoder oper-
ates by searching through all possible word sequences
using pruning to remove unlikely hypotheses thereby
keeping the search tractable. When the end of the ut-
terance is reached, the most likely word sequence is
output. Alternatively, modern decoders can generate lat-
tices containing a compact representation of the most
likely hypotheses.

The following sections describe these processes and
components in more detail.

27.2.1 Feature Extraction

The feature extraction stage seeks to provide a compact
encoding of the speech waveform. This encoding should
minimize the information loss and provide a good match
with the distributional assumptions made by the acous-
tic models. Feature vectors are typically computed every
10 ms using an overlapping analysis window of around
25 ms. One of the simplest and most widely used en-
coding schemes uses mel-frequency cepstral coefficients
(MFCCs) [27.14]. These are generated by applying
a truncated cosine transformation to a log spectral es-
timate computed by smoothing an FFT with around 20
frequency bins distributed nonlinearly across the speech
spectrum. The nonlinear frequency scale used is called
a mel scale and approximates the response of the hu-
man ear. The cosine transform is applied in order to
smooth the spectral estimate and decorrelate the feature
elements.

Further psychoacoustic constraints are incorporated
into a related encoding called perceptual linear pre-
diction (PLP) [27.15]. PLP computes linear prediction
coefficients from a perceptually weighted nonlinearly

Part
E

2
7
.2



HMMs and Related Speech Recognition Technologies 27.2 Architecture of an HMM-Based Recognizer 541

compressed power spectrum and then transforms the
linear prediction coefficients to cepstral coefficients.
In practice, PLP can give small improvements over
MFCCs, especially in noisy environments and hence
it is the preferred encoding for many systems.

In addition to the spectral coefficients, first-order
(delta) and second-order (delta–delta) regression co-
efficients are often appended in a heuristic attempt to
compensate for the conditional independence assump-
tion made by the HMM-based acoustic models. The final
result is a feature vector whose dimensionality is typ-
ically around 40 and which has been partially but not
fully decorrelated.

27.2.2 HMM Acoustic Models

As noted above, the spoken words in W are decomposed
into a sequence of basic sounds called base phones. To
allow for possible pronunciation variation, the likelihood
p(Y|W) can be computed over multiple pronunciations

p(Y|W)=
∑

Q

p(Y|Q)p(Q|W) . (27.3)

Recognizers often approximate this by a max operation
so that alternative pronunciations can be decoded as
though they were alternative word hypotheses. Each Q is
a sequence of word pronunciations Q1, · · · , QK where
each pronunciation is a sequence of base phones Qk =
q(k)

1 q(k)
2 · · · . Then

p(Q|W)=
K∏

k=1

p(Qk|wk) , (27.4)

where p(Qk|wk) is the probability that word wk is pro-
nounced by base phone sequence Qk. In practice, there
will only be a very small number of possible Qk for each
wk making the summation in (27.3) easily tractable.

Each base phone q is represented by a continuous
density hidden Markov model (HMM) of the form illus-
trated in Fig. 27.2 with transition parameters {aij} and
output observation distributions {b j ()}. The latter are
typically mixtures of Gaussians

b j (y)=
M∑

m=1

c jmN (y;μ jm,Σ jm) , (27.5)

where N denotes a normal distribution with mean μ jm
and covariance Σ jm , and the number of components
M is typically in the range 10 to 20. Since the dimen-
sionality of the acoustic vectors y is relatively high, the
covariances are usually constrained to be diagonal. The
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Fig. 27.2 HMM-based phone model

entry and exit states are nonemitting and they are in-
cluded to simplify the process of concatenating phone
models to make words.

Given the composite HMM Q formed by concate-
nating all of its constituent base phones, the acoustic
likelihood is given by

p(Y|Q)=
∑

X

p(X,Y|Q) , (27.6)

where X = x(0), · · · , x(T ) is a state sequence through
the composite model and

p(X,Y|Q)= ax(0),x(1)

T∏
t=1

bx(t)(yt)ax(t),x(t+1) .

(27.7)

The acoustic model parameters {aij} and {b j ()} can
be efficiently estimated from a corpus of training ut-
terances using expectation maximization (EM) [27.16].
For each utterance, the sequence of base forms is found
and the corresponding composite HMM constructed.
A forward–backward alignment is used to compute state
occupation probabilities (the E step) and the means and
covariances are then estimated via simple weighted aver-
ages (the M step) [27.12, Chap. 7]. This iterative process
can be initialized by assigning the global mean and co-
variance of the data to all Gaussian components and
setting all transition probabilities to be equal. This gives
a so-called flat start model. The number of component
Gaussians in any mixture can easily be increased by
cloning, perturbing the means and then re-estimating
using EM.

This approach to acoustic modeling is often referred
to as the beads-on-a-string model, so-called because all
speech utterances are represented by concatenating a se-
quence of phone models together. The major problem
with this is that decomposing each vocabulary word into
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a sequence of context-independent base phones fails to
capture the very large degree of context-dependent vari-
ation that exists in real speech. For example, the base
form pronunciations for ‘mood’ and ‘cool’ would use
the same vowel for ‘oo’, yet in practice the realizations
of ‘oo’ in the two contexts are very different due to
the influence of the preceding and following consonant.
Context-independent phone models are referred to as
monophones.

A simple way to mitigate this problem is to use
a unique phone model for every possible pair of left
and right neighbors. The resulting models are called
triphones and, if there are N base phones, there are logi-
cally N3 potential triphones. To avoid the resulting data
sparsity problems, the complete set of logical triphones
L can be mapped to a reduced set of physical models P
by clustering and tying together the parameters in each
cluster. This mapping process is illustrated in Fig. 27.3
and the parameter tying is illustrated in Fig. 27.4 where
the notation x-q+y denotes the triphone corresponding
to phone q spoken in the context of a preceding phone x
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Fig. 27.3 Context-dependent phone modeling

��
�������
	�	


	8 ��A��	8��A� �8��A/ 8��A/

	8��A��	8��A� �8��A/ 8��A/

Fig. 27.4 Formation of tied-state phone models

and a following phone y. The base phone pronunciations
Q are derived by simple look-up from the pronunciation
dictionary; these are then mapped to logical phones ac-
cording to the context, and finally the logical phones
are mapped to physical models. Notice that the context
dependence spreads across word boundaries and this is
essential to capture many important phonological pro-
cesses. For example, the [p] in stop that has its burst
suppressed by the following consonant.

The clustering of logical to physical models typi-
cally operates at the state level rather than the model
level since it is simpler and it allows a larger set of
physical models to be robustly estimated. The choice of
which states to tie is made using decision trees [27.17].
Each state position of each phone q has a binary tree as-
sociated with it. Invariably each phone model has three
states. Each node of the tree carries a question regard-
ing the context. To cluster state i of phone q, all states
i of all of the logical models derived from q are col-
lected into a single pool at the root node of the tree.
Depending on the answer to the question at each node,
the pool of states is successively split until all states
have trickled down to leaf nodes. All states in each leaf
node are then tied to form a physical model. The ques-
tions at each node are selected from a predetermined
set to maximize the likelihood of the training data given
the final set of state tyings. If the state output distri-
butions are single-component Gaussians and the state
occupation counts are known, then the increase in like-
lihood achieved by splitting the Gaussians at any node
can be calculated simply from the counts and model pa-
rameters without reference to the training data. Thus,
the decision trees can be grown very efficiently using
a greedy iterative node-splitting algorithm. Figure 27.5
illustrates this tree-based clustering. In the figure, the
logical phones s-aw+n and t-aw+n will both be assigned
to leaf node 3 and hence they will share the same cen-
tral state of the representative physical model. The total
number of tied states in a large-vocabulary speaker-
independent system typical ranges between 1000 and
5000 states.

The partitioning of states using phonetically driven
decision trees has several advantages. In particular, log-
ical models that are required but were not seen at all
in the training data can be easily synthesized. One dis-
advantage is that the partitioning can be rather coarse.
This problem can be reduced using so-called soft ty-
ing [27.18]. In this scheme, a postprocessing stage
groups each state with its one or two nearest neighbors
and pools all of their Gaussians. Thus, the single Gaus-
sian models are converted to mixture Gaussian models
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Fig. 27.5 Decision tree clustering

whilst holding the total number of Gaussians in the
system constant.

To summarize, the core acoustic models of a mod-
ern speech recognizer is typically comprised of a set
of tied-state mixture Gaussian HMM-based acoustic
models. This core is commonly built in the following
steps [27.12, Chap. 3]:

1. A flat-start monophone set is created in which each
base phone is a monophone single-Gaussian HMM
with means and covariances equal to the mean and
covariance of the training data.

2. The parameters of the single-Gaussian monophones
are iteratively re-estimated using three or four itera-
tions of EM.

3. Each single Gaussian monophone q is cloned once
for each distinct triphone x-q+y that appears in the
training data.

4. The set of training data single-Gaussian triphones
is iteratively re-estimated using EM and the state
occupation counts of the last iteration are saved.

5. A decision tree is created for each state in each base
phone, the single-Gaussian triphones are mapped
into a smaller set of tied-state triphones and itera-
tively re-estimated using EM.

6. Mixture components are iteratively split and re-
estimated until performance peaks on a held-out
development set.

The final result is the required tied-state context-
dependent mixture Gaussian acoustic model set.

27.2.3 N-Gram Language Models

The prior probability of a word sequence W =
w1, · · · , wK required in (27.2) is given by

p(W)=
K∏

k=1

p(wk|wk−1, . . . , w1) . (27.8)

For large-vocabulary recognition, the conditioning word
history in (27.8) is usually truncated to N−1 words to
form an N-gram language model

p(W)=
K∏

k=1

p(wk|wk−1, wk−2, . . . , wk−N+1) ,

(27.9)

where N is typically in the range 2–4. The N-gram prob-
abilities are estimated from training texts by counting
N-gram occurrences to form maximum likelihood (ML)
parameter estimates. For example, let C(wk−2wk−1wk)
represent the number of occurrences of the three words
wk−2wk−1wk and similarly for C(wk−2wk−1), then

p(wk|wk−1, wk−2)≈ C(wk−2wk−1wk)

C(wk−2wk−1)
. (27.10)

The major problem with this simple ML estimation
scheme is data sparsity. This can be mitigated by a com-
bination of discounting and backing-off, known as Katz
smoothing [27.19]

p(wk|wk−1, wk−2)

= C(wk−2wk−1wk)

C(wk−2wk−1)
, if C > C′ ,

= d
C(wk−2wk−1wk)

C(wk−2wk−1)
, if 0< C ≤ C′

= α(wk−1, wk−2)p(wk|wk−1) otherwise ,
(27.11)

where C′ is a count threshold, d is a discount coeffi-
cient and α is a normalization constant. Thus, when the
N-gram count exceeds some threshold, the ML estimate
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is used. When the count is small the same ML estimate
is used but discounted slightly. The discounted proba-
bility mass is then distributed to the unseen N-grams
which are approximated by a weighted version of the
corresponding bigram. This idea can be applied recur-
sively to estimate any sparse N-gram in terms of a set
of back-off weights and (N−1)-grams. The discount-
ing coefficient is based on the Turing–Good estimate
d = (r+1)nr+1/rnr where nr is the number of N-grams
that occur exactly r times in the training data. Although
Katz smoothing is effective, there are now known to
be variations that work better. In particular, Kneser–
Ney smoothing consistently outperforms Katz on most
tasks [27.20, 21].

An alternative approach to robust language model
estimation is to use class-based models in which, for
every word wk, there is a corresponding class ck [27.22,
23]. Then,

p(W)=
K∏

k=1

p(wk|ck)p(ck|ck−1, . . . , ck−N+1) .

(27.12)

As for word-based models, the class N-gram probabili-
ties are estimated using ML but since there are far fewer
classes (typically a few hundred) data sparsity is much
less of an issue. The classes themselves are chosen to
optimize the likelihood of the training set assuming a bi-
gram class model. It can be shown that, when a word
is moved from one class to another, the change in per-
plexity depends only on the counts of a relatively small
number of bigrams. Hence, an iterative algorithm can
be implemented which repeatedly scans through the vo-
cabulary, testing each word to see if moving it to some
other class would increase the likelihood [27.24].

In practice it is found that for reasonably sized
training sets, an effective language model for large vo-
cabulary applications consists of a word-based trigram
or four-gram interpolated with a class-based trigram.

27.2.4 Decoding and Lattice Generation

As noted in the introduction to this section, the most
likely word sequence Ŵ given a sequence of feature
vectors Y = y1, · · · , yT is found by searching all pos-
sible state sequences arising from all possible word
sequences for the sequence that was most likely to
have generated the observed data Y. An efficient way
to solve this problem is to use dynamic programming.
Let φ j (t)=maxX {p(y1, . . . , yt, x(t)= j|M)}, i. e., the
maximum probability of observing the partial sequence

y1, · · · , yt and then being in state j at time t given the
model M. This probability can be efficiently computed
using the Viterbi algorithm

φ j (t)=max
i

{
φi (t−1)aij

}
b j (yt) . (27.13)

It is initialized by settingφ j(t) to 1 for the initial state and
0 for all other states. The probability of the most likely
word sequence is then given by max j{φ j (T )} and if every
maximization decision is recorded, a traceback will yield
the required best matching state/word sequence.

In practice, a direct implementation of the above
algorithm becomes unmanageably complex for contin-
uous speech where the topology of the models, the
language model constraints, and the need to bound the
computation must all be taken into account. Fortunately,
much of this complexity can be abstracted away by
a simple change of viewpoint.

First, the HMM topology can be made explicit by
constructing a recognition network. For task-oriented
applications, this network can represent the utterances
that the user is allowed to say, i. e., it can represent
a recognition grammar. For large-vocabulary applica-
tions, it will typically consist of all vocabulary words
in parallel in a loop. In both cases, words are repre-
sented by a sequence of phone models as defined by
the pronunciation dictionary (Fig. 27.6), and each phone
model consists of a sequence of states as indicated by
the inset. If a word has several pronunciations as in the
general case described by (27.3), they are simply placed
in parallel.

Given this network, at any time t in the search, a sin-
gle hypothesis consists of a path through the network
representing an alignment of states with feature vec-
tors y1, · · · , yt , starting in the initial state and ending
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Fig. 27.7 Basic token-passing algorithm

at state j, and having a log likelihood of logφ j (t). This
path can be made explicit via the notion of a token con-
sisting of a pair of values 〈log P, link〉, where log P is the
log likelihood (often referred to as the score) and link is
a pointer to a record of history information [27.25]. Each
network node corresponding to a HMM state can store
a single token and recognition proceeds by propagating
these tokens around the network.

The basic Viterbi algorithm given above can now be
recast for continuous speech recognition as the token-
passing algorithm shown in outline in Fig. 27.7. The
term node refers to a network node corresponding to
a single HMM state. These nodes correspond to ei-
ther entry, emitting or exit states. Essentially, tokens
are passed from node to node and at each transition the
token score is updated.

When a token transitions from the exit of a word
to the start of the next word, its score is updated by
the language model probability plus any word-insertion
penalty. At the same time the transition is recorded in
a record R containing a copy of the token, the current
time, and the identity of the preceding word. The link
field of the token is then updated to point to the record
R. As each token proceeds through the network it accu-

mulates a chain of these records. The best token at time
T in a valid network exit node can then be examined and
traced back to recover the most likely word sequence
and the boundary times.

The above token-passing algorithm and associated
recognition network is an exact implementation of the
dynamic programming principle embodied in (27.13).
To convert this to a practical decoder for speech recog-
nition, the following steps are required:

1. For computational efficiency, only tokens that have
some likelihood of being on the best path should be
propagated. Thus, at every propagation cycle, the log
probability of the most likely token is recorded. All
tokens whose probabilities fall more than a constant
below this are deleted. This results in a so-called
beam search and the constant is called the beam
width.

2. As a consequence of the beam search, 90% of the
computation is actually spent on the first two phones
of every word, after which most of the tokens fall
outside of the beam and are pruned. To exploit this,
the recognition network should be tree-structured so
that word initial phones are shared (Fig. 27.8).

3. However, sharing initial phones makes it impossi-
ble to apply an exact language model probability
during word-external token propagation since the
identity of the following word is not known. Sim-
ply delaying the application of the language model
until the end of the following word is not an option
since that would make pruning ineffective. Instead,
an incremental approach must be adopted in which
the language model probability is taken to be the
maximum possible probability given the set of pos-
sible following words. As tokens move through the
tree-structured word graph, the set of possible next
words reduces at each phone transition and the lan-
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guage model probability can be updated with a more
accurate estimate.

4. The HMMs linked into the recognition network
should be context dependent and for best per-
formance, this dependency should span word
boundaries. At first sight this requires a massive ex-
pansion of the network, but in fact a compact static
network representation of cross-word triphones is
possible [27.26].

5. The dynamic programming principle relies on the
principle that the optimal path at any node can be
extended knowing only the state information given
at that node. The use of N-gram language models
causes a problem here since unique network nodes
would be needed to distinguish all possible N−1
word histories and for large-vocabulary decoders this
is not tractable. Thus, the algorithm given in Fig. 27.7
will only work for bigram language models. A sim-
ple way to solve this problem is to store multiple
tokens in each state, thereby allowing paths with
differing histories to stay alive in parallel. Token
propagation now requires a merge and sort opera-
tion that, although computationally expensive, can
be made tractable.

The above description of a large-vocabulary decoder
covers all of the essential elements needed to recognize
continuous speech in real time using just a single pass
over the data. For offline batch transcription of speech,
significant improvements in accuracy can be achieved
by performing multiple passes over the data. To make
this possible, the decoder must be capable of generating
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Fig. 27.9 Example lattice and confusion network

and saving multiple recognition hypotheses. A com-
pact and efficient structure for doing this is the word
lattice [27.27–29].

A word lattice consists of a set of nodes representing
points in time and a set of spanning arcs representing
word hypotheses. An example is shown in Fig. 27.9a.
In addition to the word identities (IDs) shown in the
figure, each arc can also carry score information such
as the acoustic and language model scores. Lattices
are generated via the mechanism for recording word-
boundary information outlined in Fig. 27.7, except that
instead of recording just the best token that is actually
propagated to following word entry nodes, all word-
end tokens are recorded. For the simple single-token
Viterbi scheme, the quality of lattices generated in this
way will be poor because many of the close-matching
second-best paths will have been pruned by exercising
the dynamic programming principle. The multiple-token
decoder does not suffer from this problem, especially if
it is used with a relatively short-span bigram language
model.

Lattices are extremely flexible. For example, they
can be rescored by using them as an input recogni-
tion network and can be expanded to allow rescoring
by a higher-order language model. They can also be
compacted into a very efficient representation called
a confusion network [27.30, 31]. This is illustrated in
Fig. 27.9b where the – arc labels indicate null tran-
sitions. In a confusion network, the nodes no longer
correspond to discrete points in time; instead they sim-
ply enforce word sequence constraints. Thus, parallel
arcs in the confusion network do not necessarily cor-
respond to the same acoustic segment. However, it is
assumed that most of the time the overlap is sufficient
to enable parallel arcs to be regarded as competing hy-
potheses. A confusion network has the property that, for
every path through the original lattice, there exists a cor-
responding path through the confusion network. Each
arc in the confusion network carries the posterior prob-
ability of the corresponding word w. This is computed
by finding the link probability of w in the lattice us-
ing a forward–backward procedure, summing over all
occurrences of w and then normalizing so that all com-
peting word arcs in the confusion network sum to one.
Confusion networks can be used for minimum-word-
error decoding, to provide confidence scores, and for
merging the outputs of different decoders [27.32–35]
(Sect. 27.6).

Finally, it should be noted that all of the above re-
lates to one specific approach to decoding. If simple
Viterbi decoding was the only requirement, then there
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would be little variation amongst decoder implementa-
tions. However, the requirement to support cross-word
context-dependent acoustic models and long-span lan-
guage models has led to a variety of design strategies.
For example, rather than have multiple tokens, the net-
work state can be dynamically expanded to represent
explicitly the currently hypothesized cross-word acous-
tic and long-span language model contexts [27.36, 37].
These dynamic network decoders are more flexible
than static network decoders, but they are harder to
implement efficiently. Recent advances in weighted
finite-state transducer technology offer the possibility
of integrating all of the required information (acous-

tic models, pronunciation, language model probabilities,
etc.) into a single, very large, but highly optimized net-
work) [27.38]. This approach offers both flexibility and
efficiency and is therefore extremely useful for both
research and practical applications.

A completely different approach to decoding is
to avoid the breadth-first strategy altogether and use
a depth-first strategy. This gives rise to a class of rec-
ognizers called stack decoders. Stack decoders were
popular in the very early developments of ASR since
they can be very efficient. However, they require dy-
namic networks and their run-time search characteristics
can be difficult to control [27.39, 40].

27.3 HMM-Based Acoustic Modeling

The key feature of the HMM-based speech recognition
architecture described in the preceding section is the
use of diagonal-covariance multiple-component mixture
Gaussians for modeling the spectral distributions of the
speech feature vectors. If speech really did have the
statistics assumed by these HMMs and if there was suf-
ficient training data, then the models estimated using
maximum likelihood would be optimal in the sense of
minimum variance and zero bias [27.41]. However, since
this is not the case, there is scope for improving perfor-
mance both by using alternative parameter-estimation
schemes and by improving the models. In this sec-
tion, both of these aspects of HMM design will be
discussed. Firstly, discriminative training is described
and then methods of improved covariance modeling will
be explored.

27.3.1 Discriminative Training

Standard maximum-likelihood training attempts to find
a parameter set λ that maximizes the log likelihood of
the training data, i. e., for training sentences Y1, · · · ,YR,
the objective function is

FML(λ)=
R∑

r=1

log pλ(Yr |MWr ) , (27.14)

where Wr is the word sequence given by the tran-
scription of the r-th training sentence and MWr is the
corresponding composite HMM synthesized by concate-
nating phone models (denoted by Q in Sect. 27.2.2). This
objective function can be maximized straightforwardly
using a version of EM known as the Baum–Welch al-

gorithm [27.42]. This involves iteratively finding the
probability of state-component occupation for each
frame of training data using a forward–backward al-
gorithm, and then computing weighted averages. For
example, defining the following counts

Θr
jm(M)=

Tr∑
t=1

γ r
jm(t)yr

t

∣∣∣∣∣
M

, (27.15)

and

Γ r
jm(M)=

Tr∑
t=1

γ r
jm(t)

∣∣∣∣∣
M

, (27.16)

where γ r
jm(t) is the probability of the model occupying

mixture component m in state j at time t given the
training sentence Yr and model M, then the updated
mean estimate is given by ML as

μ̂ jm =

R∑
r=1

Θr
jm(MWr )

R∑
r=1

Γ r
jm(MWr )

, (27.17)

i. e., the average of the sum of the data weighted by the
model component occupancy.

The key problem with the ML objective function is
that it simply fits the model to the training data and
takes no account of the model’s ability to discrimi-
nate. An alternative objective function is to maximize
the conditional likelihood using the maximum mutual
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information (MMI) criterion [27.41, 43]

FMMI(λ)=
R∑

r=1

log
pλ(Yr |MWr )p(Wr )

ΣW pλ(Yr |MW )p(W)
. (27.18)

Here the numerator is the likelihood of the data given
the correct word sequence Wr whilst the denominator
is the total likelihood of the data given all possible
word sequences W . Thus, the objective function is max-
imized by making the correct model sequence likely and
all other model sequences unlikely. It is therefore dis-
criminative. Note also that it incorporates the effect of
the language model and hence more closely represents
recognition conditions.

There is no simple EM-based re-estimation scheme
for (27.18), however, there is an approximate scheme
known as the extended Baum–Welch algorithm in
which stability is achieved for the parameter updates
by adding a constant D to both the numerator and de-
nominator. For example, (27.17) in the extended scheme
becomes

μ̂ jm =

R∑
r=1
[Θr

jm(Mnum)−Θr
jm(Mden)]+Dμ jm

R∑
r=1
[Γ r

jm(Mnum)−Γ r
jm(Mden)]+D

,

(27.19)

where Mnum is the combined acoustic and language
model used to compute the numerator of (27.18), and
Mden is the combined acoustic and language model
used to compute the denominator. In the latter case,
it is understood that the counts in Θr

jm(Mden) are
summed over all word sequences. For large-vocabulary
continuous speech, this is approximated by computing
lattices and summing over all lattice arcs. Although
the numerator counts can be computed as in ML,
in practice, the numerator counts are also computed
using lattices since this provides a convenient way
to take account of multiple pronunciations [27.44].
As can be seen, counts in the numerator are re-
duced if there are similar confusing counts in the
denominator. The constant D acts like an interpola-
tion weight between the new estimate and the existing
estimate.

In a little more detail, the MMI training process
is as follows. Numerator and denominator lattices are
generated for every training utterance using Mnum and
Mden, respectively. Mnum consists of the current phone
models integrated into a graph of alternative word
pronunciations, and Mden consists of the normal rec-
ognizer set-up with two exceptions. Firstly, a weaker

language model is used. Typically the lattices are gener-
ated using a bigram language model and then rescored
using a unigram [27.45]. Secondly, the likelihoods of
the acoustic models are scaled by the inverse of the
normal LM scaling factor [27.46]. Both of these mod-
ifications have been found to increase the number of
confusions in the denominator lattice, thereby improving
subsequent generalization. Once the word-level lattices
have been generated, a Viterbi decode is performed
on each lattice arc to obtain a phone-level segmenta-
tion. Forward–backward is then applied to obtain the
component level counts and the model parameters are
re-estimated using (27.19) (and similar formulae for
the variances and mixture weights). This process is
iterated and the state-component alignments are recom-
puted every three or four iterations. The word-level
lattices are typically held fixed throughout the training
process.

The constant D must be chosen to be large enough
to ensure convergence but small enough to ensure ac-
ceptably fast training. In practice, D is chosen to ensure
that variance updates are positive and is normally set
specifically for each phone or Gaussian [27.46].

MMI training can provide consistent performance
improvements compared to similar systems trained
with ML [27.46]. However, it can be argued that it
places too much emphasis on training utterances that
have a low a posterior probability and not enough
weight on training utterances near the decision bound-
ary, as in for example minimum classification error
(MCE) training [27.47]. MCE, however, focuses on
overall sentence-level accuracy, and it is not ap-
propriate for lattice-based training of large systems.
Minimum-phone-error (MPE) training addresses this
issue by attempting to maximize the a posterior ut-
terance probability scaled by the raw phone accuracy
(RPA) [27.48]

FMPE(λ)=
R∑

r=1

ΣW pλ(Yr |MW )p(W)RPA(W,Wr )

ΣW pλ(Yr |MW )p(W)
,

(27.20)

where, as in lattice-based MMI training, the sums over
W are taken over all word sequences appearing in the
lattice generated by Mden. The RPA is a measure of
the number of phones accurately transcribed in each
word string hypothesis W . Given the times of the phone
boundaries, each phone in W is matched against the cor-
responding time segment in the transcription Wr . If the
phones are the same, the RPA is incremented by the
percentage overlap; otherwise it is decremented by the
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percentage overlap. Parameter optimization is similar to
the MMI process described above except that the counts
are only computed on the denominator lattice. The nu-
merator lattice provides the transcriptions needed for
determining the RPA. Essentially, the counts are com-
posed from the occupation probabilities scaled by the
RPA. If they are positive, they contribute to the numera-
tor terms in the update equations, and if they are negative,
they contribute to the denominator terms (see [27.48] for
details).

The generalization capabilities of discriminatively
trained systems can be improved by interpolating with
ML. For example, the H-criterion interpolates objec-
tive functions: αFMMI+ (1−α)FML [27.49]. However,
choosing an optimal value for α is difficult and the ef-
fectiveness of the technique decreases with increasing
training data [27.50]. A more-effective technique is I-
smoothing which increases the weight of the numerator
counts depending on the amount of data available for
each Gaussian component [27.48]. This is done by scal-
ing the numerator counts Γ r

jm(Mnum) and Θr
jm(Mnum)

by

1+ τ

ΣrΓ
r
jm(Mnum)

, (27.21)

where τ is a constant (typically about 50). As τ increases
from zero, more weight is given to ML.

27.3.2 Covariance Modeling

An alternative way of improving the acoustic models is
to allow them to more closely match the true distribu-
tion of the data. The baseline acoustic models outlined in
Sect. 27.2.2 use mixtures of diagonal-covariance Gaus-
sians chosen as a compromise between complexity and
modeling accuracy. Nevertheless, the data is clearly not
diagonal and hence finding some way of improving the
covariance modeling is desirable. In general the use of
full-covariance Gaussians in large-vocabulary systems
would be impractical due to the sheer size of the model
set although given enough data it can be done [27.11].
However, the use of shared or structured covariance
representations allow covariance modeling to be im-
proved with very little overhead in terms of memory
and computational load.

One the simplest and most effective structured co-
variance representations is the semi-tied covariance
(STC) matrix [27.51]. STC models the covariance of
the m-th Gaussian component as

Σ̂m = A−1Σm(A−1)T , (27.22)

where Σm is the component-specific diagonal covari-
ance and A is the STC matrix shared by all components.
If the component mean is μm = Aμ̂m then component
likelihoods can be computed by

N (y; μ̂m, Σ̂m)= |A|N (Ay;μm,Σm) . (27.23)

Hence, a single STC matrix can be viewed as a lin-
ear transform applied in feature space. The component
parameters μm and Σm represent the means and vari-
ances in the transformed space and can be estimated
in the normal way by simply transforming the train-
ing data. The STC matrix itself can be efficiently
estimated using a row-by-row iterative scheme. Fur-
thermore it is not necessary during training to store
the full-covariance statistics at the component level.
Instead, an interleaved scheme can be used in which
the A matrix statistics are updated on one pass through
the training data, and then the component parameters
are estimated on the next pass [27.51]. The means
can in fact be updated on both passes. This can be
integrated into the mixing-up operation described in
Sect. 27.2.2. For example, a typical training scheme
might start with a single Gaussian system and an iden-
tity A matrix. The system is then iteratively refined
by re-estimating the component parameters, updating
the A matrix, and mixing up until the required num-
ber of Gaussians per state is achieved. As well as
having a single global A matrix, the Gaussian com-
ponents can be clustered and assigned one A matrix
per cluster. For example, there could be one A ma-
trix per phone or per state depending on the amount
of training data available and the acceptable number
of parameters. Overall, the use of STC can be ex-
pected to reduce word error rates by around 5–10%
compared to the baseline system. In addition to STC,
other types of structured covariance modeling include
factor-analyzed HMMs [27.52], subspace-constrained
precision and means (SPAM) [27.53], and extended
maximum likelihood linear transform (EMLLT) [27.54].

It can be shown [27.51] that simultaneous optimiza-
tion of the full set of STC parameters (i. e., {A,μm,Σm})
is equivalent to maximizing the auxiliary equation

QSTC =
∑
t,m

γm(t) log

( |A|2
|diag(A W (m) AT)|

)
,

(27.24)

where

W (m) = Σtγm(t)ȳm(t)ȳm(t)T

Σtγm(t)
(27.25)
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and where ȳm(t)= y(t)− μ̂m . If each Gaussian compo-
nent is regarded as a class, then W (m) is the within-class
covariance and it can be shown that (27.24) is the
maximum-likelihood solution to a generalized form of
linear discriminant analysis called heteroscedastic LDA
(linear discriminant analysis) (HLDA) in which class
covariances are not constrained to be equal [27.55]. The
matrix A can therefore be regarded as a feature space
transform that discriminates Gaussian components and
this suggests a simple extension by which A can also
perform a subspace projection, i. e.,

ŷ = Ay =
(

A[p]y
A[d−p]y

)
=
(

ŷ[p]
ŷ[d−p]

)
, (27.26)

where the d-dimensional feature space is divided into
p useful dimensions and d− p nuisance dimensions.
The matrix A[p] projects y into a p-dimensional sub-
space that is modeled by the diagonal Gaussian mixture
components of the acoustic models. The d− p nuisance
dimensions are modeled by a global nondiscriminating
Gaussian. Equation (27.24) can therefore be factored
as

QHLDA

=
∑
t,m

γm(t)

× log

(
|A|2

|diag(A[p]W (m) AT[p])||diag(A[d−p]TAT[d−p])|

)
,

(27.27)

where T is the global covariance of the training data.
The forms of (27.24) and (27.27) are similar, and the
optimal value for A[p] can be estimated by the same
row-by-row iteration used in the STC case.

For application to large vocabulary continuous
speech recognition (LVCSR), y can be constructed ei-
ther by concatenating successive feature vectors, or
as is common in HTK-based systems, the standard
39-element feature vector comprised of static PLP
coefficients plus their first and second derivatives is aug-
mented by the third derivatives and then projected back
into 39 dimensions using a 39 × 52 HLDA transform.

Finally note that, as with semi-tied covariances, mul-
tiple HLDA transforms can be used to allow the full
acoustic space to be covered by a set of piecewise linear
projections [27.56].

27.4 Normalization

Normalization attempts to condition the incoming
speech signal to minimize the effects of variation caused
by the environment and the physical characteristics of
the speaker.

27.4.1 Mean and Variance Normalization

Mean normalization removes the average feature value
and since most front-end feature sets are derived from
log spectra, this has the effect of reducing sensitivity
to channel variation. Cepstral variance normalization
scales each individual feature coefficient to have a unit
variance and empirically this has been found to reduce
sensitivity to additive noise [27.57].

For transcription applications where multiple passes
over the data are possible, the necessary mean and vari-
ance statistics should be computed over the longest
possible segment of speech for which the speaker and
environment conditions are constant. For example, in
broadcast news transcription this will be a speaker seg-
ment and in telephone transcription it will be a whole
side of a conversation. Note that for real-time systems
that operate in a single, continuous pass over the data,

the mean and variance statistics must be computed as
running averages.

27.4.2 Gaussianization

Given that normalizing the first- and second-order statis-
tics yields improved performance, an obvious extension
is to normalize the higher-order statistics so that the
features are Gaussian distributed. This so-called Gaus-
sianization is performed by finding a transform z= φ(y),
on a per-element basis, such that p(z) is Gaussian. One
simple way to achieve this is to estimate a cumulative
distribution function (CDF) for each feature element y

F0(y)= 1

N

N∑
i=1

h(y− yi )= rank(yi )

N
, (27.28)

where y1, · · · , yN are the data to be normalized, h(·) is
the step function and rank(yi ) is the rank of yi when the
data are sorted. The required transformation is then

zi =Φ−1
(

rank(yi )

N

)
, (27.29)

where Φ(·) is the CDF of a Gaussian [27.58].
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One difficulty with this approach is that when the
normalization data set is small the CDF estimate can
be noisy. An alternative approach is to estimate an M-
component Gaussian mixture model (GMM) on the data
and then use this to approximate the CDF [27.59], that
is

zi =Φ−1

⎛
⎝ yi∫
−∞

M∑
m=1

cmN (y;μm, σ
2
m)dy

⎞
⎠ , (27.30)

where μm and σ2
m are the mean and variance of the

m-th GMM component. This results in a smoother
and more-compact representation of the Gaussianization
transformation [27.60].

27.4.3 Vocal-Tract-Length Normalization

Variations in vocal-tract length cause formant frequen-
cies to shift in frequency in an approximately linear
fashion. Thus, one simple form of normalization is to
linearly scale the filter bank center frequencies within
the front-end feature extractor to approximate a canon-
ical formant frequency scaling [27.61]. This is called
vocal-tract-length normalization (VTLN).

To implement VTLN two issues need to be ad-
dressed: the definition of the scaling function and the
estimation of the appropriate scaling function param-
eters for each speaker. Early attempts at VTLN used
a simple linear mapping but, as shown in Fig. 27.10a,
this results in a problem at high frequencies where fe-
male voices have no information in the upper frequency
band and male voices have the upper frequency band
truncated. This can be mitigated by using a piecewise
linear function of the form shown in Fig. 27.10b [27.57].
Alternatively, a bilinear transform can be used [27.62].
Parameter estimation is performed using a grid search
plotting log likelihoods against parameter values. Once
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Fig. 27.10a,b Vocal-tract length normalization

the optimal values for all training speakers have been
computed, the training data is normalized and the acous-
tic models re-estimated. This is repeated until the VTLN
parameters have stabilized. Note here that, when com-
paring log likelihoods resulting from differing VTLN
transformations, the Jacobean of the transform should
strictly be included. This is however very complex to
estimate and since the application of mean and variance
normalization will reduce the affect of this approxima-
tion, it is usually ignored.

For very large systems, the overhead incurred from
iteratively computing the optimal VTLN parameters can
be considerable. An alternative is to approximate the ef-
fect of VTLN by a linear transform. The advantage of
this approach is that the optimal transformation param-
eters can be determined from the auxiliary function in
a single pass over the data [27.63].

VTLN is particularly effective for telephone speech
where speakers can be clearly identified. It is less ef-
fective for other applications such as broadcast news
transcription where speaker changes must be inferred
from the data.

27.5 Adaptation

A fundamental idea in statistical pattern classification
is that the training data should adequately represent the
test data, otherwise a mismatch will occur and recog-
nition accuracy will be degraded. In the case of speech
recognition, there will always be new speakers who are
poorly represented by the training data, and new hitherto
unseen environments. The solution to these problems is
adaptation. Adaptation allows a small amount of data
from a target speaker to be used to transform an acoustic
model set to make it more closely match that speaker.

It can be used both in training to make more-specific
and/or more-compact recognition sets, and it can be used
in recognition to reduce mismatch and the consequent
recognition errors.

There are various styles of adaptation that affect both
the possible applications and the method of implementa-
tion. Firstly, adaptation can be supervised, in which case
accurate transcriptions are available for all of the adap-
tation data, or it can be unsupervised, in which case the
required transcriptions must be hypothesized. Secondly,
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adaptation can be incremental or batch mode. In the for-
mer case, adaptation data becomes available in stages,
for example, as is the case for a spoken dialogue system
when a new caller comes on the line. In batch mode, all
of the adaptation data is available from the start, as is
the case in offline transcription.

This section describes the main approaches to
adaptation and its application in both recognition and
training.

27.5.1 Maximum A Posteriori (MAP)
Adaptation

Given some adaptation data Y1, · · · ,YR and a model
M with parameters λ, MAP-based parameter estimation
seeks to maximize the following objective function,

FMAP(λ)=
∑R

r=1
log p(Yr |MWr )p(λ) . (27.31)

Comparing this with the ML objection function given
in (27.14), it can be seen that the likelihood is weighted
by the prior. The choice of distribution for this prior is
problematic since there is no conjugate prior density for
a continuous Gaussian mixture HMM. However, if the
mixture weights and Gaussian component parameters
are assumed to be independent, then a finite mixture den-
sity of the form pD(c j )

∏
m

pW(μ jm,Σ jm) can be used,

where pD(·) is a Dirichlet distribution over the vector of
mixture weights c j and pW(·) is a normal–Wishart den-
sity. It can then be shown that this leads to parameter
estimation formulae of the form

μ̂ jm =
τμ jm +

R∑
r=1

Θr
jm(MWr )

τ+
R∑

r=1
Γ r

jm(MWr )

, (27.32)

where μ jm is the prior mean, and τ is a parameter
of pW(·), which is normally determined empirically.
Similar, though rather more-complex, formulae can be
derived for the variances and mixture weights [27.64].

Comparing (27.32) with (27.17), it can be seen that
MAP adaptation effectively interpolates the original
prior parameter values with those that would be ob-
tained from the adaptation data alone. As the amount of
adaptation data increases, the parameters tend asymp-
totically to the adaptation domain. This is a desirable
property and it makes MAP especially useful for port-
ing a well-trained model set to a new domain for which
there is only a limited amount of data.

A major drawback of MAP adaptation is that every
Gaussian component is updated individually. If the adap-

tation data is sparse, then many of the model parameters
will not be updated. Various attempts have been made to
overcome this [27.65,66] but MAP nevertheless remains
ill-suited for rapid incremental adaptation.

27.5.2 ML-Based Linear Transforms

An alternative approach to adaptation is to build a set
of linear transforms to map an existing model set into
a new adapted model set such that the likelihood of the
adaptation data is maximized. This is called maximum-
likelihood linear regression (MLLR) and, unlike MAP,
it is particularly well suited to unsupervised incremental
adaptation.

There are two main variants of MLLR: uncon-
strained and constrained [27.67]. In unconstrained
MLLR, separate transforms are trained for the means
and variances,

μ̂ jm = Gμ jm +b; Σ̂ jm = HΣ jm HT . (27.33)

The formulae for constrained MLLR (CMLLR) are
identical except that G = H . The maximum-likelihood
estimation formulae are given in [27.68]. Whereas there
are closed-form solutions for unconstrained MLLR,
the constrained case is similar to the semi-tied covari-
ance transform discussed in Sect. 27.3.2 and requires
an iterative solution. However, CMLLR has other ad-
vantages as discussed in Sect. 27.5.3 below. Linear
transforms can also be estimated using discriminative
criteria [27.69–71].

The key to the power of the MLLR adaptation ap-
proach is that a single transform matrix G can be shared
across a set of Gaussian mixture components. When the
amount of adaptation data is limited, a global transform
can be shared across all Gaussians in the system. As the
amount of data increases, the HMM state components
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Fig. 27.11 A regression class tree
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can be grouped into classes, with each class having its
own transform. As the amount of data increases fur-
ther, the number of classes and therefore transforms
increases correspondingly, leading to increasingly good
adaptation.

The number of transforms to use for any specific
adaptation set can be determined automatically using
a regression class tree as illustrated in Fig. 27.11. Each
node represents a regression class, i. e., a set of Gaussian
components that will share a single transform. The total
occupation count associated with any node in the tree
can easily be computed since the counts are known at the
leaf nodes. Then, for a given set of adaptation data, the
tree is descended and the most specific set of nodes for
which there is sufficient data is selected (for example,
the shaded nodes in the figure).

When used in the unsupervised mode, MLLR is nor-
mally applied iteratively [27.72]. First, the unknown test
speech is recognized, then the hypothesized transcrip-
tion is used to estimate the MLLR transforms. The test
speech is then re-recognized using the adapted models.
This is repeated until convergence is achieved. A refine-
ment of this is to use recognition lattices in place of the
1-best hypothesis to accumulate the adaptation statis-
tics. This approach is more robust to recognition errors
and avoids the need to re-recognize the data since the
lattice can simply be rescored [27.73].

27.5.3 Adaptive Training

Ideally, an acoustic model set should encode just those
dimensions that allow the different classes to be dis-
criminated. However, in the case of speaker-independent
(SI) speech recognition, the training data necessarily in-
cludes a large number of speakers and hence acoustic
models trained directly on this set will have to waste
a large number of parameters encoding the variability
between speakers rather than the variability between
spoken words, which is the true aim.

One way to overcome this is to replace the single SI
model set with a cluster of more-specific models where
each model can be trained on more-homogenous data.
This is called cluster adaptive training (CAT). At recog-
nition time, a linear combination of models is selected
where the set of interpolation weights, in effect, forms
a speaker-specific transform [27.74–76]. More recently
discriminative techniques have been applied to CAT with
some success [27.77].

An alternative approach to CAT is to use adaptation
to transform each training set speaker to form a canon-
ical model. This is called speaker adaptive training
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Fig. 27.12 Adaptive training

(SAT) and the conceptual schema for this is shown in
Fig. 27.12 [27.78]. When only mean transformations are
used, SAT is straightforward. A transform is estimated
for each speaker, and then the parameters of the canon-
ical model set are estimated by modifying the statistics
to account for the transform. For example, to estimate
the canonical model means, the counts in (27.15) and
(27.16) are modified as

Θr
jm(M)=

Tr∑
t=1

γ r
jm(t)G(r)TΣ−1

jm (yr
t −b(r))

∣∣∣∣∣
M

,

(27.34)

and

Γ r
jm(M)=

Tr∑
t=1

γ r
jm(t)G(r)TΣ−1

jm G(r)

∣∣∣∣∣
M

, (27.35)

where G(r), b(r) is the transform for the speaker uttering
training sentence r. The mean is then estimated using
(27.17) as normal.

Rather than modifying the statistics, the use of
CMLLR allows adaptive training to be simplified fur-
ther and allows combined mean and variance adaptation.
Similar to the case for semi-tied covariances, the
CMLLR transformed likelihood can be computed sim-
ply by regarding it as a feature space transformation,
i. e., for any mixture component m of state j

N (y; μ̂ jm, Σ̂ jm)= 1

|G|N (G−1(y−b);μ jm,Σ jm) ,

(27.36)

where μ̂ jm and Σ̂ jm are the transformed means and vari-
ances as in (27.33) (with G = H). Thus a SAT system
can be built using CMMLR simply by iterating between
the estimation of the canonical model using estimation
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of the transformed training data and the transforms using
the canonical model.

Finally, note that SAT trained systems incur the prob-
lem that they can only be used once transforms have

been estimated for the test data. Thus, an SI model set
is typically retained to generate the initial hypothesized
transcription or lattice needed to compute the first set of
transforms.

27.6 Multipass Recognition Architectures

The previous sections have reviewed some of the ba-
sic techniques available for both training and adapting
an HMM-based recognition system. In general, any
particular combination of model set and adaptation tech-
nique will have slightly different characteristics and
make different errors. Furthermore, if the outputs of
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Fig. 27.13 Multipass/system combination architecture

these systems are converted to confusion networks, as
explained in Sect. 27.2.4, then it is straightforward to
combine the confusion networks and then select the
word sequence with the overall maximum a posterior
likelihood. Thus, modern transcription systems typically
utilize multiple model sets and make multiple passes
over the data.

A typical architecture is shown in Fig. 27.13. A first
pass is made over the data using a relatively simple SI
model set. The 1-best output from this pass is used to per-
form a first round of adaptation. The adapted models are
then used to generate lattices using a basic bigram or tri-
gram word-based language model. Once the lattices have
been generated, a range of more-complex models and
adaptation techniques can be applied in parallel to pro-
vide n candidate output confusion networks from which
the best word sequence is extracted. These third pass
models may include ML and MPE trained systems, SI
and SAT trained models, triphone and quinphone mod-
els, lattice-based MLLR, CMLLR, four-gram language
models interpolated with class-n-grams and many other
variants. For examples of recent large-scale transcription
systems see [27.11, 60, 79].

The gains obtained from this type of system com-
bination can vary but overall performance is more
robust across a range of task domains. Finally, note that
adaptation can work more effectively if the required hy-
pothesized transcriptions are generated by a different
system. Thus, cross adaptation is also an increasingly
popular architectural option.

27.7 Conclusions

This chapter has reviewed the core architecture of an
HMM-based CSR system and outlined the major areas of
refinement incorporated into modern systems. Diagonal-
covariance continuous-density HMMs are based on the
premise that each input frame is independent, and its
components are decorrelated and have Gaussian distri-
butions. Since none of these assumptions are true, the

various refinements described above can all be viewed
as attempts to reduce the impact of these false assump-
tions. Whilst many of the techniques are quite complex,
they are nevertheless effective and overall substantial
progress has been made. For example, error rates on the
transcription of conversational telephone speech were
around 45% in 1995. Today, with the benefit of more
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data and the refinements described above, error rates are
now well below 20%. Similarly, broadcast news tran-
scription has improved from around 30% word error
rate (WER) in 1997 to below 15% today.

Despite their dominance and the continued rate of
improvement, many argue that the HMM architecture is

fundamentally flawed and performance must asymptote.
Of course, this is undeniably true since we have in our
own heads an existence proof. However, no good alter-
native to the HMM has yet been found. In the meantime,
the performance asymptote seems still to be some way
away.
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Speech Recog28. Speech Recognition
with Weighted Finite-State Transducers

M. Mohri, F. Pereira, M. Riley

This chapter describes a general representation
and algorithmic framework for speech recogni-
tion based on weighted finite-state transducers.
These transducers provide a common and natu-
ral representation for major components of speech
recognition systems, including hidden Markov
models (HMMs), context-dependency models,
pronunciation dictionaries, statistical grammars,
and word or phone lattices. General algorithms
for building and optimizing transducer models
are presented, including composition for com-
bining models, weighted determinization and
minimization for optimizing time and space re-
quirements, and a weight pushing algorithm
for redistributing transition weights optimally
for speech recognition. The application of these
methods to large-vocabulary recognition tasks
is explained in detail, and experimental results
are given, in particular for the North Ameri-
can Business News (NAB) task, in which these
methods were used to combine HMMs, full cross-
word triphones, a lexicon of 40 000 words, and
a large trigram grammar into a single weighted
transducer that is only somewhat larger than
the trigram word grammar and that runs NAB
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in real time on a very simple decoder. Another
example demonstrates that the same methods
can be used to optimize lattices for second-pass
recognition.

28.1 Definitions

Much of current large-vocabulary speech recognition
is based on models such as hidden Markov models
(HMMs), lexicons, or n-gram statistical language mod-
els that can be represented by weighted finite-state
transducers. Even when richer models are used, for
instance context-free grammars for spoken-dialog appli-
cations, they are often restricted, for efficiency reasons,
to regular subsets, either by design or by approxima-
tion [28.1–3].

A finite-state transducer is a finite automaton whose
state transitions are labeled with both input and output
symbols. Therefore, a path through the transducer en-
codes a mapping from an input symbol sequence, or
string, to an output string. A weighted transducer puts

weights on transitions in addition to the input and output
symbols. Weights may encode probabilities, durations,
penalties, or any other quantity that accumulates along
paths to compute the overall weight of mapping an input
string to an output string. Weighted transducers are thus
a natural choice to represent the probabilistic finite-state
models prevalent in speech processing.

We present a detailed view of the use of weighted
finite-state transducers in speech recognition [28.4–10].
We show that common methods for combining and op-
timizing probabilistic models in speech processing can
be generalized and efficiently implemented by trans-
lation to mathematically well-defined operations on
weighted transducers. Furthermore, new optimization
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opportunities arise from viewing all symbolic levels of
speech recognition modeling as weighted transducers.
Thus, weighted finite-state transducers define a common
framework with shared algorithms for the representation
and use of the models in speech recognition that has im-
portant algorithmic and software engineering benefits.

We begin with an overview in Sect. 28.2, which
informally introduces weighted finite-state transducers
and algorithms, and motivates the methods by show-
ing how they are applied to speech recognition. This

section may suffice for those only interested in a brief
tour of these methods. In the subsequent two sections,
we give a more-detailed and precise account. Sec-
tion 28.3 gives formal definitions of weighted finite-state
transducer concepts and corresponding algorithm de-
scriptions. Section 28.4 gives a detailed description of
how to apply these methods to large-vocabulary speech
recognition and shows performance results. These sec-
tions are appropriate for those who wish to understand
the algorithms more fully or wish to replicate the results.

28.2 Overview

We start with an informal overview of weighted au-
tomata and transducers, outlines of some of the key
algorithms that support the ASR applications de-
scribed in this chapter – composition, determinization,
and minimization – and their application to speech
recognition.

28.2.1 Weighted Acceptors

Weighted finite automata (or weighted acceptors) are
used widely in automatic speech recognition (ASR).
Figure 28.1 gives simple, familiar examples of weighted
automata as used in ASR. The automaton in Fig. 28.1a is
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Fig. 28.1a–c Weighted finite-state acceptor examples. By convention, the states are represented by circles and marked
with their unique number. The initial state is represented by a bold circle, final states by double circles. The label l and
weight w of a transition are marked on the corresponding directed arc by l/w. When explicitly shown, the final weight w
of a final state f is marked by f/w

a toy finite-state language model. The legal word strings
are specified by the words along each complete path,
and their probabilities by the product of the correspond-
ing transition probabilities. The automaton in Fig. 28.1b
gives the possible pronunciations of one word, ‘data’,
used in the language model. Each legal pronunciation is
the phone string along a complete path, and its probabil-
ity is given by the product of the corresponding transition
probabilities. Finally, the automaton in Fig. 28.1c en-
codes a typical left-to-right, three-distribution HMM
structure for one phone, with the labels along a complete
path specifying legal strings of acoustic distributions for
that phone.
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These automata consist of a set of states, an ini-
tial state, a set of final states (with final weights), and
a set of transitions between states. Each transition has
a source state, a destination state, a label, and a weight.
Such automata are called weighted finite-state acceptors
(WFSAs), since they accept or recognize each string
that can be read along a path from the start state to
a final state. Each accepted string is assigned a weight,
namely the accumulated weights along accepting paths
for that string, including the final weights. An acceptor
as a whole represents a set of strings, namely those that
it accepts. As a weighted acceptor, it also associates to
each accepted string the accumulated weights of their
accepting paths.

Speech recognition architectures commonly give the
run-time decoder the task of combining and optimizing
automata such as those in Fig. 28.1. The decoder finds
word pronunciations in its lexicon and substitutes them
into the grammar. Phonetic tree representations may be
used at this point to reduce path redundancy and thus im-
prove search efficiency, especially for large-vocabulary
recognition [28.11]. The decoder then identifies the cor-
rect context-dependent models to use for each phone
in context, and finally substitutes them to create an
HMM-level transducer. The software that performs these
operations is usually tied to particular model topolo-
gies. For example, the context-dependent models might
have to be triphonic, the grammar might be restricted
to trigrams, and the alternative pronunciations might
have to be enumerated in the lexicon. In addition, these
automata combinations and optimizations are applied
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Fig. 28.2a,b Weighted finite-state transducer examples. These are similar to the weighted acceptors in Fig. 28.1 except
output labels are introduced in each transition. The input label i, the output label o, and weight w of a transition are
marked on the corresponding directed arc by i : o/w

in a preprogrammed order to a prespecified number of
levels.

28.2.2 Weighted Transducers

Our approach uses finite-state transducers, rather than
acceptors, to represent the n-gram grammars, pronun-
ciation dictionaries, context-dependency specifications,
HMM topology, word, phone or HMM segmentations,
lattices, and n-best output lists encountered in ASR. The
transducer representation provides general methods for
combining models and optimizing them, leading to both
simple and flexible ASR decoder designs.

A weighted finite-state transducer (WFST) is quite
similar to a weighted acceptor except that it has an in-
put label, an output label, and a weight on each of its
transitions. The examples in Fig. 28.2 encode (a super-
set of) the information in the WFSAs of Fig. 28.1a,b
as WFSTs. Figure 28.2a represents the same language
model as Fig. 28.1a by giving each transition identical
input and output labels. This adds no new information,
but is a convenient way we often use to treat acceptors
and transducers uniformly.

Figure 28.2b represents a toy pronunciation lexicon
as a mapping from phone strings to words in the lexicon,
in this example ‘data’ and ‘dew’, with probabilities rep-
resenting the likelihoods of alternative pronunciations.
It transduces a phone string that can be read along a path
from the start state to a final state to a word string with
a particular weight. The word corresponding to a pro-
nunciation is output by the transition that consumes the
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562 Part E Speech Recognition

first phone for that pronunciation. The transitions that
consume the remaining phones output no further sym-
bols, indicated by the null symbol ε as the transition’s
output label. In general, an ε input label marks a transi-
tion that consumes no input, and an ε output label marks
a transition that produces no output.

This transducer has more information than the
WFSA in Fig. 28.1b. Since words are encoded by the
output label, it is possible to combine the pronunciation
transducers for more than one word without losing word
identity. Similarly, HMM structures of the form given in
Fig. 28.1c can be combined into a single transducer that
preserves phone model identity. This illustrates the key
advantage of a transducer over an acceptor: the trans-
ducer can represent a relationship between two levels of
representation, for instance between phones and words
or between HMMs and context-independent phones.
More precisely, a transducer specifies a binary relation
between strings: two strings are in the relation when
there is a path from an initial to a final state in the trans-
ducer that has the first string as the sequence of input
labels along the path and the second string as the se-
quence of output labels along the path (ε symbols are
left out in both input and output). In general, this is a re-
lation rather than a function since the same input string
might be transduced to different strings along two dis-
tinct paths. For a weighted transducer, each string pair
is also associated with a weight.

We rely on a common set of weighted transducer
operations to combine, optimize, search, and prune
them [28.4]. Each operation implements a single,
well-defined function that has its foundations in the
mathematical theory of rational power series [28.12–14].
Many of those operations are the weighted transducer
generalizations of classical algorithms for unweighted
acceptors. We have brought together those and a vari-
ety of auxiliary operations in a comprehensive weighted
finite-state machine software library (FsmLib) avail-
able for non-commercial use from the AT&T Labs –
research web site [28.4]. The OpenFST open-source li-
brary in C++ provides a new implementation of the
main weighted transducer algorithms [28.15].

Basic union, concatenation, and Kleene closure op-
erations combine transducers in parallel, in series, and
with arbitrary repetition, respectively. Other operations
convert transducers to acceptors by projecting onto the
input or output label set, find the best or the n best paths
in a weighted transducer, remove unreachable states and
transitions, and sort acyclic automata topologically.

Where possible, we provided lazy (also called
on-demand) implementations of algorithms. Any finite-

state object fsm can be accessed with the three main
methods fsm.start(), fsm.final(state), and
fsm.transitions(state) that return the start
state, the final weight of a state, and the transitions
leaving a state, respectively. This interface can be im-
plemented for concrete automata in an obvious way: the
methods simply return the requested information from
a stored representation of the automaton. However, the
interface can also be given lazy implementations. For
example, the lazy union of two automata returns a new
lazyfsm object. When the object is first constructed, the
lazy implementation just initializes internal bookkeep-
ing data. It is only when the interface methods request
the start state, the final weights, or the transitions (and
their destination states) leaving a state, that this informa-
tion is actually computed, and optionally cached inside
the object for later reuse. This approach has the advan-
tage that, if only a part of the result of an operation is
needed (for example in a pruned search), then the un-
used part is never computed, saving time and space. We
refer the interested reader to the library documentation
and an overview of the library [28.4] for further details
on lazy finite-state objects.

We now discuss the key transducer operations that
are used in our speech applications for model combina-
tion, redundant-path removal, and size reduction.

28.2.3 Composition

Composition is the transducer operation for combining
different levels of representation. For instance, a pro-
nunciation lexicon can be composed with a word-level
grammar to produce a phone-to-word transducer whose
word strings are restricted to the grammar. A variety of
ASR transducer combination techniques, both context
independent and context dependent, can be conveniently
and efficiently implemented with composition.

As previously noted, a transducer represents a bi-
nary relation between strings. The composition of two
transducers represents their relational composition. In
particular, the composition T = T1 ◦T2 of two transduc-
ers T1 and T2 has exactly one path mapping string u
to string w for each pair of paths, the first in T1 map-
ping u to some string v and the second in T2 mapping
v to w. The weight of a path in T is computed from
the weights of the two corresponding paths in T1 and
T2 with the same operation that computes the weight of
a path from the weights of its transitions. If the tran-
sition weights represent probabilities, that operation is
the product. If instead the weights represent log prob-
abilities or negative log probabilities as is common in
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Fig. 28.3a–c Example of transducer composition

ASR for numerical stability, the operation is the sum.
More generally, the weight operations for a weighted
transducer can be specified by a semiring [28.12–14], as
discussed in more detail in Sect. 28.3.

The weighted composition algorithm generalizes the
classical state-pair construction for finite automata inter-
section [28.16] to weighted acceptors and transducers.
The states of the composition T are pairs of a T1 state
and a T2 state. T satisfies the following conditions:

1. its initial state is the pair of the initial state of T1 and
the initial state of T2;

2. its final states are pairs of a final state of T1 and
a final state of T2, and

3. there is a transition t from (q1, q2) to (r1, r2) for each
pair of transitions t1 from q1 to r1 and t2 from q2 to
r2 such that the output label of t1 matches the input
label of t2.

The transition t takes its input label from t1, its out-
put label from t2, and its weight is the combination of the
weights of t1 and t2 done with the same operation that
combines weights along a path. Since this computation is
local – it involves only the transitions leaving two states
being paired – it can be given a lazy implementation in
which the composition is generated only as needed by
other operations on the composed automaton. Transi-
tions with ε-labels in T1 or T2 must be treated specially,
as discussed in Sect. 28.3. Figure 28.3a and b show two
simple transducers and the result of their composition,
Fig. 28.3c. The weight of a path in the resulting trans-
ducer is the sum of the weights of the matching paths in
T1 and T2 (as when the weights represent negative log
probabilities).

Since we represent weighted acceptors by weighted
transducers in which the input and output labels of each
transition are identical, the intersection of two weighted
acceptors is just the composition of the corresponding
transducers.

28.2.4 Determinization

In a deterministic automaton, each state has at most
one transition with any given input label and there are
no input ε-labels. Figure 28.4a gives an example of
a nondeterministic weighted acceptor: at state 0, for
instance, there are two transitions with the same la-
bel a. The automaton in Fig. 28.4b, on the other hand, is
deterministic.

The key advantage of a deterministic automaton
over equivalent nondeterministic ones is its irredun-
dancy: it contains at most one path matching any
given input string, thereby reducing the time and space
needed to process the string. This is particularly impor-
tant in ASR due to pronunciation lexicon redundancy
in large-vocabulary tasks. The familiar tree lexicon
in ASR is a deterministic pronunciation representa-
tion [28.11].

To benefit from determinism, we use a deter-
minization algorithm that transforms a nondeterministic
weighted automaton into an equivalent deterministic
automaton. Two weighted acceptors are equivalent if
they associate the same weight to each input string;
weights may be distributed differently along the paths
of two equivalent acceptors. Two weighted transducers
are equivalent if they associate the same output string
and weights to each input string; the distribution of the

Part
E

2
8
.2



564 Part E Speech Recognition

,

1-/ /

'-0

0-,

��

�,H,�

��

1-/
�/H,�H�*H/�

'-0

1-*

�-;

'-0
 -?

*

�0H,�-,
�-;

 -<

Fig. 28.4a,b Determinization of weighted automata. (a) Weighted automaton over the tropical semiring A. (b) Equivalent
weighted automaton B obtained by the determinization of A

weight or output labels along paths need not be the same
in the two transducers.

If we apply the weighted determinization algorithm
to the union of a set of chain automata, each represent-
ing a single word pronunciation, we obtain a tree-shaped
automaton. However, the result of this algorithm on
more-general automata may not be a tree, and in fact
may be much more compact than a tree. The algorithm
can produce results for a broad class of automata with
cycles that have no tree representation.

Weighted determinization generalizes the classical
subset method for determinizing unweighted finite au-
tomata [28.17]. Unlike in the unweighted case, not
all weighted automata can be determinized. Condi-
tions for determinizability are discussed in Sect. 28.3.3.
Fortunately, most weighted automata used in speech
processing can be either determinized directly or
easily made determinizable with simple transforma-
tions, as we discuss in Sects. 28.3.3 and 28.4.1. In
particular, any acyclic weighted automaton can be
determinized.

To eliminate redundant paths, weighted determiniza-
tion needs to calculate the combined weight of all
paths with the same labeling. When each path repre-
sents a disjoint event with a probability given by its
weight, the combined weight, representing the prob-
ability of the common labeling for that set of paths,
would be the sum of the weights of the paths. Alter-
natively, we may just want to keep the most probable
path, as is done in shortest path algorithms, leading
to the so-called Viterbi approximation. When weights
are negative log probabilities, these two alternatives
correspond respectively to log summation and taking
the minimum. In the general case, we use one oper-
ation, denoted ⊗, for combining weights along paths
and for composition, and a second operation, denoted
⊕, to combine identically labeled paths. Some common
choices of (⊕,⊗) include (max,+), (+, ∗), (min,+),
and (− log(e−x + e−y),+). In speech applications, the

first two are appropriate for probabilities, the last two for
the corresponding negative log probabilities. More gen-
erally, as we will see in Sect. 28.3, many of the weighted
automata algorithms apply when the two operations de-
fine an appropriate semiring. The choices (min,+), and
(− log(e−x + e−y),+) are called the tropical and log
semirings, respectively.

Our discussion and examples of determinization and,
later, minimization will be illustrated with weighted ac-
ceptors. The string semiring, whose two operations are
longest common prefix and concatenation, can be used
to treat the output strings as weights. By this method, the
transducer case can be handled as well; see Mohri [28.6]
for details.

We will now work through an example of de-
terminization with weights in the tropical semiring.
Figure 28.4b shows the weighted determinization of
automaton A1 from Fig. 28.4a. In general, the deter-
minization of a weighted automaton is equivalent to
the original, that is, it associates the same weight to
each input string. For example, there are two paths cor-
responding to the input string ab in A1, with weights
{1+3= 4, 2+3= 5}. The minimum 4 is also the weight
associated by A2 to the string ab.

In the classical subset construction for determinizing
unweighted automata, all the states reachable by a given
input from the initial state are placed in the same subset.
In the weighted case, transitions with the same input la-
bel can have different weights, but only the minimum of
those weights is needed and the leftover weights must be
tracked. Thus, the subsets in weighted determinization
contain pairs (q, w) of a state q of the original automaton
and a leftover weight w.

The initial subset is [(i, 0)], where i is the initial state
of the original automaton. For example, in Fig. 28.4,
the initial subset for automaton B is [(0, 0)]. Each new
subset S is processed in turn. For each element a of the
input alphabet Σ labeling at least one transition leaving
a state of S, a new transition t leaving S is constructed
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Fig. 28.5a–c Weight pushing and minimization. (a) Deterministic weighted automaton A. (b) Equivalent weighted
automaton B obtained by weight pushing in the tropical semiring. (c) Minimal weighted automaton equivalent to A

in the result automaton. The input label of t is a and its
weight is the minimum of the sums w+ l, where w is
s’s leftover weight, and l is the weight of an a-transition
leaving a state s in S. The destination state of t is the
subset S′ containing those pairs (q′, w′) in which q′ is
a state reached by a transition labeled with a from a state
of S and w′ is the appropriate leftover weight.

For example, in Fig. 28.4, the transition leaving (0, 0)
in B labeled with a is obtained from the two transi-
tions labeled with a leaving state 0 in A: its weight
is the minimum of the weight of those two transi-
tions, and its destination state is the subset S′ = {(1, 1−
1= 0), (2, 2−1= 1)}. The algorithm is described in
more in detail in Sect. 28.3.3.

It is clear that the transitions leaving a given state in
the determinization of an automaton can be computed
from the subset for the state and the transitions leaving
the states in the subset, as is the case for the classical
nondeterministic finite automata (NFA) determinization
algorithm. In other words, the weighted determinization
algorithm is locally like the composition algorithm, and
can thus be given a lazy implementation that creates
states and transitions only as needed.

28.2.5 Minimization

Given a deterministic automaton, we can reduce its size
by minimization, which can save both space and time.
Any deterministic unweighted automaton can be min-
imized using classical algorithms [28.18, 19]. In the
same way, any deterministic weighted automaton A can
be minimized using our minimization algorithm, which
extends the classical algorithm [28.6]. The resulting
weighted automaton B is equivalent to the automaton A,
and has the least number of states and the least number of
transitions among all deterministic weighted automata
equivalent to A.

As we will see in Sect. 28.3.5, weighted minimiza-
tion is quite efficient, indeed as efficient as classical
deterministic finite automata (DFA) minimization.

We can view the deterministic weighted automaton
A in Fig. 28.5a as an unweighted automaton by inter-
preting each pair (a, w) of a label a and a weight w as
a single label. We can then apply the standard DFA min-
imization algorithm to this automaton. However, since
the pairs for different transitions are all distinct, classical
minimization would have no effect on A.

The size of A can still be reduced by using true
weighted minimization. This algorithm works in two
steps: the first step pushes weight among transitions,
and the second applies the classical minimization algo-
rithm to the result with each distinct label–weight pair
viewed as a distinct symbol, as described above. Weight
pushing is useful not only as a first step of minimization
but also to redistribute weight among transitions to im-
prove search, especially pruned search. The algorithm
is described in more detail in Sect. 28.3.4, and analyzed
in [28.20]. Its applications to speech recognition are
discussed in [28.21].

Pushing is a special case of reweighting. We de-
scribe reweighting in the case of the tropical semiring;
similar definitions can be given for other semirings.
A (nontrivial) weighted automaton can be reweighted
in an infinite number of ways that produce equiva-
lent automata. To see how, let i be A’s initial state
and assume for convenience that A has a single fi-
nal state f . Any automaton can be transformed into
an equivalent automaton with a single final state by
adding a super-final state, making all previously final
states non-final, and adding from each previously fi-
nal state f with weight ρ( f ) an ε-transition with the
weight ρ( f ) to the super-final state. Let V : Q → � be
an arbitrary potential function on states. Update each
weight w[t] of the transition t from state p[t] to n[t] as
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follows:

w[t] ←w[t]+ [V (n[t])−V (p[t])] , (28.1)

and the final weight ρ( f ) as

ρ( f )← ρ( f )+[V (i)−V ( f )] . (28.2)

It is easy to see that with this reweighting each
potential internal to any successful path from the
initial state to the final state is added and then
subtracted, making the overall change in path
weight:

[V ( f )−V (i)]+ [V (i)−V ( f )] = 0 . (28.3)

Thus, reweighting does not affect the total weight of
a successful path and the resulting automaton is equiva-
lent to the original.

To push the weight in A towards the initial state as
much as possible, a specific potential function is cho-
sen, the one that assigns to each state the lowest path
weight from that state to the final state. After pushing,
the lowest-cost path (excluding the final weight) from
every state to the final state will thus be 0.

Figure 28.5b shows the result of pushing for the in-
put A. Thanks to pushing, the size of the automaton
can then be reduced using classical minimization. Fig-
ure 28.5c illustrates the result of the final step of the
algorithm. No approximation or heuristic is used: the
resulting automaton C is equivalent to A.

28.2.6 Speech Recognition Transducers

As an illustration of these methods applied to speech
recognition, we describe how to construct a single, stat-
ically compiled and optimized recognition transducer
that maps from context-dependent phones to words. This
is an attractive choice for tasks that have fixed acoustic,
lexical, and grammatical models since the static trans-
ducer can be searched simply and efficiently with no
recognition-time overhead for model combination and
optimization.

Consider the pronunciation lexicon in Fig. 28.2b.
Suppose we form the union of this transducer with the

�
H�
�
R�
-5V	

"H�


��

�
H�
�R�
-5V	

"H�


��

Fig. 28.6a,b Context-dependent triphone transducer transition:
(a) nondeterministic, (b) deterministic

pronunciation transducers for the remaining words in the
grammar G of Fig. 28.2a by creating a new super-initial
state and connecting an ε-transition from that state to the
former start states of each pronunciation transducer. We
then take its Kleene closure by connecting an ε-transition
from each final state to the initial state. The resulting pro-
nunciation lexicon L would pair any word string from
that vocabulary to their corresponding pronunciations.
Thus,

L ◦G (28.4)

gives a transducer that maps from phones to word strings
restricted to G.

We used composition here to implement a context-
independent substitution. However, a major advantage
of transducers in speech recognition is that they nat-
urally generalize the notion of context-independent
substitution of a label to the context-dependent case.
In particular, the application of the familiar triphone
models in ASR to the context-independent transducer,
producing a context-dependent transducer, can be per-
formed simply with composition.

To do so, we first construct a context-dependency
transducer that maps from context-independent phones
to context-dependent triphones. This transducer has
a state for every pair of phones and a transition for ev-
ery context-dependent model. In particular, if ae/k_t
represents the triphonic model for ae with left con-
text k and right context t, then there is a transition in
the context-dependency transducer from state (k, ae) to
state (ae, t) with output label ae/k_t. This use of / to
indicate in the context of in a triphone symbol offers
a potential ambiguity with our use of / to separate
a transition’s weight from its input and output sym-
bols. However, since context-dependency transducers
are never weighted in this chapter, the confusion is not
a problem in what follows, so we chose to stay with the
notation of previous work rather than changing it to avoid
the potential ambiguity. For the input label on this tran-
sition, we could choose the center phone ae as depicted
in Fig. 28.6a. This will correctly implement the trans-
duction; but the transducer will be non-deterministic.
Alternately, we can choose the right phone t as de-
picted in Fig. 28.6b. This will also correctly implement
the transduction, but the result will be deterministic. To
see why these are correct, realize that when we enter
a state, we have read (in the deterministic case) or must
read (in the nondeterministic case) the two phones that
label the state. Therefore, the source state and destina-
tion state of a transition determine the triphone context.
In Sect. 28.4, we give the full details of the triphonic
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context-dependency transducer construction and further
demonstrate its correctness.

The above context-dependency transducer maps
from context-independent phones to context-dependent
triphones. We can invert the relation by interchang-
ing the transducer’s input and output labels to create
a new transducer that maps from context-dependent
triphones to context-independent phones. We do this
inversion so we can left compose it with our
context-independent recognition transducer L ◦G. If
we let C represent a context-dependency transducer
from context-dependent phones to context-independent
phones, then:

C ◦ (L ◦G) (28.5)

gives a transducer that maps from context-dependent
phones to word strings restricted to the grammar G.
To complete our example, we optimize this transducer.
Given our discussion of the benefits of determinization
and minimization, we might try to apply those operations
directly to the composed transducer:

N =min(det(C ◦ (L ◦G))) . (28.6)

This assumes that the recognition transducer can be
determinized, which will be true if each of the com-
ponent transducers can be determinized. If the context
dependency C is constructed as we have described

and if the grammar G is an n-gram language model,
then they will be determinizable. However, L may
not be determinizable. In particular, if L has ambi-
guities, namely homophones (two distinct words that
have the same pronunciation), then it cannot be de-
terminized as is. However, we can introduce auxiliary
phone symbols at word ends to disambiguate homo-
phones to create a transformed lexicon L̃ . We also
need to create a modified context-dependency trans-
ducer C̃ that additionally pairs the context-independent
auxiliary symbols found in the lexicon with new context-
dependent auxiliary symbols (which are later rewritten
as epsilons after all optimizations). We leave the de-
tails to Sect. 28.4. The following expression specifies
the optimized transducer:

N =min(det(C̃ ◦ (L̃ ◦G))) . (28.7)

In Sect. 28.4, we give illustrative experimental results
with a fully composed, optimized (and factored) recog-
nition transducer that maps from context-dependent
units to words for the North American Business
News (NAB) DARPA task. This transducer runs
about 18 times faster than its unoptimized version
and has only about 1.4× times as many transitions
as its word-level grammar. We have found similar
results with DARPA Broadcast News and Switch-
board.

28.3 Algorithms

We now describe in detail the weighted automata
and transducer algorithms introduced informally in
Sect. 28.2 that are relevant to the design of speech recog-
nition systems. We start with definitions and notation
used in specifying and describing the algorithms.

28.3.1 Preliminaries

As noted earlier, all of our algorithms work with weights
that are combined with operations satisfying the semir-
ing conditions. A semiring (� ,⊕,⊗, 0, 1) is specified

Table 28.1 Semiring examples. ⊕log is defined by: x⊕log y =− log(e−x + e−y)

Semiring Set ⊕ ⊗ 0 1

Boolean {0, 1} ∨ ∧ 0 1

Probability �+ + × 0 1

Log � ∪{−∞,+∞} ⊕log + +∞ 0

Tropical � ∪{−∞,+∞} min + +∞ 0

by a set of values � , two binary operations ⊕ and ⊗,
and two designated values 0 and 1. The operation ⊕
is associative, commutative, and has 0 as identity. The
operation ⊗ is associative, has identity 1, distributes
with respect to ⊕, and has 0 as annihilator: for all
a ∈ � , a⊗0= 0⊗a = 0. If ⊗ is also commutative, we
say that the semiring is commutative. All the semirings
we discuss in the rest of this chapter are commutative.

Real numbers with addition and multiplication sat-
isfy the semiring conditions, but of course they also
satisfy several other important conditions (for exam-
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ple, having additive inverses), which are not required
for our transducer algorithms. Table 28.1 lists some
familiar (commutative) semirings. In addition to the
Boolean semiring, and the probability semiring used to
combine probabilities, two semirings often used in text
and speech processing applications are the log semir-
ing, which is isomorphic to the probability semiring
via the negative-log mapping, and the tropical semiring,
which is derived from the log semiring using the Viterbi
approximation.

A semiring (� ,⊕,⊗, 0, 1) is weakly left-divisible if
for any x and y in � such that x⊕ y = 0, there exists at
least one z such that x = (x⊕ y)⊗ z. The ⊗-operation
is cancellative if z is unique and we can write: z = (x⊕
y)−1⊗ x. A semiring is zero-sum-free if, for any x and
y in � , x⊕ y = 0 implies x = y = 0.

For example, the tropical semiring is weakly left-
divisible with z = x−min(x, y), which also shows that
⊗ for this semiring is cancellative. The probability
semiring is also weakly left-divisible with z = x

x+y . Fi-
nally, the tropical semiring, the probability semiring, and
the log semiring are zero sum free.

For any x ∈ � , let xn denote

xn = x⊗· · ·⊗ x︸ ︷︷ ︸
n

. (28.8)

When the infinite sum
⊕+∞

n=0 xn is well defined and
in � , the closure of an element x ∈ � is defined as
x∗ =⊕+∞

n=0 xn . A semiring is closed when infinite sums
such as the one above, are well defined and if associativ-
ity, commutativity, and distributivity apply to countable
sums (Lehmann [28.20,22] and Mohri give precise defi-
nitions). The Boolean and tropical semirings are closed,
while the probability and log semirings are not.

A weighted finite-state transducer T = (A,B, Q, I,
F, E, λ, ρ) over a semiring � is specified by a finite input
alphabet A, a finite output alphabet B, a finite set of
states Q, a set of initial states I ⊆ Q, a set of final states
F ⊆ Q, a finite set of transitions E ⊆ Q × (A∪{ε}) ×
(B∪{ε}) × � × Q, an initial state weight assignment λ :
I → � , and a final state weight assignment ρ : F →
� . E[q] denotes the set of transitions leaving state q ∈
Q. |T | denotes the sum of the number of states and
transitions of T .

Weighted automata (or weighted acceptors) are de-
fined in a similar way by simply omitting the input
or output labels. The projection operations Π1(T ) and
Π2(T ) obtain a weighted automaton from a weighted
transducer T by omitting, respectively, the input or the
output labels of T .

Given a transition e ∈ E, p[e] denotes its origin or
previous state, n[e] its destination or next state, i[e] its
input label, o[e] its output label, and w[e] its weight.
A path π = e1 · · · ek is a sequence of consecutive transi-
tions: n[ei−1] = p[ei ], i = 2, . . . , k. The pathπ is a cycle
if p[e1] = n[ek]. An ε-cycle is a cycle in which the input
and output labels of all transitions are ε.

The functions n, p, and w on transitions can
be extended to paths by setting n[π] = n[ek] and
p[π] = p[e1], and by defining the weight of a path
as the ⊗-product of the weights of its constituent
transitions: w[π] = w[e1]⊗ · · ·⊗w[ek]. More gener-
ally, w is extended to any finite set of paths R
by setting w[R] =⊕

π∈R w[π]; if the semiring is
closed, this is defined even for infinite R. We de-
note by P(q, q′) the set of paths from q to q′ and
by P(q, x, y, q′) the set of paths from q to q′ with
input label x ∈A∗ and output label y ∈B∗. For an ac-
ceptor, we denote by P(q, x, q′) the set of paths with
input label x. These definitions can be extended to
subsets R, R′ ⊆ Q by P(R, R′)= ∪q∈R, q′∈R′ P(q, q′),
P(R, x, y, R′) = ∪q∈R, q′∈R′ P(q, x, y, q′), and, for an
acceptor, P(R, x, R′)= ∪q∈R, q′∈R′ P(q, x, q′). A trans-
ducer T is regulated if the weight associated by T to any
pair of input–output strings (x, y), given by

T (x, y)=
⊕

π∈P(I,x,y,F)

λ[p[π]]⊗w[π]⊗ρ[n[π]] ,

(28.9)

is well defined and in � . If P(I, x, y, F)= ∅, then
T (x, y)= 0. A weighted transducer without ε-cycles is
regulated, as is any weighted transducer, over a closed
semiring. Similarly, for a regulated acceptor, we define

T (x)=
⊕

π∈P(I,x,F)

λ[p[π]]⊗w[π]⊗ρ[n[π]] .

(28.10)

The transducer T is trim if every state occurs in
some pathπ ∈ P(I, F). In other words, a trim transducer
has no useless states. The same definition applies to
acceptors.

28.3.2 Composition

As we outlined in Sect. 28.2.3, composition is the core
operation for relating multiple levels of representation in
ASR. More generally, composition is the fundamental
algorithm used to create complex weighted transduc-
ers from simpler ones [28.12, 14], and generalizes the
composition algorithm for unweighted finite-state trans-
ducers [28.23,24]. Let � be a commutative semiring and
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let T1 and T2 be two weighted transducers defined over
� such that the input alphabet B of T2 coincides with
the output alphabet of T1. Assume that the infinite sum⊕

z∈B∗ T1(x, z)⊗T2(z, y) is well defined and in � for
all (x, y) ∈A∗ ×C∗, where A is the input alphabet of T1
and C is the output alphabet of T2. This will be the case
if � is closed, or if T1 has no ε-input cycles or T2 has
no ε-output cycles. Then, the result of the composition
of T1 and T2 is a weighted transducer denoted by T1 ◦T2
and specified for all x, y by:

(T1 ◦T2)(x, y)=
⊕
z∈B∗

T1(x, z)⊗T2(z, y) . (28.11)

There is a general and efficient composition algorithm
for weighted transducers [28.12, 14]. States in the com-
position T1 ◦T2 of two weighted transducers T1 and T2
are identified with pairs of a state of T1 and a state of T2.
Leaving aside transitions with ε inputs or outputs, the
following rule specifies how to compute a transition of
T1 ◦T2 from appropriate transitions of T1 and T2:

(q1, a, b, w1, r1) and (q2, b, c, w2, r2)

�⇒ ((q1, q2), a, c, w1⊗w2, (r1, r2)) . (28.12)

Figure 28.7 gives the pseudocode of the algorithm in the
ε-free case.

The algorithm takes as input two weighted transduc-
ers

T1 = (A,B, Q1, I1, F1, E1, λ1, ρ1) and

T2 = (B,C, Q2, I2, F2, E2, λ2, ρ2) , (28.13)

and outputs a weighted finite-state transducer T =
(A,C, Q, I, F, E, λ, ρ) implementing the composition
of T1 and T2. E, I , and F are all initialized to the empty
set and grown as needed.

The algorithm uses a queue S containing the set of
pairs of states yet to be examined. The queue discipline
of S is arbitrary, and does not affect the termination of the
algorithm. The state set Q is initially the set of pairs of
initial states of the original transducers, as is S (lines 1–
2). Each time through the loop in lines 3–16, a new pair
of states (q1, q2) is extracted from S (lines 4–5). The
initial weight of (q1, q2) is computed by ⊗-multiplying
the initial weights of q1 and q2 when they are both
initial states (lines 6–8). Similar steps are followed for
final states (lines 9–11). Then, for each pair of matching
transitions (e1, e2), a new transition is created according
to the rule specified earlier (line 16). If the destination
state (n[e1], n[e2]) has not been found previously, it is
added to Q and inserted in S (lines 14–15).
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Fig. 28.7 Pseudocode for the composition algorithm
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Fig. 28.8 Redundant ε paths. A straightforward general-
ization of the ε-free case could generate all the paths from
(1, 1) to (3, 2) when composing the two simple transducers
on the right-hand side

In the worst case, all transitions of T1 leaving a state
q1 match all those of T2 leaving state q′1, thus the
space and time complexity of composition is quadratic:
O(|T1||T2|). However, a lazy implementation of com-
position can be used to construct just the part of the
composed transducer that is needed.
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Fig. 28.9 Filter for composition F

More care is needed when T1 has output ε labels
and T2 input ε labels. Indeed, as illustrated by Fig. 28.8,
a straightforward generalization of the ε-free case would
generate redundant ε-paths and, in the case of non-
idempotent semirings, would lead to an incorrect result.
The weight of the matching paths of the original trans-
ducers would be counted p times, where p is the number
of redundant paths in the composition.

To solve this problem, all but one ε-path must be
filtered out of the composition. Figure 28.8 indicates
in thick lines one possible choice for that path, which
in this case is the shortest. Remarkably, that filtering
mechanism can be encoded as a finite-state transducer.

Let T̃1 and T̃2 be the weighted transducers obtained
from T1 and T2, respectively, by replacing the output ε
labels of T1 with ε2 and the input ε labels of T2 with
ε1. Consider the filter finite-state transducer F repre-
sented in Fig. 28.9. Then T̃1 ◦ F ◦ T̃2 = T1 ◦T2. Since the
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Fig. 28.10 Pseudocode for the weighted determinization algo-
rithm [28.6]

two compositions in T̃1 ◦ F ◦ T̃2 do not involve ε labels,
the ε-free composition already described can be used to
compute the resulting transducer.

Intersection (or the Hadamard product) of weighted
automata and composition of finite-state transducers are
both special cases of composition of weighted transduc-
ers. Intersection corresponds to the case where the input
and output labels of transitions are identical and compo-
sition of unweighted transducers is obtained simply by
omitting the weights.

28.3.3 Determinization

We now describe the generic determinization algo-
rithm for weighted automata that we used informally
when working through the example in Sect. 28.2.4. This
algorithm is a generalization of the classical subset
construction for unweighted nondeterministic finite au-
tomata (NFAs). The determinization of unweighted or
weighted finite-state transducers can both be viewed
as special instances of the generic algorithm presented
here but, for simplicity, we will focus on the weighted
acceptor case.

A weighted automaton is deterministic (also called
subsequential) if it has a unique initial state and if no
two transitions leaving any state share the same input
label. The determinization algorithm we now present
applies to weighted automata over a cancellative weakly
left-divisible semiring that satisfies a mild technical con-
dition. If x ∈ P(I, Q), then w[P(I, x, Q)] = 0, which is
satisfied by trim automata over the tropical semiring or
any other zero-sum-free semiring. Figure 28.10 gives
pseudocode for the algorithm.

A weighted subset p of Q is a set of pairs (q, x)∈ Q ×
� . Q[p] is the set of states q in p, E[Q[p]] is the set
of transitions leaving those states, and i[E[Q[p]]] is the
set of input labels of those transitions.

The states of the result automaton are weighted sub-
sets of the states of the original automaton. A state
r of the result automaton that can be reached from
the start state by path π is the weighted set of pairs
(q, x) ∈ Q × � such that q can be reached from an ini-
tial state of the original automaton by a path σ with
i[σ] = i[π] and λ[p[σ]]⊗w[σ] = λ[p[π]]⊗w[π]⊗ x.
Thus, x can be viewed as the residual weight at state
q. The algorithm takes as input a weighted automa-
ton A = (A, Q, I, F, E, λ, ρ) and, when it terminates,
yields an equivalent deterministic weighted automaton
A′ = (A, Q′, I ′, F′, E′, λ′, ρ′).

The algorithm uses a queue S containing the set of
states of the resulting automaton A′, yet to be examined.
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The sets Q′, I ′, F′, and E′ are initially empty. The queue
discipline for S can be chosen arbitrarily and does not
affect the termination of the algorithm. The initial state
set of A′ is I ′ = {i ′} where i ′ is the weighted set of the
initial states of A with the respective initial weights. Its
initial weight is 1 (lines 1–2). S originally contains only
the subset I ′ (line 3). Each time through the loop in
lines 4–16 a new weighted subset p′ is dequeued from
S (lines 5–6). For each x labeling at least one of the
transitions leaving a state p in the weighted subset p′,
a new transition with input label x is constructed. The
weight w′ associated to that transition is the sum of the
weights of all transitions in E[Q[p′]] labeled with x
pre-⊗-multiplied by the residual weight v at each state
p (line 8). The destination state of the transition is the
subset containing all the states q reached by transitions
in E[Q[p′]] labeled with x. The weight of each state
q of the subset is obtained by taking the ⊕-sum of the
residual weights of the states p ⊗-times the weight of
the transition from p leading to q and by dividing that
by w′. The new subset q′ is inserted into the queue S
when it is a new state (line 16). If any of the states in
the subset q′ is final, q′ is made a final state and its final
weight is obtained by summing the final weights of all
the final states in q′, pre-⊗-multiplied by their residual
weight v (line 14–15).

The worst-case complexity of determinization is ex-
ponential even in the unweighted case. However, in
many practical cases such as for weighted automata
used in large-vocabulary speech recognition, this blow-
up does not occur. It is also important to notice that,
just like composition, determinization has a natural
lazy implementation in which only the transitions re-
quired by an application are expanded in the result
automaton.

Unlike in the unweighted case, determinization does
not halt on all input weighted automata. We say that
a weighted automaton A is determinizable if the de-
terminization algorithm halts for the input A. With

,

1-/ /
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Fig. 28.11 Nondeterminizable weighted automaton over
the tropical semiring. States 1 and 2 are non-twin siblings

a determinizable input, the algorithm outputs an equiva-
lent deterministic weighted automaton.

The twins property for weighted automata charac-
terizes determinizable weighted automata under some
general conditions [28.6]. Let A be a weighted automa-
ton over a weakly left-divisible semiring � . Two states
q and q′ of A are said to be siblings if there are strings x
and y in A∗ such that both q and q′ can be reached from
I by paths labeled with x and there is a cycle at q and
a cycle at q′ both labeled with y. When � is a commu-
tative and cancellative semiring, two sibling states are
said to be twins when, for every string y,

w[P(q, y, q)] =w[P(q′, y, q′)] . (28.14)

A has the twins property if any two sibling states of
A are twins. Figure 28.11 shows a weighted automaton
over the tropical semiring that does not have the twins
property: states 1 and 2 can be reached by paths labeled
with a from the initial state and have cycles with the
same label b, but the weights of these cycles (3 and 4)
are different.

The following theorems relate the twins property and
weighted determinization [28.6].

Theorem 28.1
Let A be a weighted automaton over the tropical semir-
ing. If A has the twins property, then A is determinizable.

A weighted automaton is said to be unambiguous
if, for any x ∈Σ∗, it admits at most one accepting path
labeled with x.

Theorem 28.2
Let A be a trim unambiguous weighted automaton over
the tropical semiring. Then A is determinizable iff it has
the twins property.

There is an efficient algorithm for testing the twins
property for weighted automata [28.25]. Note that any
acyclic weighted automaton over a zero-sum-free semir-
ing has the twins property and is determinizable.

The pre-determinization algorithm can be used to
make an arbitrary weighted transducer determinizable
over the tropical semiring by inserting transitions la-
beled with special symbols [28.26]. The algorithm
makes use of a general twins property [28.25] to in-
sert new transitions when needed to guarantee that the
resulting transducer has the twins property and thus is
determinizable.
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28.3.4 Weight Pushing

As discussed in Sect. 28.2.5, weight pushing is neces-
sary in weighted minimization, and is also very useful
to improve search. Weight pushing can also be used to
test the equivalence of two weighted automata. Weight
pushing is possible because the choice of the distribu-
tion of the total weight along each successful path of
a weighted automaton does not affect the total weight
of each successful path, and therefore preserves the def-
inition of the automaton as a weighted set (weighted
relation for a transducer).

Let A be a weighted automaton over a zero-sum-
free and weakly left-divisible semiring � . For any state
q ∈ Q, assume that the following sum is well defined
and in � :

d[q] =
⊕

π∈P(q,F)

(w[π]⊗ρ[n[π]]) . (28.15)

The value d[q] is the shortest distance from q to
F [28.20]. This is well defined for all q ∈ Q when � is
a closed semiring. The weight-pushing algorithm con-
sists of computing each shortest-distance d[q] and of
reweighting the transition weights, initial weights and
final weights in the following way:

w[e] ← d[p[e]]−1⊗w[e]⊗d[n[e]] if d[p[e]] = 0

λ[i] ← λ[i]⊗d[i] ,
ρ[ f ] ← d[ f ]−1⊗ρ[ f ] if d[ f ] = 0 , (28.16)

where e is any transition, i any initial state, and f
any final state. Each of these operations can be done
in constant time. Therefore, reweighting can be done
in linear time O(T⊗|A|) where T⊗ denotes the worst
cost of an ⊗-operation. The complexity of the shortest-
distances computation depends on the semiring [28.20].
For the tropical semiring, d[q] can be computed using
a standard shortest-distance algorithm. The complexity
is linear for acyclic automata, O[|Q|+ (T⊕+T⊗)|E|],
where T⊕ denotes the worst cost of an⊕-operation. For
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Fig. 28.12 Weighted au-
tomaton C obtained from
A of Fig. 28.5a by weight
pushing in the probability
semiring

general weighted automata over the tropical semiring,
the complexity is O(|E|+ |Q| log |Q|).

For semirings like the probability semiring, a gener-
alization of the Floyd–Warshall algorithm for computing
all-pairs shortest distances can be used [28.20]. Its com-
plexity is Θ(|Q|3(T⊕+T⊗+T∗)) where T∗ denotes the
worst cost of the closure operation. The space com-
plexity of these algorithms is Θ(|Q|2). Therefore, the
Floyd–Warshall algorithm is impractical for automata
with several hundred million states or transitions, which
arise in large-vocabulary ASR. An approximate version
of a generic single-source shortest-distance algorithm
can be used instead to compute d[q] efficiently [28.20].

Speaking informally, the algorithm pushes the
weight on each path as much as possible towards the
initial states. Figure 28.5a,b show weight pushing on
the tropical semiring, while Fig. 28.12 shows weight
pushing for the same automaton but on the probability
semiring.

Note that if d[q] = 0, then, since � is zero-sum-
free, the weight of all paths from q to F is 0. Let A be
a weighted automaton over the semiring � . Assume that
� is closed and that the shortest distances d[q] are all
well defined and in � −{0}. In both cases, we can use
the distributivity over the infinite sums defining short-
est distances. Let e′ (π ′) denote the transition e (path
π) after application of the weight-pushing algorithm. e′
(π ′) differs from e (resp. π) only by its weight. Let λ′
denote the new initial weight function, and ρ′ the new
final weight function. Then, the following proposition
holds [28.6, 27].

Proposition 28.1
Let B = (A, Q, I, F, E′, λ′, ρ′) be the result of the
weight-pushing algorithm applied to the weighted au-
tomaton A, then

1. the weight of a successful path π is unchanged after
weight pushing:

λ′[p[π ′]]⊗w[π ′]⊗ρ′[n[π ′]] =
λ[p[π]]⊗w[π]⊗ρ[n[π]] . (28.17)

2. the weighted automaton B is stochastic, that is,

∀q ∈ Q,
⊕

e′∈E′[q]
w[e′] = 1 . (28.18)

These two properties of weight pushing are illus-
trated by Figs. 28.5a,b and 28.12: the total weight of
a successful path is unchanged after pushing; at each
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Fig. 28.13a–c Minimization of weighted automata. (a) Weighted automaton A′ over the probability semiring. (b) Minimal
weighted automaton B′ equivalent to A′. (c) Minimal weighted automaton C′ equivalent to A′

state of the weighted automaton of Fig. 28.5b, the min-
imum weight of the outgoing transitions is 0, and at
each state of the weighted automaton of Fig. 28.12, the
weights of outgoing transitions sum to 1.

28.3.5 Minimization

Finally, we discuss in more detail the minimization
algorithm introduced in Sect. 28.2.5. A deterministic
weighted automaton is said to be minimal if there is no
other deterministic weighted automaton with a smaller
number of states that represents the same mapping from
strings to weights. It can be shown that the minimal
deterministic weighted automaton also has the minimal
number of transitions among all equivalent deterministic
weighted automata [28.6].

Two states of a deterministic weighted automaton are
said to be equivalent if exactly the same set of strings
label the paths from these states to a final state, and the
total weight of the paths for each string, including the
final weight of the final state, is the same. Thus, two
equivalent states of a deterministic weighted automaton
can be merged without affecting the function realized
by that automaton. A weighted automaton is minimal
when it is not possible to create two distinct equiva-
lent states after any pushing of the weights along its
paths.

As outlined in Sect. 28.2.5, the general minimiza-
tion algorithm for weighted automata consists of first
applying the weight-pushing algorithm to normalize
the distribution of the weights along the paths of the
input automaton, and then of treating each pair (la-
bel, weight) as a single label and applying classical
(unweighted) automata minimization [28.6]. The min-
imization of both unweighted and weighted finite-state
transducers can also be viewed as instances of the al-
gorithm presented here, but, for simplicity, we will
not discuss that further here. The following theorem
holds [28.6].

Theorem 28.3
Let A be a deterministic weighted automaton over
a semiring � . Assume that the conditions of applica-
tion of the weight pushing algorithm hold. Then the
execution of the following steps:

1. weight pushing,
2. (unweighted) automata minimization,

lead to a minimal weighted automaton equivalent to A.

The complexity of automata minimization is lin-
ear in the case of acyclic automata O(|Q|+ |E|)
and is O(|E| log |Q|) in the general case. In view
of the complexity results of the previous section,
for the tropical semiring, the time complexity of the
weighted minimization algorithm is linear O(|Q|+ |E|)
in the acyclic case and O(|E| log |Q|) in the general
case.

Figure 28.5 illustrates the algorithm in the tropical
semiring. Automaton A cannot be further minimized
using the classical unweighted automata minimization
since no two states are equivalent in that machine.
After weight pushing, automaton B has two states, 1
and 2, which can be merged by unweighted automaton
minimization.

Figure 28.13 illustrates the minimization of an au-
tomaton defined over the probability semiring. Unlike
the unweighted case, a minimal weighted automaton is
not unique, but all minimal weighted automata have the
same graph topology, and only differ in the weight dis-
tribution along each path. The weighted automata B′
and C′ are both minimal and equivalent to A′. B′ is
obtained from A′ using the algorithm described above
in the probability semiring and it is thus a stochastic
weighted automaton in the probability semiring.

For a deterministic weighted automaton, the ⊕ op-
eration can be arbitrarily chosen without affecting the
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mapping from strings to weights defined by the automa-
ton, because a deterministic weighted automaton has at
most one path labeled by any given string. Thus, in the al-
gorithm described in theorem 28.3, the weight pushing
step can be executed in any semiring �

′ whose mul-
tiplicative operation matches that of � . The minimal
weighted automata obtained by pushing the weights in
�
′ is also minimal in � , since it can be interpreted as a

(deterministic) weighted automaton over � .
In particular, A′ can be interpreted as a weighted

automaton over the semiring (�+,max,×, 0, 1). The ap-
plication of the weighted minimization algorithm to A′
in this semiring leads to the minimal weighted automa-
ton C′ of Fig. 28.13c. C′ is also a stochastic weighted

automaton in the sense that, at any state, the maximum
weight of all outgoing transitions is one.

In the particular case of a weighted automaton
over the probability semiring, it may be preferable
to use weight pushing in the (max,×)-semiring since
the complexity of the algorithm is then equivalent to
that of classical single-source shortest-paths algorithms.
The corresponding algorithm is a special instance of
a generic shortest-distance algorithm [28.20]. Using the
(max ×)-semiring assumes the resulting distribution of
weights along paths is not important. As discussed in
the next section, the weight distribution that results from
pushing in the (+,×) semiring has advantages when the
resulting automaton is used in a pruned search.

28.4 Applications to Speech Recognition

We now describe the details of the application of
weighted finite-state transducer representations and
algorithms to speech recognition as introduced in
Sect. 28.2.

28.4.1 Speech Recognition Transducers

As described in Sect. 28.2, we will represent various
models in speech recognition as weighted finite-state
transducers. Four principal models are the word-level
grammar G, the pronunciation lexicon L , the context-
dependency transducer C, and the HMM transducer H .
We will now discuss the construction of each these trans-
ducers. Since these will be combined by composition
and optimized by determinization, we ensure they are ef-
ficient to compose and allow weighted determinization.

;*
;*R;*-� �;*�;/�

;/

' ;0

�R�-
 �;/�

;0R;0-� �;0�

;*R;*-� �;*�

Fig. 28.14 Word bigram transducer model: seen bigram
w1w2 represented as a w2-transition from the state w1 to
statew2; unseen bigramw1w3 represented as an ε-transition
from state w1 to backoff state b and as a w3 transition from
state b to state w3

The word-level grammar G, whether handcrafted
or learnt from data, is typically a finite-state model
in speech recognition. Handcrafted finite-state mod-
els can be specified by regular expressions, rules or
directly as automata. Stochastic n-gram models, com-
mon in large-vocabulary speech recognition, can be
represented compactly by finite-state models. For ex-
ample, a bigram grammar has a state for every word
wi and a transition from state w1 to state w2 for
every bigram w1w2 that is seen in the training cor-
pus. The transition is labeled with w2 and has weight
− log( p̂(w2|w1)), the negative log of the estimated tran-
sition probability. The weight of a bigram w1w3 that is
not seen in the training data can be estimated, for ex-
ample, by backing-off to the unigram. That is, it has
weight − log(β(w1) p̂(w3)), where p̂(w3) is the esti-
mated w3 unigram probability and β(w1) is the w1
back-off weight [28.28]. The unseen bigram could be
represented as a transition from state w1 to w3 in
the bigram automaton just as a seen bigram. How-
ever, this would result in O(|V |2) transitions in the
automaton, where |V | is the vocabulary size. A sim-
ple approximation, with the introduction of a back-off
state b, avoids this. In this model, an unseen w1w3 bi-
gram is represented as two transitions: an ε-transition
from state w1 to state b with weight − log(β(w1)) and
a transition from state b to state w3 with label w3 and
weight − log( p̂(w3)). This configuration is depicted in
Fig. 28.14. This is an approximation since seen bigrams
may also be read as backed-off unigrams. However,
since the seen bigram typically has higher probability
than its backed-off unigram, it is usually a good approx-
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imation. A similar construction is used for higher-order
n-grams.

These grammars present no particular issues for
composition. However, the back-off ε-transitions in-
troduce nondeterminism in the n-gram model. If fully
determinized without ε-transitions, O(|V |2) transitions
would result. However, we can treat the back-off ε labels
as regular symbols during determinization, avoiding the
explosion in the number of transitions.

As described in Sect. 28.2, we represent the pronun-
ciation lexicon L as the Kleene closure of the union of
individual word pronunciations, as in Fig. 28.2b. In order
for this transducer to efficiently compose with G, the out-
put (word) labels must be placed on the initial transitions
of the words; other locations would lead to delays in the
composition matching, which could consume significant
time and space.
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Fig. 28.15a,b Context-dependent triphone transducers: (a) nondeterministic, (b) deterministic

In general, transducer L is not determinizable. This
is clear in the presence of homophones. But, even with-
out homophones, it may not be determinizable because
the first word of the output string might not be known be-
fore the entire phone string is scanned. Such unbounded
output delays make L nondeterminizable.

To make it possible to determinize L , we introduce
an auxiliary phone symbol, denoted #0, marking the
end of the phonetic transcription of each word. Other
auxiliary symbols #1 . . . #k−1 are used when necessary
to distinguish homophones, as in the following example:

r eh d #0 read

r eh d #1 red .

At most P auxiliary phones are needed, where P is the
maximum degree of homophony. The pronunciation dic-
tionary transducer with these auxiliary symbols added
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Fig. 28.16a–d Context-dependent composition examples: (a) context-independent ‘string’, (b) context dependency
applied to 1, (c) context-independent automaton, (d) context dependency applied to (c)

is denoted by L̃ . Allauzen et al. [28.29] describe more-
general alternatives to the direct construction of L̃ . In
that work, as long as L correctly defines the pronuncia-
tion transduction, it can be transformed algorithmically
to something quite similar to L̃, regardless of the ini-
tial disposition of the output labels or the presence of
homophony.

As introduced in Sect. 28.2, we can represent the
mapping from context-independent phones to con-
text-dependent units with a finite-state transducer,
with Fig. 28.6 giving a transition of that transducer.
Figure 28.15 gives complete context-dependency trans-
ducers where just two hypothetical phones x and y are
shown for simplicity. The transducer in Fig. 28.15a is
nondeterministic, while the one in Fig. 28.15b is de-
terministic. For illustration purposes, we will describe
the nondeterministic version since it is somewhat sim-
pler. As in Sect. 28.2, we denote the context-dependent
units as phone/le ft context_right context. Each state
in Fig. 28.15a encodes the knowledge of the previous
and next phones. State labels in the figure are pairs (a, b)
of the past a and the future b, with ε representing the
start or end of a phone string and ∗ an unspecified future.
For instance, it is easy to see that the phone string xyx
is mapped by the transducer to x/ε_y y/x_x x/y_ε via
the unique state sequence (ε, ∗)(x, y)(y, x)(x, ε). More
generally, when there are n context-independent phones,
this triphonic construction gives a transducer with O(n2)

states and O(n3) transitions. A tetraphonic construction
would give a transducer with O(n3) states and O(n4)
transitions.

The following simple example shows the use of this
context-dependency transducer. A context-independent
string can be represented by the obvious single-path ac-
ceptor as in Fig. 28.16a. This can then be composed with
the context-dependency transducer in Fig. 28.15. Before
composition, we promote the acceptor in Fig. 28.16a
to the corresponding transducer with identical input
and output labels. The result is the transducer in
Fig. 28.16b, which has a single path labeled with the
context-independent labels on the input side and the
corresponding context-dependent labels on the output
side.

The context-dependency transducer can be com-
posed with more-complex transducers than the trivial
one in Fig. 28.16a. For example, composing the
context-dependency transducer with the transducer in
Fig. 28.16c results in the transducer in Fig. 28.16d.
By definition of relational composition, this must cor-
rectly replace the context-independent units with the
appropriate context-dependent units on all of its paths.
Therefore, composition provides a convenient and gen-
eral mechanism for applying context dependency to
ASR transducers.

The nondeterminism of the transducer in Fig. 28.15a
introduces a single symbol-matching delay in the com-
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position with the lexicon. The deterministic transducer
in Fig. 28.15b composes without a matching delay,
which makes it the better choice in applications.
However, it introduces a single-phone shift between
a context-independent phone and its corresponding
context-dependent unit in the result. This shift requires
the introduction of a final subsequential symbol $ to pad
out the context. In practice, this might be mapped to
a silence phone or an ε-transition.

If we let C represent a context-dependency trans-
ducer from context-dependent phones to context-inde-
pendent phones, then

C ◦ L ◦G

gives a transducer that maps from context-dependent
phones to word strings restricted to the grammar G. Note
that C is the inverse of a transducer such as in Fig. 28.15;
that is, the input and output labels have been exchanged
on all transitions. For notational convenience, we adopt
this form of the context-dependency transducer when
we use it in recognition cascades.

For correctness, the context-dependency transducer
C must also accept all paths containing the auxiliary
symbols added to L̃ to make it determinizable. For de-
terminizations at the context-dependent phone level and
distribution level, each auxiliary phone must be mapped
to a distinct context-dependent-level symbol. Thus, self-
loops are added at each state of C to map each auxiliary
phone to a new auxiliary context-dependent phone. The
augmented context-dependency transducer is denoted
by C̃.

As we did for the pronunciation lexicon, we can
represent the HMM set as H , the closure of the union
of the individual HMMs (see Fig. 28.16c). Note that we
do not explicitly represent the HMM-state self-loops in
H . Instead, we simulate those in the run-time decoder.
With H in hand,

H ◦C ◦ L ◦G

gives a transducer that maps from distributions to word
strings restricted to G.

Each auxiliary context-dependent phone in C̃ must
be mapped to a new distinct distribution name. Self-
loops are added at the initial state of H with auxiliary
distribution name input labels and auxiliary context-
dependent phone output labels to allow for this mapping.
The modified HMM model is denoted by H̃ .

We thus can use composition to combine all levels
of our ASR transducers into an integrated transducer
in a convenient, efficient, and general manner. When

these automata are statically provided, we can apply the
optimizations discussed in the next section to reduce
decoding time and space requirements. If the transducer
needs to be modified dynamically, for example by adding
the results of a database lookup to the lexicon and gram-
mar in an extended dialogue, we adopt a hybrid approach
that optimizes the fixed parts of the transducer and uses
lazy composition to combine them with the dynamic
portions during recognition [28.30, 31].

28.4.2 Transducer Standardization

To optimize an integrated transducer, we use three addi-
tional steps: (a) determinization, (b) minimization, and
(c) factoring.

Determinization
We use weighted transducer determinization at each step
of the composition of each pair of transducers. The main
purpose of determinization is to eliminate redundant
paths in the composed transducer, thereby substantially
reducing recognition time. In addition, its use in inter-
mediate steps of the construction also helps to improve
the efficiency of composition and to reduce transducer
size.

First, L̃ is composed with G and determinized, yield-
ing det(L̃ ◦G). The benefit of this determinization is the
reduction of the number of alternative transitions at each
state to at most the number of distinct phones at that
state, while the original transducer may have as many
as V outgoing transitions at some states, where V is the
vocabulary size. For large tasks in which the vocabulary
has 105 to 106 words, the advantages of this optimization
are clear.

C̃ is then composed with the resulting transducer
and determinized. Similarly, H̃ is composed with the
context-dependent transducer and determinized. This
last determinization increases sharing among HMM
models that start with the same distributions. At each
state of the resulting integrated transducer, there is at
most one outgoing transition labeled with any given dis-
tribution name, reducing the recognition time even more.

In a final step, we use the erasing operation πε that
replace the auxiliary distribution symbols by ε’s. The
complete sequence of operations is summarized by the
following construction formula:

N = πε(det(H̃ ◦det(C̃ ◦det(L̃ ◦G)))) , (28.19)

where parentheses indicate the order in which the op-
erations are performed. The result N is an integrated
recognition transducer that can be constructed even in
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very large-vocabulary tasks and leads to a substantial re-
duction in recognition time, as the experimental results
below show.

Minimization
Once we have determinized the integrated transducer,
we can reduce it further by minimization. The auxiliary
symbols are left in place, the minimization algorithm is
applied, and then the auxiliary symbols are removed:

N = πε(min(det(H̃ ◦det(C̃ ◦det(L̃ ◦G))))) . (28.20)

�� ��

��

��

��

��

Fig. 28.17a–f Recognition transducer construction: (a) grammar G, (b) lexicon L̃, (c) L̃ ◦G, (d) det(L̃ ◦G),
(e) mintropical(det(L̃ ◦G)), (f) minlog(det(L̃ ◦G))

Weighted minimization can be used in different semir-
ings. Both minimization in the tropical semiring and
minimization in the log semiring can be used in this
context. It is not hard to prove that the results of these
two minimizations have exactly the same number of
states and transitions and only differ in how weight is
distributed along paths. The difference in weights arises
from differences in the definition of the weight-pushing
operation for different semirings.

Weight pushing in the log semiring has a very large,
beneficial impact on the pruning efficacy of a standard
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Viterbi beam search. In contrast, weight pushing in the
tropical semiring, which is based on lowest weights be-
tween paths described earlier, produces a transducer that
may slow down beam-pruned Viterbi decoding many
fold.

To push weights in the log semiring instead of the
tropical semiring, the potential function is the − log of
the total probability of paths from each state to the super-
final state rather than the lowest weight from the state
to the super-final state. In other words, the transducer is
pushed in terms of probabilities along all future paths
from a given state rather than the highest probability over
the single best path. By using − log probability push-
ing, we preserve a desirable property of the language
model, namely that the weights of the transitions leaving
each state are normalized as in a probabilistic automa-
ton [28.32]. We have observed that probability pushing
makes pruning more effective [28.21], and conjecture
that this is because the acoustic likelihoods and the
transducer probabilities are now synchronized to obtain
the optimal likelihood ratio test for deciding whether to
prune. We further conjecture that this reweighting is the
best possible for pruning. A proof of these conjectures
will require a careful mathematical analysis of pruning.

We have thus standardized the integrated transducer
in our construction – it is the unique deterministic, min-
imal transducer for which the weights for all transitions
leaving any state sum to 1 in probability, up to state rela-
beling. If one accepts that these are desirable properties
of an integrated decoding transducer, then our meth-
ods obtain the optimal solution among all integrated
transducers.

Figure 28.17 illustrates the steps in this construc-
tion. For simplicity, we consider a small toy grammar
and show the construction only down to the context-
independent phone level. Figure 28.17a shows the toy
grammar G and Fig. 28.17b shows the lexicon L̃ . Note
the word labels on the lexicon are on the initial transi-
tions and that disambiguating auxiliary symbols have
been added at the word ends. Figure 28.17c shows
their composition L̃ ◦G. Figure 28.17d shows the re-
sulting determinization, det(L̃ ◦G); observe how phone
redundancy is removed. Figure 28.17e,f shows the min-
imization step, min(det(L̃ ◦G)); identical futures are
combined. In Fig. 28.17e, the minimization uses weight
pushing over the tropical semiring, while in Fig. 28.17f,
the log semiring is used.

Factoring
For efficiency reasons, our decoder has a separate repre-
sentation for variable-length left-to-right HMMs, which

we will call the HMM specification. The integrated
transducer of the previous section does not take good
advantage of this since, having combined the HMMs
into the recognition transducer proper, the HMM spec-
ification consists of trivial one-state HMMs. However,
by suitably factoring the integrated transducer, we can
again take good advantage of this feature.

A path whose states other than the first and last have
at most one outgoing and one incoming transition is
called a chain. The integrated recognition transducer just
described may contain many chains after the composi-
tion with H̃ , and after determinization. As mentioned
before, we do not explicitly represent the HMM-state
self-loops but simulate them in the run-time decoder.
The set of all chains in N is denoted by chain(N).

The input labels of N name one-state HMMs. We
can replace the input of each length-n chain in N by
a single label naming an n-state HMM. The same label
is used for all chains with the same input string. The
result of that replacement is a more-compact transducer
denoted by F. The factoring operation on N leads to the
following decomposition:

N = H ′ ◦ F , (28.21)

where H ′ is a transducer mapping variable-length left-
to-right HMM state distribution names to n-state HMMs.
Since H ′ can be separately represented in the decoder’s
HMM specification, the actual recognition transducer is
just F.

Chain inputs are in fact replaced by a single label
only when this helps to reduce the size of the trans-
ducer. This can be measured by defining the gain of the
replacement of an input string σ of a chain by:

G(σ)=
∑

π∈chain(N),i[π]=σ
|σ |− |o[π]|−1 , (28.22)

where |σ | denotes the length of the string σ , i[π] the
input label, and o[π] the output label of a path π. The
replacement of a string σ helps to reduce the size of the
transducer if G(σ) > 0.

Our implementation of the factoring algorithm
allows one to specify the maximum number r of re-
placements done (the r chains with the highest gain are
replaced), as well as the maximum length of the chains
that are factored.

Factoring does not affect recognition time. It can
however significantly reduce the size of the recogni-
tion transducer. We believe that even better factoring
methods may be found in the future.
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Table 28.2 Size of the first-pass recognition transducers in
the NAB 40 000-word vocabulary task

Transducer States Transitions

G 1 339 664 3 926 010

L ◦G 8 606 729 11 406 721

det(L ◦G) 7 082 404 9 836 629

C ◦det(L ◦G) 7 273 035 10 201 269

det(H ◦C ◦ L ◦G) 18 317 359 21 237 992

F 3 188 274 6 108 907

min(F) 2 616 948 5 497 952

Experimental Results – First-Pass Transducers
We have used the techniques discussed in the previous
sections to build many recognizers. To illustrate the ef-
fectiveness of the techniques and explain some practical
details, we discuss here an integrated, optimized recog-
nition transducer for a 40 000-word vocabulary North
American Business News (NAB) task. The following
models are used:

• An acoustic model of 7208 distinct HMM states,
each with an emission mixture distribution of up to
12 Gaussians.• Triphonic context-dependency transducer C with
1525 states and 80 225 transitions.• A 40 000-word pronunciation dictionary L with an
average of 1.056 pronunciations per word and an
out-of-vocabulary rate of 2.3% on the NAB Eval ’95
test set.• A trigram language model G with 3 926 010 transi-
tions built by Katz’s back-off method with frequency
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Fig. 28.18 (a) Effect of vocabulary size: NAB bigram recognition results for different vocabulary sizes (LG optimized
only). (b) NAB Eval 1995 recognition results for the Seymore and Rosenfeld shrink factors of 5, 10, and 40 (thanks to
RWTH; uses RWTH acoustic models)

Table 28.3 (a) Recognition speed of the first-pass trans-
ducers in the NAB 40, 000-word vocabulary task at 83%
word accuracy. (b) Recognition speed of the second-pass
transducers in the NAB 160 000-word vocabulary task at
88% word accuracy

a)
Transducer × real time

C ◦ L ◦G 12.5

C ◦det(L ◦G) 1.2

det(H ◦C ◦ L ◦G) 1.0

min(F) 0.7

b)
Transducer × real time

C ◦ L ◦G 0.18

C ◦det(L ◦G) 0.13

C ◦min(det(L ◦G)) 0.02

cutoffs of 2 for bigrams and 4 for trigrams, shrunk
with an epsilon of 40 using the method of [28.33],
which retained all the unigrams, 22.3% of the bi-
grams, and 19.1% of the trigrams. The perplexity
on the NAB Eval ’95 test set is 164.4 (142.1 before
shrinking).

We applied the transducer optimization steps as de-
scribed in the previous section except that we applied
the minimization and weight pushing after factoring the
transducer. Table 28.2 gives the size of the intermediate
and final transducers.

Observe that the factored transducer min(F) has only
about 40% more transitions than G. The HMM specifi-
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cation H ′ consists of 430 676 HMMs with an average of
7.2 states per HMM. It occupies only about 10% of the
memory of min(F) in the decoder (due to the compact
representation possible from its specialized topology).
Thus, the overall memory reduction from factoring is
substantial.

We used these transducers in a simple, general-
purpose, one-pass Viterbi decoder applied to the DARPA
NAB Eval ’95 test set. Table 28.3a shows the recogni-
tion speed on a Compaq Alpha 21264 processor for
the various optimizations, where the word accuracy has
been fixed at 83.0%. We see that the fully optimized
recognition transducer, min(F), substantially speeds up
recognition.

To obtain improved accuracy, we might widen
the decoder beam, use a larger vocabulary, or use
a less-shrunken language model. These models have
an asymptotic wide-beam accuracy of 85.3%. Fig-
ure 28.18a shows the affect of vocabulary size (with
a bigram LM and optimization only to the L ◦G
level). We see that beyond 40 000 words, there is
little benefit to increasing the vocabulary either in
real-time performance or asymptotically. Figure 28.18b
shows the affect of the language model shrinking
parameter. These curves were produced by Stephan
Kanthak of RWTH using our transducer construction,
but RWTH’s acoustic models, as part of a comparison
with lexical tree methods [28.34]. As we can see, de-
creasing the shrink parameter from 40 as used above
to 10 has a significant effect, while further reducing
it to 5 has very little effect. An alternative to using
a larger LM is to use a two-pass system to obtain
improved accuracy, as described in the next section.
This has the advantage tha tit allows quite compact
shrunken bigram LMs in the first pass, while the second
pass performs as well as the larger-model single-pass
systems.

While our examples here have been on NAB,
we have also applied these methods to Broadcast
News [28.35], Switchboard, and various AT&T-specific
large-vocabulary tasks [28.29]. In our experience, fully
optimized and factored recognition transducers provide
very fast decoding while often having substantially less
than twice the number of transitions as their word-level
grammars.

Experimental Results – Rescoring Transducers
The weighted transducer approach is also easily ap-
plied to multipass recognition. To illustrate this, we
now show how to implement lattice rescoring for
a 160 000-word vocabulary NAB task. The follow-

ing models are used to build lattices in a first
pass:

• An acoustic model of 5520 distinct HMM states,
each with an emission mixture distribution of up to
four Gaussians.• A triphonic context-dependency transducer C with
1525 states and 80 225 transitions.• A 160 000-word pronunciation dictionary L with an
average of 1.056 pronunciations per word and an
out-of-vocabulary rate of 0.8% on the NAB Eval ’95
test set.• A bigram language model G with 1 238 010 transi-
tions built by Katz’s back-off method with frequency
cutoffs of 2 for bigrams. It is shrunk with an ep-
silon of 160 using the method of Seymore and
Rosenfeld [28.33], which retained all the unigrams
and 13.9% of the bigrams. Perplexity on the NAB
Eval ’95 test set is 309.9.

We used an efficient approximate lattice-generation
method [28.36] to generate word lattices. These word
lattices are then used as the grammar in a second rescor-
ing pass. The following models are used in the second
pass:

• An acoustic model of 7208 distinct HMM states,
each with an emission mixture distribution of up
to 12 Gaussians. The model is adapted to each
speaker using a single full-matrix MLLR (maximum
likelihood linear regression) transform [28.37].• A triphonic context-dependency transducer C with
1525 states and 80 225 transitions.• A 160 000-word stochastic, TIMIT-trained, multiple-
pronunciation lexicon L [28.38].• A 6-gram language model G with 40 383 635 transi-
tions built by Katz’s back-off method with frequency
cutoffs of 1 for bigrams and trigrams, 2 for 4-grams,
and 3 for 5-grams and 6-grams. It is shrunk with
an epsilon of 5 using the method of Seymore and
Rosenfeld, which retained all the unigrams, 34.6%
of the bigrams, 13.6% of the trigrams, 19.5% of the
4-grams, 23.1% of the 5-grams, and 11.73% of the
6-grams. The perplexity on the NAB Eval ’95 test
set is 156.83.

We applied the transducer optimization steps de-
scribed in the previous section but only to the level
of L ◦G (where G is each lattice). Table 28.3b shows
the speed of second-pass recognition on a Compaq
Alpha 21264 processor for these optimizations when
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the word accuracy is fixed at 88.0% on the DARPA
Eval ’95 test set. The recognition speed excludes the
offline transducer construction time. We see that the opti-

mized recognition transducers again substantially speed
up recognition. The median number of lattice states and
arcs is reduced by ∼ 50% by the optimizations.

28.5 Conclusion

We presented an overview of weighted finite-state
transducer methods and their application to speech
recognition. The methods are quite general, and
can also be applied in other areas of speech and
language processing, including information extrac-
tion, speech synthesis [28.39, 40], phonological and

morphological analysis [28.41, 42], optical charac-
ter recognition, biological sequence analysis, and
other pattern-matching and string-processing appli-
cations [28.43], and image processing [28.44], to
mention just some of the most active application
areas.
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A Machine Le29. A Machine Learning Framework
for Spoken-Dialog Classification

C. Cortes, P. Haffner, M. Mohri

One of the key tasks in the design of large-scale
dialog systems is classification. This consists of
assigning, out of a finite set, a specific cate-
gory to each spoken utterance, based on the
output of a speech recognizer. Classification in
general is a standard machine-learning prob-
lem, but the objects to classify in this particular
case are word lattices, or weighted automata, and
not the fixed-size vectors for which learning al-
gorithms were originally designed. This chapter
presents a general kernel-based learning frame-
work for the design of classification algorithms
for weighted automata. It introduces a family of
kernels, rational kernels, that combined with sup-
port vector machines form powerful techniques
for spoken-dialog classification and other clas-
sification tasks in text and speech processing. It
describes efficient algorithms for their computation
and reports the results of their use in several
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difficult spoken-dialog classification tasks based
on deployed systems. Our results show that ratio-
nal kernels are easy to design and implement, and
lead to substantial improvements of the classifi-
cation accuracy. The chapter also provides some
theoretical results helpful for the design of rational
kernels.

29.1 Motivation

A critical problem for the design of large-scale spoken-
dialog systems is to assign a category, out of a finite set,
to each spoken utterance. These categories help guide the
dialog manager in formulating a response to the speaker.
The choice of categories depends on the application, they
could be for example referral or pre-certification for
a health-care company dialog system, or billing services
or credit for an operator-service system.
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Fig. 29.1 Word lattice output of a speech recognition system for the spoken utterance “Hi, this is my number”

To determine the category of a spoken utterance, one
needs to analyze the output of a speech recognizer. Fig-
ure 29.1 is taken from a customer-care application. It
illustrates the output of a state-of-the-art speech recog-
nizer in a very simple case where the spoken utterance
is “Hi, this is my number.” The output is an acyclic
weighted automaton called a word lattice. It compactly
represents the recognizer’s best guesses. Each path is la-
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beled with a sequence of words and has a score obtained
by summing the weights of the constituent transitions.
The path with the lowest score is the recognizer’s best
guess, in this case: I’d like my card number.

This example makes evident that the error rate of
conversational speech recognition systems is still too
high in many tasks to rely only on the one-best output
of the recognizer. Instead, one can use the full word
lattice, which contains the correct transcription in most
cases. This is indeed the case in Fig. 29.1, since the top
path is labeled with the correct sentence. Thus, in this
chapter, spoken-dialog classification is formulated as the
problem of assigning a category to each word lattice.

Classification in general is a standard machine-
learning problem. A classification algorithm receives
a finite number of labeled examples which it uses for
training, and selects a hypothesis expected to make few
errors on future examples. For the design of modern
spoken-dialog systems, this training sample is often
available. It is the result of careful human labeling of
spoken utterances with a finite number of predetermined
categories of the type already mentioned.

However, most classification algorithms were orig-
inally designed to classify fixed-size vectors. The
objects to analyze for spoken-dialog classification are
word lattices, each a collection of a large number
of sentences with some weight or probability. How
can standard classification algorithms such as support
vector machines [29.1] be extended to handle such
objects?

This chapter presents a general framework and so-
lution for this problem, which is based on kernels
methods [29.2, 3]. Thus, we shall start with a brief in-
troduction to kernel methods (Sect. 29.2). Section 29.3
will then present a kernel framework, rational kernels,
that is appropriate for word lattices and other weighted
automata. Efficient algorithms for the computation of
these kernels will be described in Sect. 29.4. We also re-
port the results of our experiments using these methods
in several difficult large-vocabulary spoken-dialog clas-
sification tasks based on deployed systems in Sect. 29.5.
There are several theoretical results that can guide the
design of kernels for spoken-dialog classification. These
results are discussed in Sect. 29.6.

29.2 Introduction to Kernel Methods

Let us start with a very simple two-group classification
problem illustrated by Fig. 29.2 where one wishes to
distinguish two populations, the blue and red circles. In
this very simple example, one can choose a hyperplane
to separate the two populations correctly, but there are
infinitely many choices for the selection of that hyper-
plane. There is good theory though supporting the choice
of the hyperplane that maximizes the margin, that is the
distance between each population and the separating hy-
perplane. Indeed, let F denote the class of real-valued
functions on the ball of radius R in �

N :

F = {x ,→w · x : ‖w‖ ≤ 1, ‖x‖ ≤ R} . (29.1)

Then, it can be shown [29.4] that there is a constant c
such that, for all distributions D over X, with probabil-
ity at least 1− δ, if a classifier sgn( f ), with f ∈ F , has
margin at least ρ over m independently generated train-
ing examples, then the generalization error of sgn( f ), or
error on any future example, is no more than

c

m

(
R2

ρ2
log2 m+ log

1

δ

)
. (29.2)

This bound justifies large-margin classification algo-
rithms such as support vector machines (SVMs). Let
w · x+b= 0 be the equation of the hyperplane, where

w ∈ �
N is a vector normal to the hyperplane and b ∈ �

a scalar offset. The classifier sgn(h) corresponding to this
hyperplane is unique and can be defined with respect to
the training points x1, . . . , xm :

h(x)=w · x+b=
m∑

i=1

αi (xi · x)+b , (29.3)

where the αi are real-valued coefficients. The main point
we are interested in here is that, both for the construction

�� ��

Fig. 29.2a,b Large-margin linear classification. (a) An ar-
bitrary hyperplane can be chosen to separate the two groups.
(b) The maximal-margin hyperplane provides better theo-
retical guarantees
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Fig. 29.3a,b Nonlinearly separable case. The classification task consists of discriminating between the solid squares and
solid circles. (a) No hyperplane can separate the two populations. (b) A nonlinear mapping can be used instead

of the hypothesis and the later use of that hypothesis
for classification of new examples, one needs only to
compute a number of dot products between examples.

In practice, nonlinear separation of the training data
is often not possible. Figure 29.3a shows an example
where any hyperplane crosses both populations. How-
ever, one can use more-complex functions to separate
the two sets as in Fig. 29.3b. One way to do that is to use
a nonlinear mappingΦ : X → F from the input space X
to a higher-dimensional space F where linear separation
is possible.

The dimension of F can truly be very large in prac-
tice. For example, in the case of document classification,
one may use as features, sequences of three consecu-
tive words (trigrams). Thus, with a vocabulary of just
100 000 words, the dimension of the feature space F is
1015. On the positive side, as indicated by the error bound
of (29.2), the generalization ability of large-margin clas-
sifiers such as SVMs does not depend on the dimension
of the feature space but only on the margin ρ and the
number of training examples m. However, taking a large
number of dot products in a very high-dimensional space
to define the hyperplane may be very costly.

A solution to this problem is to use the so-called
kernel trick or kernel methods. The idea is to define
a function K : X × X → � called a kernel, such that the

kernel function on two examples x and y in input space,
K (x, y), is equal to the dot product of two examples
Φ(x) and Φ(y) in feature space:

∀x, y ∈ X, K (x, y)=Φ(x) ·Φ(y) . (29.4)

K is often viewed as a similarity measure. A crucial
advantage of K is efficiency: there is no need any-
more to define and explicitly compute Φ(x), Φ(y), and
Φ(x) ·Φ(y). Another benefit of K is flexibility: K can
be arbitrarily chosen as long as the existence of Φ is
guaranteed, which is called Mercer’s condition. This
condition is important to guarantee the convergence of
training for algorithms such as SVMs. Some standard
Mercer kernels over a vector space are the polyno-
mial kernels of degree d ∈ � , Kd(x, y)= (x · y+1)d ,
and Gaussian kernels Kσ (x, y)= exp(−‖x− y‖2/σ2),
σ ∈ �+ .

A condition equivalent to Mercer’s condition is that
the kernel K be positive definite and symmetric, that is, in
the discrete case, the matrix [K (xi , x j )]1≤i, j≤n must be
symmetric and positive semidefinite for any choice of n
points x1, . . . , xn in X. Said differently, the matrix must
be symmetric and its eigenvalues nonnegative. Thus, for
the problem that we are interested in, the question is
how to define positive-definite symmetric kernels for
word lattices or weighted automata.

29.3 Rational Kernels

This section introduces a family of kernels for weighted
automata, rational kernels. We will start with some

preliminary definitions of automata and transduc-
ers. For the most part, we will adopt the notation
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Fig. 29.4a,b Weighted automata and transducers. (a) Ex-
ample of a weighted automaton A. [[A]](abb)= 0.1 × 0.2 ×
0.3 × 0.1+0.5 × 0.3 × 0.6 × 0.1. (b) Example of a weighted
transducer T . [[T ]](abb, baa)= [[A]](abb)

introduced in Chap. 28 for automata and transduc-
ers.

Figure 29.4a shows a simple weighted automaton. It
is a weighted directed graph in which edges or transi-
tions are augmented with a label and carry some weight
indicated after the slash symbol. A bold circle indicates
an initial state and a double circle a final state. A final
state may also carry a weight indicated after the slash
symbol representing the state number.

A path from an initial state to a final state is called
a successful path. The weight of a path is obtained
by multiplying the weights of constituent transitions
and the final weight. The weight associated by A to
a string x, denoted by [[A]](x), is obtained by summing
the weights of all paths labeled with x. In this case, the
weight associated to the string ‘abb’ is the sum of the
weight of two paths. The weight of each path is ob-
tained by multiplying transition weights and the final
weight 0.1.

Similarly, Fig. 29.4b shows an example of
a weighted transducer. Weighted transducers are similar
to weighted automata but each transition is augmented
with an output label in addition to the familiar input la-
bel and the weight. The output label of each transition
is indicated after the colon separator. The weight asso-
ciated to a pair of strings (x, y), denoted by [[T ]](x, y), is
obtained by summing the weights of all paths with input
label x and output label y. Thus, for example, the weight
associated by the transducer T to the pair (abb, baa) is
obtained as in the automata case by summing the weights
of the two paths labeled with (abb, baa).

To help us gain some intuition into the definition of
a family of kernels for weighted automata, let us first

consider kernels for sequences. As mentioned earlier
in Sect. 29.2, a kernel can be viewed as a similarity
measure. In the case of sequences, we may say that two
strings are similar if they share many common substrings
or subsequences. The kernel could then be for example
the sum of the product of the counts of these common
substrings. But how can we generalize that to weighted
automata?

Similarity measures such as the one just discussed
can be computed by using weighted finite-state transduc-
ers. Thus, a natural idea is to use weighted transducers
to define similarity measures for sequences. We will say
a that kernel K is rational when there exists a weighted
transducer T such that

K (x, y)= [[T ]](x, y) , (29.5)

for all sequences x and y. This definition generalizes
naturally to the case where the objects to handle are
weighted automata. We say that K is rational when
there exists a weighted transducer T such that K (A, B),
the similarity measure of two automata A and B, is given
by:

K (A, B)=
∑
x,y

[[A]](x) · [[T ]](x, y) · [[B]](y) . (29.6)

T (x, y) is the similarity measure between two strings x
and y. But, in addition, we need to take into account the
weight associated by A to x and by B to y, and sum
over all pairs (x, y). This definition can be generalized
to the case of an arbitrary semiring where general op-
erations other than the usual sum and multiplication are
applied, which has important theoretical and algorithmic
consequences and also interesting software-engineering
implications [29.5].

Our definition of kernels for weighted automata is
a first step towards extending SVMs to handle weighted
automata. However, we also need to provide efficient
algorithms for computing the kernels. The weighted au-
tomata that we are dealing with in spoken-dialog systems
are word lattices that may have hundreds of thousands
of states and transitions, and millions of paths, thus the
efficiency of the computation is critical. In particular,
the computational cost of applying existing string ker-
nel algorithms to each pair of paths of two automata A
and B is clearly prohibitive.

We also have to provide effective kernels for spoken-
dialog classification and prove that they are indeed
positive-definite symmetric so they can be combined
with SVM for high-accuracy classification systems.
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29.4 Algorithms

This section describes general, efficient algorithms for
the computation of rational kernels between weighted
automata and provide examples of effective pos-
itive definite symmetric kernels for spoken-dialog
classification.

The outline of the algorithm is as follows. The main
observation is that the sum defining rational kernels can
be viewed as the sum of the weights of all the paths of
a single transducer, obtained by composing A with T
with B (see Chap. 28):∑

x,y

[[A]](x)[[T ]](x, y)[[B]](y)

=
∑
x,y

[[A ◦T ◦ B]](x, y) . (29.7)

The sum of the weights of all the paths of a transducer
can be computed using a general single-source shortest-
distance algorithm over the ordinary (+,×) semiring or
the so-called forward–backward algorithm in the acyclic
case [29.6]. Thus, this leads to the following general
algorithm to compute K (A, B) when K is a rational
kernel associated to the transducer T .

• Use the composition algorithm (see Chap. 28) to
compute U = A ◦T ◦ B in time O(|T ||A||B|).• Use a general single-source shortest-distance algo-
rithm to compute the sum of the weights of all
successful paths of U [29.6]. This can be done in
linear time (O(|U|)) when U is acyclic, which is
the case when A and B are acyclic automata (word
lattices).

In combination, this provides a general, efficient
algorithm for computing rational kernels whose to-
tal complexity for acyclic word lattices is quadratic:
O(|T ||A||B|). Here |T | is a constant independent of
the automata A and B for which K (A, B) needs to be
computed.
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Fig. 29.5a–c Weighted transducers computing the expected counts of (a) all sequences accepted by the regular expression
X; (b) all bigrams; (c) all gappy bigrams with penalty gap λ, over the alphabet {a, b}

The next question that arises is how to define and
compute kernels based on counts of substrings or sub-
sequences as previously discussed in Sect. 29.3. For
weighted automata, we need to generalize the notion
of counts to take into account the weight of the paths in
each automaton and use instead the expected counts of
a sequence.

Let |u|x denote the number of occurrences of a sub-
string x in u. Since a weighted automaton A defines
a distribution over the set of strings u, the expected
count of a sequence x in a weighted automaton A can
be defined naturally as

cA(x)=
∑

u∈Σ∗
|u|x [[A]](u) , (29.8)

where the sum runs overΣ∗, the set of all strings over the
alphabet Σ. We mentioned earlier that weighted trans-
ducers can often be used to count the occurrences of
some substrings of interest in a string. Let us assume
that one could find a transducer T that could compute
the expected counts of all substrings of interest appear-
ing in a weighted automaton A. Thus, A ◦T would
provide the expected counts of these substrings in A.
Similarly, T−1 ◦ B would provide the expected counts
of these substrings in B. Recall that T−1 is the trans-
ducer obtained by swapping the input and output labels
of each transition Chap. 28. Composition of A ◦T and
T−1 ◦ B matches paths labeled with the same substring
in A◦T and T−1 ◦ B and multiplies their weights. Thus,
by definition of composition (see Chap. 28), we could
compute the sum of the expected counts in A and B of
the matching substrings by computing

A ◦T ◦T−1 ◦ B , (29.9)

and summing the weights (expected counts) of all paths
using a general single-source shortest-distance algo-
rithm.
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Fig. 29.6 Simple weighted trans-
ducer corresponding to the gappy
bigram kernel used by [29.7] obtained
by composition of the transducer of
Fig. 29.5c and its inverse

Comparing this formula with (29.7) shows that the
count-based similarity measure we are interested in is
the rational kernel whose corresponding weighted trans-
ducer S is:

S= T ◦T−1 . (29.10)

Thus, if we can determine a T with this property, this
would help us naturally define the similarity measure S.
In Sect. 29.6, we will prove that the kernel corresponding
to S will actually be positive-definite symmetric, and can
hence be used in combination with SVMs.

In the following, we will provide a weighted trans-
ducer T for computing the expected counts of substrings.
It turns out that there exists a very simple transducer T
that can be used for that purpose. Figure 29.5a shows
a simple transducer that can be used to compute the ex-
pected counts of all sequences accepted by the regular
expression X over the alphabet {a, b}. In the figure, the
transition labeled with X : X/1 symbolizes a finite au-
tomaton representing X with identical input and output
labels and all weights equal to one.

Here is how transducer T counts the occurrences of
a substring x recognized by X in a sequence u. State 0
reads a prefix u1 of u and outputs the empty string ε.
Then, an occurrence of x is read and output identically.
Then state 1 reads a suffix u2 of u and outputs ε. In
how many different ways can u be decomposed into
u = u1 x u2? In exactly as many ways as there are oc-
currences of x in u. Thus, T applied to u generates
exactly |u|x successful paths labeled with x. This holds
for all strings x accepted by X. If T is applied to (or
composed with) a weighted automaton A instead, then
for any x, it generates |u|x paths for each path of A la-
beled with u. Furthermore, by definition of composition,
each path generated is weighted with the weight of the
path in A labeled with u. Thus, the sum of the weights
of the paths generated that are labeled with x is exactly

the expected count of x:

[[A ◦T ]](x)= cA(x) . (29.11)

Thus, there exists a simple weighted transducer T that
can count, as desired, the expected counts of all strings
recognized by an arbitrary regular expression X in
a weighted automaton A. In particular, since the set of
bigrams over an alphabet Σ is a regular language, we
can construct a weighted transducer T computing the
expected counts of all bigrams. Figure 29.5b shows that
transducer, which has only three states regardless of the
alphabet size.

In some applications, one may wish to allow for
a gap between the occurrences of two symbols and view
two weighted automata as similar if they share such sub-
strings (gappy bigrams) with relatively large expected
counts. The gap or distance between two symbols is
penalized using a fixed penalty factor λ, 0 ≤ λ < 1.
A sequence kernel based on these ideas was used suc-
cessfully by [29.7] for text categorization. Interestingly,
constructing a kernel based on gappy bigrams is straight-
forward in our framework. Figure 29.5c shows the
transducer T counting expected counts of gappy bigrams
from which the kernel can be efficiently constructed.
The same can be done similarly for higher-order gappy
n-grams or other gappy substrings.

The methods presented in this section can be used
to construct efficiently and, often in a simple manner,
relatively complex weighted automata kernels K based
on expected counts or other ideas. A single, general
algorithm can then be used as described to compute
efficiently K (A,B) for any two weighted automata A
and B, without the need to design a new algorithm for
each new kernel, as previously done in the literature.
As an example, the gappy kernel used by [29.7] is the
rational kernel corresponding to the six-state transducer
S = T ◦T−1 of Fig. 29.6.
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29.5 Experiments

This section describes the applications of the kernel
framework and techniques to spoken-dialog classifica-
tion.

In most of our experiments, we used simple n-gram
rational kernels. An n-gram kernel kn for two weighted
automata or lattices A and B is defined by:

kn(A,B)=
∑
|x|=n

cA(x) cB(x) . (29.12)

As described in Sect. 29.4, kn is a kernel of the form
T ◦T−1 and can be computed efficiently. An n-gram
rational kernel Kn is simply the sum of kernels km , with
1≤ m ≤ n:

Kn =
n∑

m=1

km .

Thus, the feature space associated with Kn is the set of
all m-gram sequences with m ≤ n. As discussed in the
previous section, it is straightforward, using the same
algorithms and representations, to extend these kernels
to kernels with gaps and to many other more-complex
rational kernels more closely adapted to the applications
considered.

We did a series of experiments in several large-
vocabulary spoken-dialog tasks using rational kernels
with a twofold objective [29.8]: to improve classifica-
tion accuracy in those tasks, and to evaluate the impact
on classification accuracy of the use of a word lattice
rather than the one-best output of the automatic speech
recognition (ASR) system.

The first task we considered was that of a de-
ployed customer-care application (How may I help you?,
HMIHY 0300). In this task, users interact with a spoken-
dialog system via the telephone, speaking naturally, to
ask about their bills, their calling plans, or other simi-
lar topics. Their responses to the open-ended prompts
of the system are not constrained by the system, they
may be any natural language sequence. The objective
of the spoken-dialog classification is to assign one or
several categories or call-types, e.g., billing credit, or
calling plans, to the users’ spoken utterances. The set of
categories is predetermined, and in this first application
there are 64 categories. The calls are classified based on
the user’s response to the first greeting prompt: “Hello,
this is AT&T. How may I help you?”

Table 29.1 indicates the size of the HMIHY 0300
datasets we used for training and testing. The training
set is relatively large with more than 35 000 utterances;
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Fig. 29.7a–c Classification error rate as a function of re-
jection rate in (a) HMIHY 0300, (b) VoiceTone1, and
(c) VoiceTone2

this is an extension of the one we used in our previous
classification experiments with HMIHY 0300 [29.9]. In
our experiments, we used the n-gram rational kernels
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Table 29.1 Key characteristics of the three datasets used in the experiments. The fifth column displays the total number of
unigrams, bigrams, and trigrams found in the one-best output of the ASR for the utterances of the training set, that is the
number of features used by BoosTexter or SVMs used with the one-best outputs. The training and testing sizes reported
in columns 3 and 4 are described in the number of utterances, or equivalently the number of word lattices

Dataset Number of Training Testing Number of ASR word
classes size size n-grams accuracy%

HMIHY 0300 64 35551 5000 24177 72.5

VoiceTone1 97 29561 5537 22007 70.5

VoiceTone2 82 9093 5172 8689 68.8

just described with n = 3. Thus, the feature set we used
was that of all n-grams with n ≤ 3. Table 29.1 indicates
the total number of distinct features of this type found in
the datasets. The word accuracy of the system based on
the best hypothesis of the speech recognizer was 72.5%.
This motivated our use of the word lattices, which con-
tain the correct transcription in most cases. The average
number of transitions of a word lattice in this task was
about 260.

Table 29.1 reports similar information for two other
datasets, VoiceTone1, and VoiceTone2. These are more
recently deployed spoken-dialog systems in different ar-
eas, e.g., VoiceTone1 is a task where users interact with
a system related to health-care with a larger set of cate-
gories (97). The size of the VoiceTone1 datasets we used
and the word accuracy of the recognizer (70.5%) make
this task otherwise similar to HMIHY 0300. The datasets
provided for VoiceTone2 are significantly smaller with
a higher word error rate. The word error rate is indica-
tive of the difficulty of classification task since a higher
error rate implies a more noisy input. The average num-
ber of transitions of a word lattice in VoiceTone1 was
about 210 and in VoiceTone2 about 360.

Each utterance of the dataset may be labeled with
several classes. The evaluation is based on the following
criterion: it is considered an error if the highest scoring
class given by the classifier is none of these labels.

We used the AT&T FSM library [29.10] and the
GRM library [29.11] for the implementation of the
n-gram rational kernels Kn used. We used these ker-
nels with SVMs, using a general learning library
for large-margin classification(LLAMA), which of-
fers an optimized multiclass recombination of binary
SVMs [29.12]. Training time took a few hours on a single
processor of a 2.4 GHz Intel Pentium processor Linux
cluster with 2 GB of memory and 512 KB cache.

In our experiments, we used the trigram kernel K3
with a second-degree polynomial. Preliminary experi-
ments showed that the top performance was reached for
trigram kernels and that 4-gram kernels, K4, did not sig-

nificantly improve performance. We also found that the
combination of a second-degree polynomial kernel with
the trigram kernel significantly improves performance
over a linear classifier, but that no further improvement
could be obtained with a third-degree polynomial.

We used the same kernels in the three datasets pre-
viously described and applied them to both the speech
recognizer’s single best hypothesis (one-best results),
and to the full word lattices output by the speech rec-
ognizer. We also ran, for the sake of comparison, the
BoosTexter algorithm [29.13] on the same datasets by
applying it to the one-best hypothesis. This served as
a baseline for our experiments.

Figure 29.7a shows the result of our experiments in
the HMIHY 0300 task. It gives classification error rate
as a function of rejection rate (utterances for which the
top score is lower than a given threshold are rejected)
in HMIHY 0300 for: BoosTexter, SVM combined with
our kernels when applied to the one-best hypothesis, and
SVM combined with kernels applied to the full lattices.

SVM with trigram kernels applied to the one-best
hypothesis leads to better classification than BoosTexter
everywhere in the range of 0–40% rejection rate. The
accuracy is about 2–3% absolute value better than that
of BoosTexter in the range of interest for this task, which
is roughly between 20% and 40% rejection rate. The re-
sults also show that the classification accuracy of SVMs
combined with trigram kernels applied to word lattices
is consistently better than that of SVMs applied to the
one-best alone by about 1% absolute value.

Figures 29.7b,c show the results of our experiments
in the VoiceTone1 and VoiceTone2 tasks using the same
techniques and comparisons. As observed previously, in
many regards, VoiceTone1 is similar to the HMIHY 0300
task, and our results for VoiceTone1 are comparable
to those for HMIHY 0300. The results show that the
classification accuracy of SVMs combined with trigram
kernels applied to word lattices is consistently better than
that of BoosTexter, by more than 4% absolute value at
a rejection rate of about 20%. They also demonstrate
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Fig. 29.8 Weighted transducer T m for computing the m-th moment of the count of an aperiodic substring x. The final
weight at state k, k = 1, . . . ,m, indicated after /, is S(m, k), the Stirling number of the second kind, that is the number
of ways of partitioning a set of m elements into k nonempty subsets, S(m, k)= 1
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(−1)i (k− i)m . The first-order

transducer T1 coincides with the transducer of Fig. 29.5a, since S(1, 1)= 1

more clearly the benefits of the use of the word lattices
for classification in this task. This advantage is even
more manifest for the VoiceTone2 task for which the
speech recognition accuracy is lower. VoiceTone2 is also
a harder classification task, as can be seen by comparing
the plots of Fig. 29.7b. The classification accuracy of
SVMs with kernels applied to lattices is more than 6%
absolute value better than that of BoosTexter near the
40% rejection rate, and about 3% better than SVMs
applied to the one-best hypothesis.

Thus, our experiments in spoken-dialog clas-
sification in three distinct large-vocabulary tasks
demonstrated that using rational kernels with SVMs
consistently leads to very competitive classifiers. They
also show that their application to the full word lat-
tices instead of the single best hypothesis output by
the recognizer systematically improves classification
accuracy.

We further explored the use of kernels based on other
moments of the counts of substrings in sequences, gen-
eralizing n-gram kernels [29.14]. Let m be a positive
integer. Let cm

A(x) denote the m-th moment of the count
of the sequence x in A defined by:

cm
A(x)=

∑
u∈Σ∗

|u|mx [[A]](u) . (29.13)

We can define a general family of kernels, denoted by
Km

n , n,m ≥ 1 and defined by:

Km
n (A,B)=

∑
|x|=n

cm
A(x)cm

B (x) , (29.14)

which exploit the m-th moment of the counts of sub-
strings x in weighted automata A and B to define
their similarity. Cortes and Mohri [29.14] showed that
there exist weighted transducers T m

n that can be used
to compute cm

A(x) efficiently for all n-gram sequence
x and weighted automaton A. Thus, these kernels are
rational kernels and their associated transducers are
T m

n ◦T m
n
−1:

Km
n (A,B)=

∑
x,y

[[
A◦ [T m

n ◦
(
T m

n

)−1]◦B
]]

(x, y) .

(29.15)

Figure 29.8 shows the weighted transducer T m
1 for

aperiodic strings x, which has only m|x|+1 states.
An aperiodic string is a string that does not admit
a nonempty prefix as a suffix. The m-th moment of
other strings (periodic strings) can also be computed
using weighted transducers. By (29.15), the transducer
T m

1 can be used to compute Km
n (A,B) by first computing

the composed transducer A◦[T m
n ◦ (T m

n )−1]◦B and then
summing the weights of all the paths of this transducer
using a shortest-distance algorithm [29.6] .

The application of moment kernels to the
HMIHY 0300 task resulted in a further improvement
of the classification accuracy. In particular, at a 15% re-
jection rate, the error rate was reduced by 1% absolute,
which is about 6.2% relative, which is significant in this
task, by using variance kernels, that is moment kernels
of second order (m = 2).

29.6 Theoretical Results for Rational Kernels

In the previous sections, we introduced a number of ra-
tional kernels, e.g., kernels based on expected counts
or moments of the counts and applied them to spoken-

dialog tasks. Several questions arise in relation to these
kernels. As pointed out earlier, to guarantee the con-
vergence of algorithms such as SVMs, the kernels used
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must be positive-definite symmetric (PDS). But, how
can we construct PDS rational kernels? Are n-gram ker-
nels and similar kernels PDS? Can we combine simpler
PDS rational kernels to create more-complex ones? Is
there a characterization of PDS rational kernels?

All these questions have been investigated by Cortes
et al. [29.5]. The following theorem provides a general
method for constructing PDS rational kernels.

Theorem 29.1
Let T be a weighted finite-state transducer over (+,×).
Assume that the weighted transducer T ◦T−1 is regu-
lated, then S = T ◦T−1 defines a PDS rational kernel.
A weighted transducer T is said to be regulated when
[[T ]](x, y), the sum of the weights of the paths with input
x and output y, is well defined.

Proof. We give a sketch of the proof. A full proof is
given in [29.5]. Let K be the kernel associated with
S = T ◦T−1. By definition of T−1 and composition,

∀x, y ∈ X, K (x, y)=
∑

z

[[T ]](x, z)[[T ]](y, z) ,

(29.16)

where the sum is over all strings z. Let Kn be the function
defined by restricting the sum to strings of length at
most k:

∀x, y ∈ X, Kk(x, y)=
∑
|z|≤k

[[T ]](x, z)[[T ]](y, z) .

(29.17)

Consider any ordering of all strings of length at most
k: z1, . . . , zl . For any set of n strings x1, . . . , xn , let A
be the matrix defined by A = [[[T ]](xi , z j )]i∈[1,n], j∈[1,l].
Then, the eigenvalues of the matrix Mn defined by

Mn = [Kn(xi , x j )]i, j∈[1,n] (29.18)

are necessarily nonnegative since Mn = AA-. Thus, for
any n ≤ 0, Kn is a PDS kernel. Since K is a pointwise
limit of Kn , K is also PDS [29.5, 15]. �

The theorem shows that the rational kernels we con-
sidered in previous sections, e.g., count-based similarity
kernels, n-gram kernels, and gappy n-gram kernels, are
all PDS rational kernels, which justifies a posteriori their
use in combination with SVMs. Conversely, we have
conjectured elsewhere that all PDS rational kernels are
rational kernels associated to transducers of the type
S= T ◦T−1 [29.5], and proved several results in support
of that conjecture. In particular, for acyclic transducer,
this indeed provides a characterization of PDS rational
kernels.

It can also be shown that a finite sum of PDS rational
kernels is a PDS rational kernel, which we used for
defining n-gram kernels. More generally, the following
theorem holds [29.5].

Theorem 29.2
PDS rational kernels are closed under sum, product, and
Kleene closure.

Thus, one can use rational operations to create com-
plex PDS rational kernels from simpler ones.

29.7 Conclusion

Rational kernels form an effective tool and framework
for spoken-dialog classification. They are based on
a general theory that guarantees in particular the posi-
tive definiteness of rational kernels based on an arbitrary
(+,×)-weighted transducer and thus the convergence of
training for algorithms such as SVMs. General, efficient
algorithms can be readily used for their computation.

Experiments in several large-vocabulary spoken-
dialog tasks show that rational kernels can be combined
with SVMs to form powerful classifiers and that they
perform well in several difficult tasks. They also demon-
strate the benefits of the use of kernels applied to word
lattices.

Rational kernels form a rich family of ker-
nels. The kernels used in the experiments we
described are only special instances of this gen-
eral class of kernels. Rational kernels adapted to
a specific spoken-dialog task can be designed.
In fact, it is often straightforward to craft prior
knowledge about a task in the transducer defin-
ing these kernels. One may, for example, exclude
some word sequences or regular expressions from
the similarity measure defined by these kernels or
emphasize the importance of others by increasing
their corresponding weight in the weighted trans-
ducer.
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Towards Sup30. Towards Superhuman Speech Recognition

M. Picheny, D. Nahamoo

After over 40 years of research, human speech
recognition performance still substantially out-
strips machine performance. Although enormous
progress has been made, the ultimate goal of
achieving or exceeding human performance – su-
perhuman speech recognition – eludes us. On
a more-prosaic level, many industrial concerns
have been trying to make a go of various speech
recognition businesses for many years, yet there
is no clear killer app for speech. If the technology
were as reliable as human perception, would such
killer apps emerge?

Either way, there would be enormous value in
producing a recognizer with superhuman capabil-
ities. This chapter describes an ongoing research
program at IBM that attempts to address achieving
superhuman speech recognition performance in
the context of the metric of word error rate. First,
a multidomain conversational test set to drive
the research program is described. Then, a se-
ries of human listening experiments and speech
recognition experiments based on the test set
is presented. Large improvements in recognition
performance can be achieved through a com-
bination of adaptation, discriminative training,
a combination of knowledge sources, and sim-
ple addition of more data. Unfortunately, devising
a set of informative listening tests synchronized
with the multidomain test set proved to be more
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difficult than expected because of the highly
informal nature of the underlying speech. The
problems encountered in performing the listening
tests are presented along with suggestions for
future listening tests. The chapter concludes with
a set of speculations on the best way for speech
recognition research to proceed in the future in
this area.

30.1 Current Status

After over 40 years of research, human speech recogni-
tion performance still substantially outstrips machine
performance. Although enormous progress has been
made, the ultimate goal of achieving or exceeding hu-
man performance – superhuman speech recognition –
eludes us. In addition, it is fair to say that there have
been no recent breakthroughs in the speech recognition
area – progress over the last several years, though contin-
ual, has been evolutionary rather than revolutionary. Can

we achieve levels of superhuman speech recognition in
our lifetimes through evolutionary approaches, or do we
need to make radical changes to our methodologies?

On a more-prosaic level, many industrial concerns
have been trying to make a go of various speech recog-
nition businesses for many years, yet there is no clear
killer app for speech that would guarantee the huge rev-
enue needed to justify the expense of investing in the
technology. Is this because there really is no value in the
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598 Part E Speech Recognition

technology, or that the technology just needs additional
incremental improvements, or is this because the levels
of accuracy must reach human performance or higher
to be regarded as sufficiently reliable to serve as a user
interface?

Either way, there would be enormous value in pro-
ducing a recognizer with superhuman capabilities. This
chapter describes an ongoing research program at IBM
that attempts to address some of these questions, focus-
ing on word error rate as a metric. It is recognized that
this is only one of many dimensions in which speech
recognition performance can be measured, and it is

hoped that this chapter will trigger corresponding studies
in related areas, such as concept and meaning extraction.
First, we describe a multidomain conversational test set
established to drive the research program (Sect. 30.2).
Then, we describe a series of human listening experi-
ments that attempt to determine the best set of research
investments to achieve the goal of superhuman speech
recognition (Sect. 30.3), a set of recognition experiments
that begin to address methodologies for designing sys-
tems to achieve superhuman performance (Sect. 30.4),
and a set of speculations on the best way for research to
proceed in the future in this area (Sect. 30.5).

30.2 A Multidomain Conversational Test Set

We had a number of goals in mind when we designed
the test set. First, the test set had to cover a reasonably
broad range of conversational applications and contain
data representing key challenges to reliable recognition
including various forms of acoustic interference, speech
from non-native speakers, and a large recognition vo-
cabulary. Second, the test set had to include at least one
component that is readily available to other researchers
to facilitate comparisons between our recognizers and
those developed externally. Third, the test set needed to
be reasonably small, to facilitate rapid turnaround of ex-
periments. For all experiments reported here, we used
a test set composed of the following five parts.

swb98: The switchboard portion of the 1998 hub 5e
evaluation set [30.1], consisting of 2 h of telephone-
bandwidth (8 kHz) audio. The data were collected from
two-person conversations between strangers on a pre-
assigned topic. A variety of telephone channels and
regional dialects are represented in the data.

mtg: An initial release of the Bmr007 meeting
from the ICSI (International Computer Science Institute)
meeting corpus [30.2], consisting of 95 minutes of au-
dio. The data were collected from eight speakers wearing
either lapel microphones or close-talking headsets. This
meeting involved eight speakers: five native speakers of
American English (two females and three males), and
three non-native speakers (all males). Although the data
is wide bandwidth (16 kHz), the primary challenge in
this test set is the presence of background speech in many
of the utterances. The crosstalk problem is especially
severe for speakers recorded using lapel microphones.

cc1: 0.5 h of audio from a call center. The data are
collected from customer-service representatives (CSRs)
and customers calling with service requests or problems.

The primary challenge in this test is acoustic interfer-
ence: a combination of nonlinear distortion from speech
compression, background noise from both the CSR and
customer sides, and intermittent beeps on the channel,
which are played to remind the customer that the call
is being recorded. The data is telephony bandwidth but
otherwise relatively quiet.

cc2: 0.5 h of audio from a second call center. The
recordings are from a different center than the cc1 test
set, but cover similar subject matter and have similar,
poor acoustics. This data set has no information asso-
ciating speakers with sets of utterances, which poses
problems for speaker and channel adaptation. The data
is telephony bandwidth but otherwise relatively quiet.

vm: Test data from the IBM voicemail corpus, con-
sisting of 1 hour of audio. This material was previously
reported on as the E-VM1 test set [30.3], and is a su-
perset of the test data in the voicemail corpus part I and
part II distributed by the LDC (Linguistic Data Con-
sortium). Unlike the other tests, the voicemail data are
conversational monologues. The acoustic quality of the
data is generally quite high, although loud clicks caused
by the speaker hanging up at the end of some messages
can pose problems for feature normalization – especially

Table 30.1 Characteristics of the multidomain conversa-
tional test set used for listening and recognition experiments

Task Number of hours Number of segments

swb98 2.0 3500

mtg 1.5 2060

cc1 0.5 978

cc2 0.5 1033

vm 1.0 1033
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normalization of c0 based on the maximum value of c0
within an utterance. This test set also has no information
associating speakers with sets of utterances. The data is
telephony bandwidth but otherwise relatively quiet.

The test sets were segmented into utterances suitable
for recognition using a variety of means. The default
LDC segmentation was used for the swb98 data. An

automatic segmenter was used on the mtg data. The
cc1 and cc2 data came in the form of calls and were
automatically segmented into smaller units; the vm data
came in the form of individual messages and was also
automatically segmented into smaller units. A summary
of the total number of hours and segments for each test
set is given in Table 30.1.

30.3 Listening Experiments

Humans use whatever information is available to aid
recognition performance. In a recent classic paper,
Lippmann [30.4] compared machine and human recog-
nition performance across a wide variety of stimuli. He
demonstrated that human performance far exceeded ma-
chine performance with minimal linguistic information
(digits, letters, nonsense sentences), minimal acoustic
information (speech in noise), and various combinations
of both (telephone conversations). Table 30.2 shows
human versus machine performance for digits, letters,
sentences from the Wall Street Journal, and telephony
conversations. In all four cases, human performance was
significantly better than machine performance, some-
times by more than an order of magnitude. Although
these numbers were obtained some years ago, one would
be hard pressed to argue that more than a factor of
two improvement in recognition has occurred in the last
10 years, so the gap is still substantial.

Many studies have suggested that humans can ac-
curately identify words with as little as two seconds
of surrounding context [30.5, 6]. Allen [30.7] presents
strong evidence that humans can highly accurately rec-
ognize phonemes without any linguistic context, and
also suggests that the enormous robustness of hu-
man speech perception across degradations in channel
conditions arises from the clever processing of many

Table 30.2 Human versus machine recognition word error
rates across a variety of tasks (after Lippmann [30.4])

Task Machine Human
performance% performance%

Connected digits 0.72 0.009

Letters 5 1.6

Resource 3.6 0.1

management

WSJ 7.2 0.9

(Wall Street Journal)

Switchboard 43 4

independent frequency bands in the auditory system. In-
ternal experiments performed at IBM by Jelinek and
his associates in the late 1980s suggest that human per-
formance in word prediction from text (the Shannon
Game [30.8]) is over three times better than the lan-
guage models then (and unfortunately, still currently)
used in speech recognition when humans are presented
with full sentential context. No studies seem to exist
that assess the relative importance of these information
sources, so we initiated a series of tests to try to ascertain
the performance of humans on the multidomain test set.

30.3.1 Baseline Listening Tests

The first set of experiments attempted to obtain baseline
performance figures on how well humans could actually
recognize the multidomain test set. Random segments
were chosen from the test set and played to two listeners
over headphones. In one experiment, the listeners were
allowed to listen only one time to the utterances, and
in the second experiment, the listeners were allowed to
hear the utterances multiple times. The utterances were
randomized across the test set both in terms of domain
and in terms of order. In addition, long utterances were
segmented into no longer than 2–3 second chunks, as the
memory load for utterances that were longer essentially
made the single-pass task intractable.

The summary results are shown in Table 30.3. The
error rates are much higher than those presented in [30.4]
on similar data. In addition, no appreciable reduction in
error rate is seen when the listener is allowed to lis-
ten multiple times to the test utterance. The error rates

Table 30.3 Summary of the multidomain test set base lis-
tening test results

Condition Word error rate

Listen once 25.6

Listen multiple times 21.5
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Table 30.4 Breakdown of base listening test results across
corpora (listen-once case)

Corpus Word error rate

swb98 25.1

mtg 28.1

cc1 19.6

cc2 32.2

vm 18.8

by corpus were broken down to see if there were any
obvious dependencies on the domain materials. The
breakdown is shown in Table 30.4. As can be seen,
there is no clear dependency on any one particular cor-
pus, though it is clear, for example, that the voicemail
data is more comprehensible than the call center data,
perhaps because the talkers know that they are leaving
a message that is to be listened to after the fact.

Why is there such a discrepancy in the results here
and the results reported in [30.4]? There are a num-
ber of possible causes. First, the earlier experiments
were performed on longer segments of speech, lis-
tened to multiple times by each listener. Second, the
earlier experiments may not have randomized the seg-
ments across speaker. Therefore, the listener may have
been able to take advantage of both task adaptation
and speaker/channel adaptation in the earlier results. In
an attempt to try to tease these issues apart, we em-
barked upon a more-ambitious series of listening tests,
described in the next subsection.

30.3.2 Listening Tests to Determine
Knowledge Source Contributions

The processes that determine how humans recognize
speech are still subjects of ongoing research and will re-
main so for some time to come. The goal of a speech
recognition professional is not so much to understand
how humans recognize speech but to try to utilize human
strategies of speech recognition as a guide to improve
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Fig. 30.1 A typical word confusion network, also known as
a sausage
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Fig. 30.2 Word recognition test for the listening condition
depicting only the audio information and sausage structure
presented to the subjects

the performance of today’s speech recognition systems.
As such, the next set of listening experiments attempt to
determine what sources of knowledge humans can use in
the context of performance of today’s speech recognition
systems.

Currently, one of the most interesting aspects of
speech recognition systems is that even when they pro-
duce relatively high word error rates (e.g., 30%), it is
possible for them to produce extremely compact re-
presentations of the search space in which the best
possible, or oracle, error rate is very low (e.g., 10%).
These representations take the form of a confusion net-
work (typically referred to as a sausage), as illustrated
in Fig. 30.1. In this example, the correct word sequence
is so you lived with your mother and father, although do
you live with your mother and father and many other se-
quences are also possibilities. (The word that was ranked
highest by the recognizer appears at the top of each
segment.)

In this set of listening experiments, sausage struc-
tures produced by a state-of-the-art recognizer were
presented to human subjects, and they were asked to
select the best word sequence either with accompanying
audio (listening) or with accompanying long language
model context (comprehension). The hope was to as-
sess the relative contributions of acoustic and language
information as possible information sources on top of
a pre-existing speech recognition system.

More specifically, in the listening condition
(Fig. 30.2) subjects were presented with audio contain-
ing two words to the left, the target word and two words
to the right of the word target, and asked to identify
the target center word. In the comprehension condi-
tion (Fig. 30.3), the subject was given five segments
of text history and asked to determine the best path
through the sausage network without corresponding au-
dio. In these experiments, we used audio data from the
RT03 evaluation data set from LDC [30.9] and from the
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Towards Superhuman Speech Recognition 30.4 Recognition Experiments 601

Table 30.5 Word and oracle recognition error rates for
listening tests to determine relative knowledge source con-
tributions

Corpus Word error rate Oracle error rate

RT03 29.2 8.0

MALACH 28.3 9.5

Table 30.6 Listener error rates when presented with audio
context in the form of the surrounding words (listening) and
word context in the form of sausages (comprehension)

Corpus Base recognition Listening Compre-
word error rate hension

RT03 29.2 24.2 30.6

MALACH 28.3 27.3 32.0

MALACH corpus [30.10]. A summary of the word error
rates and oracle error rates for the sausages are shown
in Table 30.5. As can be seen, the oracle error rates are
much lower than the word error rates, implying that, if
there is useful information that humans can utilize in
the surrounding context, error rates can be made to drop
significantly.

Sausages as described above were presented to a set
of 20 listeners in random order with respect to speaker,
channel, and topic. Each listener saw or heard 100
sausages either under the listening or comprehension
conditions. The results are shown in Table 30.6. As can
be seen from the results, neither source of information
dramatically improved the listener’s ability to choose the
correct path through the sausage data. The presence of
acoustic information helped somewhat more than textual
context, but not in some definitive sense. Subjectively
speaking, the task was surprisingly difficult to perform –
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Fig. 30.3 Word recognition test for the comprehension condition de-
picting only the text information and the sausage structure presented
to the subjects

the conversations had significant sections of quite un-
intelligible murmuring which may not be critical for
comprehension but when segments are selected com-
pletely at random may significantly affect the overall
error rate. In retrospect, it might have been useful to
include a condition in which both long-span acoustic
and language model information was included to ensure
that humans could perform the task with infinite context,
and also have a contrastive condition in which the tar-
get speaker is fixed across a variety of utterances. There
were issues associated with occasional misalignments of
the target word text and the underlying audio and some
segmentation artifacts, but these did not occur frequently
enough to affect the error rates in a significant fashion.

What these initial experiments illustrate are some
of the difficulties in performing human listening ex-
periments as a guide for a technical research agenda
in speech recognition. Unfortunately, we were unable to
adequately tease out where research efforts should be fo-
cused to achieve the maximum benefit, and were left to
rely on our technical intuition as to how best to proceed.

30.4 Recognition Experiments

To achieve superhuman speech recognition, it is useful
to decompose speech recognition into a set of semi-

Table 30.7 Recognition performance in terms of word error rates for different styles and types of speech

Task Speech style Target Channel Word error rate

Dictation Well formed Computer Full BW (bandwidth) < 4 [30.11]

Broadcast news Usually well formed Spontaneous Audience 8.6 [30.12]

DARPA communicator Spontaneous Computer Telephone BW 15.1 [30.13]

SWB Spontaneous Person Telephone BW 15.2 [30.14]

Voicemail Spontaneous Person Telephone BW 27.9 [30.3]

Meetings Spontaneous People Far-field 50 [30.15]

independent tasks. This is shown in Table 30.7. The
error rates are rough guides and should not be taken
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602 Part E Speech Recognition

literally. As can be seen, the main determinants of recog-
nition difficulty are the mode of speech (is one talking to
a machine or to a person), and the channel/environment.
Needless to say, since people obviously communicate in
such modes and across such environments quite freely,
a superhuman speech recognizer at a minimum must be
robust across these dimensions.

30.4.1 Preliminary Recognition Results

In an attempt to get a feeling for the domain sensitivity
of current speech recognition systems, a set of exper-
iments was performed. Three corpora were available
for training – transaction data [commands, digits, De-
fense Advanced Research Projects Agency (DARPA)
communicator data], switchboard data, and voicemail
data. Four corpora were available as test sets – con-
tinuous digits, names, switchboard test data (swb98,
above) and voicemail test data (vm, above). Systems
were trained individually on these corpora. In addition,
a common technique – multistyle training – was em-
ployed to produce systems in which the training data
from the switchboard and voicemail were combined,
and one in which all three training corpora were com-
bined. The training and decoding were done as described
in Sect. 30.4.2. In all cases, for decoding, a language
model suitable for the test data was utilized.

The results are shown in Table 30.8. As can be seen,
significant degradation can result when data from one
mode of speaking is decoded with models trained on
a different mode of speaking. Note also that multistyle
training across different corpora to some extent reduces
the cross-corpus training degradation effects, but does
not always allow one to completely recover the perfor-
mance levels obtained when test and training data are
matched to each other. This implies that blind combi-
nation of a huge amount of data from multiple sources
is not likely to allow us to reach levels of superhuman
performance in cross-domain experiments (and the best
way in which to combine language model data has not
yet been addressed).

Table 30.8 Preliminary test results. The training corpora are listed across the top and the test corpora are represented by
the rows

Training corpus

Transactions SWB Voicemail Voicemail + SWB All

Names 4.4 6.4 8.6 5.3

Digits 1.3 1.9 2.4 1.4

SWB 39 57 46

Voicemail 47 36 37

30.4.2 Results on the Multidomain Test Set

A conscious decision was made to focus on telephony
transcription data as an initial challenge. Therefore, we
continued to utilize the multidomain test corpus de-
scribed in Sect. 30.2. To deal with the broad range of
material present in the multidomain test set, we em-
ployed a recognition strategy based on multiple passes
of recognition interleaved with unsupervised acoustic
model adaptation and on a combination of recognition
hypotheses from systems using disparate feature sets and
acoustic models. We first describe the basic techniques
used in the benchmark system for signal processing,
acoustic modeling, adaptation, and language modeling,
then we describe the architecture of the recognition sys-
tem and present the performance of the system on the
multidomain test corpus at various stages of processing.

Signal Processing
The systems in this work use either mel-frequency cep-
stral coefficients (MFCC) or perceptual linear prediction
(PLP) features as raw features. The MFCC features are
based on a bank of 24 mel filters spanning 0–4.0 kHz.
The PLP features are based on a bank of 18 mel filters
spanning 0.125–3.8 kHz and use a 12th-order autore-
gressive analysis to model the auditory spectrum. Both
feature sets are based on an initial spectral analysis that
uses 25 ms frames smoothed with a Hamming window,
a 10 ms frame step, and adds the equivalent of 1 bit of
noise to the power spectra as a form of flooring. Both fea-
ture sets also are computed using periodogram averaging
to reduce the variance of the spectral estimates. The fi-
nal recognition feature set for all systems are generated
by concatenating raw features from nine consecu-
tive frames and projecting to a 60-dimensional (60-D)
feature space. The projection is a composition of a dis-
criminant projection (either linear discriminant analysis
or heteroscedastic discriminant analysis [30.16]) and
a diagonalizing transform [30.17, 18].

Prior to the projection to the final, 60-D recognition
feature space, the raw features are normalized. Three
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different normalization schemes are used by different
systems in this work:

1. utterance-based mean normalization of all features;
2. utterance-based mean normalization of all features

except c0 and maximal normalization of c0; and
3. side-based mean and variance normalization of all

features except c0 and maximal normalization of c0.
In maximal normalization of c0, the maximum value
of c0 within an utterance is subtracted from c0 for
all frames in the utterance. The estimate of vari-
ance is based solely on frames for which c0 exceeds
a threshold with respect to the maximum value of c0
in the utterance. This is intended to ensure that the
variance is only computed from speech frames.

Acoustic Modeling
We use an alphabet of 45 phones to represent words
in the lexicon. Each phone is modeled as a three-state,
left-to-right hidden Markov model (HMM). Acoustic
variants of the HMM states are identified using de-
cision trees that ask questions about the surrounding
phones within an 11-phone context window (±5 phones
around the current one). Systems may employ word-
internal context, in which variants are conditioned only
on phones within the current word, or left context, in
which variants are conditioned on phones within the
current and the preceding words.

The majority of the systems described in this work
model the leaves of the phonetic decision trees using
mixtures of diagonal-covariance Gaussian distributions
that are trained using maximum-likelihood estimation
(MLE). Subject to a constraint on the maximum number
of Gaussians assigned to a leaf, the number of mixture
components used to model a leaf is chosen to maximize
the Bayesian information criterion (BIC),

F(θ)= log P(Xs|s, θ)− λ

2
|θ| log(Ns) , (30.1)

where P(Xs|s, θ) is the total likelihood of the data points
Xs that align to leaf s under model θ, Ns is the number
of such points, and |θ| is the total number of parameters
in model θ. The overall size of an acoustic model may
be adjusted by changing the weight on the BIC penalty
term, λ. The acoustic models for all recognizers are
trained on 247 h of switchboard data and 18 hours of
Callhome English data. Early experiments revealed that,
after acoustic adaptation, no benefit was obtained by
combining other sources of data (such as voicemail data,
as described in Sect. 30.4.1) so no additional data was
combined with the SWB (switchboard) data.

Two systems described in this work employ alterna-
tive acoustic models. One system models leaves using
mixtures of diagonal-covariance Gaussian distributions
that are discriminatively trained using maximum mutual
information estimation (MMIE). In our MMIE train-
ing, we collect counts by running the forward–backward
algorithm on a statically compiled decoding graph, us-
ing beam pruning to constrain the size of the search
space [30.19]. This lets us exploit technology developed
for fast decoding of conversational speech [30.20] for
fast MMIE training as well. The second system mod-
els leaves with subspace precision and means (SPAM)
models [30.21,22]. SPAM models provide a framework
for interpolating between diagonal-covariance and full-
covariance Gaussian mixture models in terms of model
complexity and model accuracy. Unlike the diagonal-
covariance Gaussian models in this work, SPAM models
do not directly use BIC-based model selection.

Canonical Acoustic Models
We use two feature-space transformations, vocal-tract-
length normalization (VTLN) [30.23] and maximum-
likelihood feature-space regression (FMLLR) [30.24],
in an adaptive training framework to train canonical
acoustic models. The goal of canonical training is to re-
duce variability in the training data due to speaker- and
channel-specific factors, thereby focusing the acoustic
model on variability related to linguistic factors. At
test time, the feature-space transforms are estimated
in an unsupervised fashion, using results from earlier
decoding passes.

Our implementation of VTLN uses a set of 21 warp
factors that cover a ±20% linear rescaling of the fre-
quency axis. The VTLN frequency warping is applied
prior to mel binning in the feature computation. The
VTLN warp factor for a speaker is chosen to maxi-
mize the likelihood of frames that align to vowels and
semivowels under a voicing model that uses a single,
full-covariance Gaussian per context-dependent state.
Approximate Jacobian compensation of the likelihoods
is performed by adding the log determinant of the sum of
the outer products of the warped cepstra to the average
frame log likelihood.

The FMLLR transformation is an affine transfor-
mation of the features in the final, 60-D recognition
feature space that maximizes the likelihood of a speak-
er’s data under an acoustic model. FMLLR is equivalent
to constrained maximum-likelihood linear regression
(MLLR) [30.24], where the MLLR transform is applied
to both the means and covariances of the acoustic model.
In the remainder of the paper, we will refer to canon-
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604 Part E Speech Recognition

ical models that use VTLN features as VTLN models
and to canonical models that use VTLN features and
an FMLLR transformation as SAT (speaker-adaptive
trained) models.

Acoustic Model Adaptation
At test time, we also use MLLR adaptation [30.25] of
model means to further adapt the recognition system to
the specific speaker and environment. Systems that use
diagonal Gaussian mixture acoustic models perform two
rounds of MLLR. The first round estimates one MLLR
transform for all speech models and one MLLR trans-
form for all nonspeech models, and new recognition
hypotheses are generated with the adapted models. In
the second round, multiple MLLR transforms are esti-
mated using a regression tree and a count threshold of
5000 to create a transform for a regression class. The
system using SPAM models performs a single round of
adaptation in which a single MLLR transform for all
models and a new FMLLR transform are estimated.

Language Modeling
and Recognition Lexicon Design

The data used to train the language models consist of 3
million switchboard words, 16 million broadcast news
words, 1 million voicemail words and 600,000 call cen-
ter words. For the initial rescoring of the word internal
lattices we used a four-way interpolated language model,
each of the components being a back-off 3-gram LM
(language model) using modified Kneser–Ney smooth-
ing [30.26]. The mixture weights (0.45 ·Swb+0.25 ·
BN+0.15 ·VM+0.2 ·CC) are optimized on a held-
out set containing 5% of each of the training corpora.
For the final rescoring of the left-context lattices the
3-gram mixture components are replaced with 4-gram
language models, keeping the mixture weights the same.
The 34,000-word vocabulary used in our experiments
consists of all the high-count words from our training
corpora. The pronunciation dictionary consists of 37,000
entries, yielding a ratio of 1.09 pronunciations per word
in the vocabulary. Table 30.9 shows the perplexities and

Table 30.9 Perplexities and OOV rates across different test
sets

Test Perplexity Perplexity OOV
set 3gm LM 4gm LM rate (%)

swb98 94.16 90.08 0.3
mtg 146.45 142.58 0.7
cc1 111.69 106.42 0.3
cc2 52.95 49.30 0.1
vm 94.66 89.32 1.1

the out-of-vocabulary (OOV) rates for each of the five
test sets.

Recognition Process and Performance
Recognition of data system proceeded as follows:

P1 Speaker-independent decoding. The system uses
mean-normalized MFCC features and an acoustic
model consisting of 4078 left context-dependent
states and 171 000 mixture components. Decoding is
performed using IBM’s rank-based stack decoding
technology [30.27].

P2 VTLN decoding. VTLN warp factors are estimated
for each speaker using forced alignments of the
data to the recognition hypotheses from P1, then
recognition is performed with a VTLN system that
uses mean-normalized PLP features and an acous-
tic model consisting of 4440 left context-dependent
states and 163 000 mixture components. Decoding
is performed using IBM’s rank-based stack decoder.
In the cc2 and vm test sets, which have no speaker
information, VTLN warp factors are estimated for
individual utterances.

P3 Lattice generation. Initial word lattices are generated
with a SAT system that uses mean-normalized PLP
features and an acoustic model consisting of 3688
word-internal context-dependent states and 151 000
mixture components. FMLLR transforms are com-
puted using recognition hypotheses from P2. The
lattices are generated with a Viterbi decoder. The lat-
tices are then expanded to trigram context, rescored
with a trigram language model and pruned. In the
cc2 and vm test sets, which have no speaker informa-
tion, FMLLR transforms are estimated for individual
utterances.

P4 Acoustic rescoring with large SAT models. The lat-
tices from P3 are rescored with five different SAT
acoustic models and pruned. The acoustic models
are as follows:

• [A] An MMIE PLP system consisting of 10 437 left
context-dependent states and 623 000 mixture com-
ponents. This system uses maximum-normalization
of c0 and side-based mean and variance normaliza-
tion of all other raw features.• [B] An MLE PLP system identical to the system
of P4A, except for the use of MLE training of the
acoustic model.• [C] An MLE PLP system consisting of 10 450 left
context-dependent states and 589 000 mixture com-
ponents. This system uses mean normalization of all
raw features.
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Table 30.10 Word error rates (percentage) for the components of the multidomain test set and the overall, average error
rate for the corpus. For passes where multiple systems are used (P4–6), the best error rate for a test component is
highlighted

Pass swb98 mtg cc1 cc2 vm All

P1 42.5 62.2 67.8 47.6 35.4 51.1

P2 38.7 53.7 56.9 44.1 31.7 45.0

P3 36.0 44.6 46.6 40.1 28.0 39.1

P4A 31.5 39.4 41.7 38.2 26.7 35.5

P4B 32.3 40.0 41.3 39.0 26.7 35.9

P4C 32.5 40.2 42.1 39.9 27.0 36.3

P4D 31.7 40.3 42.6 37.6 25.8 35.6

P4E 33.0 40.5 43.4 38.8 26.9 36.5

P5A 30.9 38.3 39.4 36.9 26.1 34.3

P5B 31.5 38.5 39.4 37.0 26.5 34.6

P5C 31.6 38.7 41.0 39.4 26.8 35.5

P5D 30.8 39.0 41.1 36.7 25.6 34.6

P5E 32.1 38.9 41.8 36.8 26.4 35.2

P6A 30.4 38.0 38.9 36.5 25.7 33.9

P6B 31.0 38.3 38.9 36.4 25.8 34.1

P6C 31.2 38.4 40.1 38.9 26.3 35.0

P6D 30.4 38.6 40.8 36.3 25.5 34.3

P6E 31.5 38.5 41.6 35.9 25.7 34.6

P7 29.0 35.0 37.9 33.6 24.5 32.0

• [D] A SPAM MFCC system consisting of 10 133 left
context-dependent states and 217 000 mixture com-
ponents. The SPAM models use a 120-dimensional
basis for the precision matrices. This system uses
mean normalization of all raw features.• [E] An MLE MFCC system consisting of 10 441 left
context-dependent states and 600 000 mixture com-
ponents. This system uses maximum-normalization
of c0 and mean normalization of all other raw fea-
tures.
The FMLLR transforms for each of the five acoustic
models are computed from the one-best hypotheses
in the lattices from P3. FMLLR transforms are es-
timated for individual utterances in the vm test set,
but on the cc2 test set a single FMLLR transform is
estimated from all utterances. The vm test set con-
tains many long utterances [30.28], and the FMLLR
estimation procedure has sufficient data, even with
very large acoustic models. We found that the cc2
test set contained only very short utterances, and
the FMLLR procedure failed to converge on many
utterances with the large acoustic models.

P5 Acoustic model adaptation. Each of the five acoustic
models are adapted using one-best hypotheses from
their respective lattices generated in P4; no cross-

system adaptation is performed. As described above,
the systems using Gaussian mixture acoustic mod-
els are adapted using two sets of MLLR transforms,
while the SPAM acoustic model is adapted using an
FMLLR transform and an MLLR transform. The lat-
tices from P3 are rescored using the adapted acoustic
models and pruned. As in P4, transforms are esti-
mated for individual utterances in the vm test set,
but are estimated globally for the cc2 test set.

P6 4-gram rescoring. Each of the five sets of lattices
from P5 are rescored and pruned using a 4-gram
language model.

P7 Confusion network combination. Each of the five
sets of lattices from P6 are processed to generate
confusion networks [30.29], then a final recognition
hypothesis is generated by combining the confusion
networks for each utterance.

The performance of the various recognition passes
on the test set is summarized in Table 30.10.

Conclusions
Reasonable recognition performance can be obtained
on a broad sample of conversational American English
tasks using acoustic models trained only on switchboard
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and Callhome data. The results on the mtg set illus-
trate this point most strongly, for neither the acoustic
models nor the language models are trained on meeting
data. This supports the observation that the switch-
board corpus is representative of the acoustic–phonetic
and stylistic properties of conversational American En-
glish [30.30].

Multipass decoding with unsupervised adaptation
and a combination of disparate systems are effective
techniques for achieving good recognition performance
on diverse data sources. On this test set, they can reduce
the overall error rate from 51.1 to 32.0%.

While system combination can provide consistent
gains in recognition performance, they are relatively
small for the rather substantial amount of computation
incurred. Had we used only the MMIE PLP system and
performed consensus decoding instead of the confusion
network combination in P7, the overall error rate on the
test would have increased to 33.1%. This rather inten-
sive amount of computation is a clear impediment to
research and resulted in a major redesign of the system
as described in the next section.

30.4.3 System Redesign

As described above, the main problem with the above
system was its high level of complexity. Too many passes
over too many systems are required – the above sys-
tem ran in about 5000 × RT (real-time), which is really
outrageous. If one looks at the culprits in the computa-
tion, it is primarily the need to generate many sequences
of lattices inefficiently because of an inability to han-
dle all the recognition sources of knowledge in a single
pass. For this reason a major redesign of the recognition
system was performed to allow for all the knowledge
sources needed for recognition to be compiled into a sin-
gle static network, and many of the multiple passes used
to determine warping factors and FMLLR transforms
were combined into a single pass or eliminated alto-
gether [30.20]. It was found that this combination not
only sped up decoding enormously but also resulted in
much better accuracy. Essentially, each pass of lattice
generation and pruning was introducing search errors
that were eliminated by migrating to a single-pass de-
coding process. Another innovation that was added was
incorporation of a dynamic language model that could
automatically modify the interpolation weights in a two-
pass recognition process. Each utterance was decoded
with a general language model and a lattice was pro-
duced. The interpolation weights of the LM components
were then adjusted to minimize perplexity of the de-

Table 30.11 Recognition results on the multidomain test set
after system redesign

Corpus Previous After redesign

swb 29.0 27.0

mtg 35.0 33.6

cc1 33.6 24.7

cc2 37.9 36.9

vm 24.5 20.9

Average 32.0 28.6

Number of 5 1

recognizers

Speed 5000 × RT 20 × RT

coded utterance text, and the new LM that resulted was
used to rescore the lattice to produce the final recognition
result.

The results are shown in Table 30.11. As can be
seen, not only has the recognition accuracy significantly
improved, but the amount of computation dramatically
has also decreased. The need for multiple recognizers
is essentially eliminated and even the speed of a sin-
gle recognition pass significantly dropped. Analysis
indicated that approximately 2% absolute of the per-
formance gain was attributable to the presence of the
adaptive language model.

30.4.4 Coda

After the above set of experiments were completed,
a shift in emphasis to focus on public data, such as those
present in the DARPA EARS (effective, affordable,
reusable speech-to-text) and GALE (global autonomous
language exploitation) programs, took place. The 2004
EARS system [30.14] was basically an extension of
the system described in Sect. 30.4.3 to three systems
(speaker independent, speaker adaptive with diagonal
covariances, and speaker adaptive with full covariances),
all trained with MPE (minimum phone error) [30.31]
and fMPE [30.32]. In addition, significantly more data
(2000 h) were used to train the models. Unfortunately,
as described in Sect. 30.4.3 the signal processing needed
to process the superhuman test set was a modified ver-
sion of the EARS system signal processing to improve
robustness, so it was only possible to decode the swb
data component with the EARS system. The result was
a 19% word error rate compared to a 27% word er-
ror rate on the swb component of the system described
in Sect. 30.4.3. Approximately half of the improvement
could be attributed to increased data and the rest divided
across the new acoustic modeling (MPE and fMPE) and
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the use of multiple systems. Assuming that at least some
of these improvements would have held up across the
other data components, it is safe to say we would have
been looking at error rates between 20% and 25% on
the overall superhuman corpus. Given the results of the

human listening tests (Sect. 30.3.2), at least on short seg-
ments of speech, one could almost say that for telephony
speech transcription and limited acoustic context, super-
human performance no longer seems completely out of
reach.

30.5 Speculation

Although the above sections suggest some progress has
been made in the direction of achieving superhuman
speech recognition, it is clear that there is still a long
path ahead. First, system performance even on a subset
of domains (telephony transcription) – say at best 20%
WER (word error rate) – is still a good factor of three
or four away from human performance on this task –
best reported results being about 5%. Second, except for
the preliminary results described in Sect. 30.4.1, no se-
rious attempts have yet been made to develop a single
system simultaneously capable of handling transactional
and transcription data. Lastly, the robustness of today’s
speech systems with respect to varying channels and
noise is still weak. Is it possible, then, to achieve su-
perhuman speech recognition by plugging away at the
essentially incremental approaches that have typically
resulted in incremental gains on the order of 10–20%
a year that have been described in the rest of the paper,
with no major insights from human performance?

Today’s speech recognition systems have all evolved
to have the same basic structure: spectral features are pe-
riodically sampled at the frame level from the speech
signal, and the probability distribution of these fea-
ture vectors is captured by hidden Markov models
(HMMs). The HMMs are combined with a language
model of the short-term dependencies of word se-
quences, and the word hypotheses are produced by
various efficient dynamic-programming-based search
mechanisms [30.33]. Many alternatives and enhance-
ments have been tried over the years: articulatory
models, neural networks, segment models, trigger lan-
guage models, structured language models, but all have
either failed or not shown significant advantages over
this basic structure. In addition, regular significant im-
provements have always resulted over the years via
refinements to the basic structure, placing a successively
increasing barrier to entry on alternative formulations.

There is no question that advances in speech recog-
nition will still continue via incremental techniques –
one would be foolish in the face of essentially 30 years
of incremental improvements to deny that progress has
not been continually made. However, this does not rule

out exploration of alternative methodologies in paral-
lel or on top of existing high-performance recognition
systems. In the remainder of this chapter, some specula-
tion is presented both about some promising incremental
approaches with good payoffs, as well as some more-
dramatic changes in speech recognition methodologies.

30.5.1 Proposed
Human Listening Experiments

The listening experiments described above only
scratched the surface in terms of trying to tease out what
the most useful research directions in speech recog-
nition might be. An extension of the above described
experiments is the following.

1. Word sequences are generated automatically from
a trigram LM, and then read aloud.

2. The sentences are decoded with an ASR (auto-
matic speech recognition) system, and the WER is
computed.

3. Noise is added to the to the recordings until human
listeners have the same WER, i. e., the acoustics are
calibrated to equalize human and machine perfor-
mance.

4. Meaningful sentences are recorded, read, and de-
coded by the ASR system.

5. The same level of noise is added to the same mean-
ingful sentences, which are then transcribed by
human listeners.

When meaning is added to the sentences, there will
be a differential impact on human and machine perfor-
mance, presumably with humans benefiting more. This
difference will provide a meaningful measure of the
amount that can be gained by moving beyond trigram
LMs and using broad syntactic, semantic, and pragmatic
knowledge sources.

Yet another problem is that there is a mismatch
between the metrics that are used to measure ASR
performance, and the intended use of these systems.
Performance is measured with word error rate, which is
dominated by errors in function words. For example, the
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five most common errors in a typical large-vocabulary
recognition system are:

1. and/in
2. it/that
3. was/is
4. that/the
5. the/a

While these words are very common, it is not clear
that recognizing them is always critical to the perfor-
mance of a real application. For example, in a typical
call-center application, a user might call to make a travel
reservation and say something like I want to fly to
Boston on Tuesday. What the system needs to produce
is a representation something like (what = reservation;
to = Boston; date = Tuesday; from = ????) and realize
that an appropriate response is something like Where
are you flying from? It does not matter, however, if
there are minor recognition errors like I want to fly to
Boston at Tuesday, or even more serious ones like I
went to fly to Boston on Tuesday, as long as the system
is able to recover the underlying meaning with confi-
dence. In order to understand the relationship between
word error and concept error, we propose to conduct
a final set of experiments to flesh out this relation-
ship.

One such experiment involves revisiting the confu-
sion network experiments described earlier, but in the
context of question-answering. In this experiment, sub-
jects are shown confusion networks and then asked to
answer questions. If they are able to do this on the basis
of the sausages, then we are warranted in taking confu-
sion networks – without further acoustic processing – as
the basis for high-level linguistic processing, regardless
of WER.

A second experiment revisits the notion of calibrated
acoustics, but again in the context of question-
answering. Here, increasing noise is added to utterances,
and humans are asked to both transcribe the utterances
and answer questions. Presumably, people will be able
to answer questions even after the WER of their tran-
scripts has degraded considerably, indicating that WER
is not a good measure of the information transmitted,
and suggesting the use of concept error or slot-filling
error as a better metric.

In summary, by conducting a series of human lis-
tening and comprehension experiments, one can gain
a better understanding of how to improve our current
systems, what the fundamental limitations of different
knowledge sources are, and how to measure system
performance.

In addition to human listening experiments, it might
be possible to establish other fundamental bounds, e.g.,
of orders of magnitude extensions of data sets for cur-
rent basic structure language models. For instance, it is
possible to use a Google query interface [30.34] to check
the frequency of word sequences appearing in the lattice
or sausage, i. e., to see if and how often correspond-
ing 5-grams, 4-grams, 3-grams and 2-grams appear in
the Google index. Such experiments would help to an-
swer questions about the value of having four orders of
magnitude more data for language modeling.

30.5.2 Promising Incremental Approaches

Modeling Spontaneous Speech
The main problem with spontaneous speech is that it
contains substantial segmental and suprasegmental vari-
ations not present in read speech (which, of course, is
much easier to collect in bulk), such as pitch and duration
variations, hesitations, false starts, ungrammatical con-
structs, emotionally expressive speech (laughter, etc.).
The high levels of human performance that can be ob-
tained from just auditory presentation of speech out of
context [30.4] suggest that the only clues that are needed
to decipher speech lie in the local speech signal. In
extremely noisy environments, other cues, such as vi-
sual ones, may be required. Consequently, if the WER
performance is bad, it must be the case that

1. the stochastic models used to model the observation
are not accurate;

2. current feature-extraction techniques (mel cepstra)
do not extract all the necessary information;

3. the language model is inadequate; or most likely,
4. all of the above.

Most of the speech recognition systems today use
frame-level observations. Though some work has been
done on suprasegmental feature extraction [30.35], it
has enjoyed only a limited amount of success. One
possible reason is because neither frame-level observa-
tions nor suprasegmental observations are by themselves
sufficient to do an adequate job of modeling (spon-
taneous) speech. Segmental models [30.36, 37] make
fewer assumptions than HMMs and provide a better
modeling framework by modeling sequences of obser-
vations rather than individual observations; however, the
goal of multiscale modeling requires a framework that
is more powerful than segmental models. The end ob-
jective of any model is to compute the joint probability
of all observations. This joint probability can be ex-
pressed as a product of several conditional probabilities
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– however our goal is to make this factorization differ-
ent for different observations. Graphical models provide
a mechanism whereby different factorizations of a joint
distribution can be specified by means of a directed
graph [30.38].

To model the statistical dependencies in the extracted
features a graphical model that specifies the factoriza-
tion of a joint distribution by means of a graph can be
used. This framework can be used to model arbitrary
dependencies, including temporal dependencies in dif-
ferent observation streams. Appropriate dependencies
can be selected via correlation or mutual information
techniques [30.39, 40]. In addition to these statistically
identified dependencies, linguistic knowledge related to
the speech production process can also easily be incorpo-
rated into the graphical model – for instance, the formant
frequency estimates at a given time frame could provide
valuable information about the identity of the phone at
the current and adjacent time frames. Also, constraints
on the formant trajectories between adjacent time frames
(for continuity reasons) can easily be incorporated into
graphical models.

Such a scheme was recently tried [30.41] and
demonstrated improvements on the switchboard corpus.
A particularly attractive aspect of such a model is that
it can easily be augmented with additional supraseg-
mental features, such as say pitch, which might prove
valuable for modeling syllables and words in tonal
languages such as Mandarin, or for better spotting of
disfluencies.

Multi-Environment Systems
Another objective in achieving human performance is
to develop a system that will work on several different
types of speech: full bandwidth, telephone bandwidth,
or recorded with close-talking or far-field microphones.
One possibility is to bandlimit all sources of speech
data and train a system using this data, however, this
would provide inferior performance for cases where
full-bandwidth or low-noise speech is available. Another
possibility is just to run multiple models in parallel with
a switch that detects bandwidth changes, as is done in
many of today’s systems that process broadcast news,
but that approach completely fragments data into small
pieces, generating a complex multicomponent system
that is very hard to manage. Consequently, the goal is to
either: (i) develop a single modeling framework that can
make use of all the information in full-bandwidth speech
when it is available, and can also deal with bandlimited
speech, or (ii) investigate features that are insensitive to
bandwidth-related distortions.

A possible modeling framework for (i) is to parti-
tion the observation vector into two components, one
of which is always available, o1,t , while the other may
be hidden, o2,t . The formulation is based on the fact
that, if the global joint statistics of o1 and o2 are known,
and for each class the probability density of o1 and o2
are known, then it is possible to predict the missing
observation from the joint statistics.

The basic speech recognition problem is to find
the joint probability of the observation sequence
o1,1 · · · o1,T , and, when it is available, o2,1 · · · o2,T . As
the observation probability is conditioned on a state
sequence sT

1 that is hidden, this may be written as
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If oT
2,1 is observable, we can approximate the
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2,1 = p(oT
2,1/o
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1,1), and the joint statistics of oT

1,1, oT
2,1

are used to compute the latter term. (For a Gaussian
joint distribution, ô2 turns out to be a linear operation
on o1.) Hence, the global joint statistics of o1, o2 are
used to predict the value of o2, making it possible to use
information related to the probability distribution func-
tion (PDF) of o2 for the class s, even when o2 is not
observed.

A generalization of this approach was successfully
used in [30.42] to improve robustness for speech in very
high-noise environments. In such noise, large sections
of the time–frequency display for a speech signal are of-
ten masked by the noise, not just the higher frequencies
as in telephony speech. It was shown that variations on
the above technique could improve the effective signal-
to-noise (S/N) ratio by more than 10 dB in certain cases.
However, the technique has not yet been applied to
bandlimited speech.

Possible frameworks for (ii) include the following.
[30.40] investigated the utility of a spectral-peak feature
that is closely related to the formant frequencies, and ini-
tial experimental results indicate that the spectral peak
features definitely carry information that can help speech
recognition even in clean conditions. These initial exper-
iments were based on simple-minded feature fusion of
the spectral peak features with the cepstra, and going
beyond this simple approach to the more-sophisticated
multiscale graphical models described above, which en-
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able trajectories to be modeled in the formant space,
will lead to powerful and robust models for speech
recognition.

Another approach to (ii) is to adapt the models or
features to the new environmental conditions. In addi-
tion to popular techniques such as MLLR and FMLLR,
and more recently, fMPE, another approach is to use
a nonparametric mapping approach for the cumulative
probability distribution function [30.43]. Assume that it
is possible to transform the adaptation features x′ = g(x)
in such a way that the cumulative distribution func-
tion (CDF) of the transformed adaptation data is made
identical to the CDF of the training data. This crite-
rion is used to guide the design of the transformation.
Falling as it does into the category of data transfor-
mation techniques, this method is independent of the
modeling framework that is used; consequently, it can be
easily incorporated into the segmental graphical model
framework suggested earlier. In [30.44], this method
was applied to the speech samples for the application of
speaker identification; here this method is extended to
deal with multidimensional observations that are used
in speech recognition.

This approach is motivated by the following reason-
ing. It is well known that the assumed parameterization
of the true PDF of the data is often inaccurate. Conse-
quently, if we could deal with the empirically observed
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Fig. 30.4a,b CDF matching for landline and speakerphone features.
(a) CDF functions for landline and speakerphone data, (b)the input–
output mapping

CDF of the data, there would be no need to make any
modeling assumptions. Secondly, the CDF is a well-
behaved function (monotonic and lying between 0 and
1), consequently it is relatively easy to define a mapping
of the feature dimension that equates two CDFs. Thirdly,
this method is computationally much simpler than most
other adaptation schemes. Most adaptation schemes re-
quire the adaptation data from the test environment to
be transcribed, with an associated overhead. The CDF
matching scheme on the other hand does not require any
prior transcription, and the process of computing the
nonlinear transformation is also relatively inexpensive.

For the case of multidimensional features, if the
dimensions are independent, then the CDF-matching
technique can be applied to each dimension indepen-
dently. However, as this is not generally the case, it is
necessary first to transform the feature into a space where
the dimensions are uncorrelated. This needs to be done
simultaneously for both the training and adaptation data.
The solution to this problem is a transformation consist-
ing of the generalized eigenvectors of the covariance
matrices of the training and test data.

This technique has been been used to compensate
for the mismatch between landline and speakerphone
telephone data. In Fig. 30.4, the CDF for the first cep-
stral dimensions for landline and speakerphone data is
shown, with the corresponding mapping. In preliminary
experiments, the CDF mapping technique improved per-
formance on speakerphone data by 30% relative [30.43].

Improved Language Modeling
In the last few years, a number of research results by
IBM [30.45, 46] and other research groups [30.47–49]
have appeared that strongly suggest that linguistic infor-
mation, such as meaning and language structure, can be
used to improve speech recognition performance sig-
nificantly. The scale of these research activities and
experiments is limited and recognition experiments have
tended to be performed only on narrow domains. How-
ever, the improvements are encouraging. For example,
the semantic structured language models [30.45, 46]
shown in Fig. 30.5 have reduced WER by 20%, and
increased confidence by 30–60% for multiple ASR task
domains, such as air travel, finance, medical and military
domains, compared to when no semantic structure infor-
mation was used. In such a language model, the N-best
hypotheses are first produced by the recognizer. For each
hypothesis, the recognized words are then mapped onto
a set of classes. Then, a semantic parse of the classed
words in each hypothesis is produced, and a maximum-
entropy model is constructed in which the word w j is

Part
E

3
0
.5



Towards Superhuman Speech Recognition 30.5 Speculation 611

� F\�\���>��	�	��F ((]����5���F�%:�%'��F��4(.���
�>�����4(.G�	��5
	�F�(�4�(�	��F�(��)��	����
&���(�G
�(�4�(G�����F#$�%�	������>�#$�%G�F���%������������%G��%:�%'�G� ((]G�\�\G

� ?���	����9�
	����	��
R��!
����	�H��;�4/�H��;�4/H�;�4*�H���H( �H��9H �H���H, �
� ���	��	�	��'4:������R
�������A���>��	�	�����5�����
�>���	��5
	�	��)��	����
&������	������>��������

��4(.

�	4�>���� ���

� >��	

���

	�

���5

���5

����

� ��


�	4�>

>��

�����	

	��5
	

	�	


�
&�

���

	�

��	�

)��	��

>��!

���

!��

	������>

	��
���

�������

�(�

�(�4�(

#$�% ���%

�%:�%'�

 ((]

\�\

Fig. 30.5 A semantic structured language model. The words are shown at the bottom of the parse tree. The next
level up represents the output of the word classer, and the higher levels represent the parse tree constituents. At
the bottom is shown a text-based bracketed representation useful for determining language model dependencies (see
text)

predicted as

p
(
w j |W j−1

1

)= p(w j |w j−1, w j−2, p j , g j , c j ) ,
(30.3)

where p j is the parent constituent of the current word,
c j is the last complete constituent, and g j is the con-
stituent identity of the highest-level concept below the
sentence level in the semantic parse tree. For example,
in Fig. 30.5 the parent constituent of tomorrow is DATE,
the last complete constituent for morning is DATE, and
the highest level concept for morning is BOOK (note that
the lower boxes are the class assignments and not the
parse tree constituents). The resultant language model is
then used to rescore the N-best hypotheses.

In these experiments, only a small number of lin-
guistic features, among the almost unlimited number
of them, have been investigated for speech recognition.
Typically, they are restricted to extracting syntactic or se-
mantic attributes, and fitting them into the basic structure
of speech recognition, i. e., adding semantic or struc-
tural attributes into a trigram or bigram language model
and computing the new perplexity or measuring the re-

sulting WER. These research activities are mainly in the
area of implementation or engineering, rather than in de-
veloping new computational models that can naturally
marry automatic speech recognition and computational
linguistics. Only the latter can be expected to result in
dramatic ASR performance improvements.

Such efforts should come naturally, as the types of
information, i. e., acoustic (mainly statistical) and lin-
guistic (mainly structural), are complementary. Even
though creating complete new models for speech recog-
nition is difficult, there are examples of leveraging
the combined power of statistical and structural in-
formation – namely, in the field of natural language
processing. Taking insights from such areas of compu-
tational linguistics such as word sense disambiguation,
text meaning representation, and syntactic parsing, and
combining them with the power of statistical techniques,
new models have been created and successfully ap-
plied in text analytics, search and classification. Often
these models use new knowledge resources, such as the
Penn TreeBank, the Brown Corpus, WordNet, and the
extended WordNet.
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612 Part E Speech Recognition

Based on these observations, two parallel lines of
research are suggested in order to incorporate semantic
and syntactic knowledge into ASR:

1. Investigate the use of a larger number of linguistic
features, such as lexical features, semantic and syn-
tactic relation and structural features, morphological
features, part–whole relationship features, and ex-
periment with more task domains of ASR. Gradually
extend to broad domains of ASR. These will test the
broad validity of the claims about the importance of
semantic and structural information as well as help
to find the set of useful features.

2. Investigate new computational models for speech
recognition in which natural language structures and
linguistic features are naturally integrated in one
unified framework. The direct model proposed by
IBM [30.50] is one possible approach. In this frame-
work, a model is constructed in which the probability
of a phonetic state, word, or sentence is computed
as a direct function of the underlying knowledge
sources including both linguistic and acoustic infor-
mation. Figure 30.6 depicts such a model in which
the probability of the next state of the model is
a function of the word, the sentence, and the acoustic
observation. This is contrasted with current practice,
which uses a generative model to compute the prob-
ability of a set of features from an underlying word
or sentence in conjunction with an independent lan-
guage model. The new models could be used as one
of the specialists in the doctor/specialist framework
described below.

30.5.3 Promising Disruptive Approaches

The Doctor/Specialists Paradigm
State-of-the-art ASR systems adopt a monolithic ap-
proach to acoustic and linguistic knowledge sources.
For example, the same acoustic features and model are
used to distinguish all acoustic confusions [30.33]. It
is quite remarkable that this approach to ASR, chosen
for its simplicity and lack of a better alternative, works
so well in practice. However, it is also clear that for
distinguishing particular acoustically confusable units,
e.g., a versus the, a specialist classifier trained only to
distinguish between the confusable units will perform
significantly better. One solution is the design and de-
velopment of a doctor/specialists framework for ASR.
The basic idea is as follows. The doctor, who is responsi-
ble for the overall recognition process, will partition the
speech into regions of certainty and regions of confusion,
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Fig. 30.6 A direct model for automatic speech recognition.
Here, the probability of the state is directly conditioned on
the associated phoneme, the word, the language, and the
observations

which can be done with the current state of the art. In
regions of confusion, inputs from specialists (acoustic,
linguistic, and visual) who are experts at distinguishing
between particular sets of words or phonemes will be
invoked and integrated in a systematic manner.

A key ingredient in ASR improvements over the past
decade has been the inclusion of increasing amounts of
contextual information – both acoustic and linguistic,
and the framework above can be viewed as a significant
step towards exploiting larger contextual information.
The doctor uses all the contextual information avail-
able at a given point to decide on what the next local
problem to be resolved is (e.g., is it f as in fine or sh
as in shine) and then consults the best specialist for
this problem. This approach to ASR may be signifi-
cantly better than the current approach for the following
reasons. First, specialists can use more-complex and dis-
criminative models than those in use today [30.51, 52].
Specifically, for the specialists one can replace the gen-
erative (HMM-based) models in use today with the
discriminative models that have been hard to use in
ASR because of the large number of acoustic classes be-
ing modeled simultaneously. Secondly, specialists need
only be trained in regions difficult for the doctor. Thirdly,
specialists can focus on novel acoustic, linguistic and vi-
sual (when available) features specific to the confusions
they have to resolve. Finally, because of the smaller size
of the problems they tackle, specialists can use com-
putationally and memory intensive template-matching
approaches for resolving confusions. This methodol-
ogy may also entail using orders of magnitude more
acoustic training data than used by current systems (e.g.,
100 000 h of speech). Some initial promising results on
such a technique has been obtained in [30.53], where
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Towards Superhuman Speech Recognition 30.5 Speculation 613

the term acoustic codebreaking is used to describe the
doctor/specialists procedure.

In principle this doctor/specialists approach outlined
requires a completely new search strategy (doctor) and
associated modeling strategies (specialists). In practice,
we believe this strategy is well suited for implementation
in the context of the current state of the art. Current ASR
systems can generate confidence-weighted word lattices
or sequences of word confusion sets (or sausages, see
Fig. 30.1) [30.29]. The oracle word error rate on lattices
and/or sausages can be significantly lower than the one-
best word error rate, e.g., 10% versus 30%. This implies
that resolving confusions in lattices or sausages will
result in a dramatic gain in accuracy. To exploit this one
would require

• research on the construction of acoustic, linguis-
tic, and visual specialists to distinguish between
phonemes and/or words that typically co-occur in
sausages• research on when to invoke and how to integrate
input from the specialists

This manifestation of this paradigm naturally decouples
the recognition process into two tasks, each of which
can be the thrust of independent research programs:

• the generation of minimal size lattices and/or
sausages with zero oracle word error rate, and• the choice of the one-best word hypothesis in lattices
and/or sausages with the help of specialists adapted
to the particular confusions present in a given lattice
or sausage.

Large-Scale Information Fusion
The current state of the art in speech analysis operates
in a highly stylized way: the waveform is processed
in 25 millisecond chunks – one every 10 milliseconds
– regardless of the acoustic conditions, and linguistic
knowledge is captured at the level of word N-grams
only. It is known, however, that in animal auditory
processing there are hundreds of cells and neural re-
gions that are specially adapted to respond to specific
acoustic and linguistic stimuli [30.54], and that some-
how these features are combined on an extremely
large scale to produce speech perception. Drawing
loosely on this analogy, another disruptive approach
to speech recognition is to develop methods for ex-
tracting and combining extremely large numbers of
complimentary acoustic and linguistic features. Fig-
ure 30.7 illustrates some of the acoustic aspects of this
paradigm.
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Fig. 30.7 Multiscale and variable-rate features

Here, the spectrum corresponding to a word has
been segmented into variable-length components, both
vertically and horizontally. The first oval represents
a broadband feature measuring the energy across a wide
range of frequencies. The second oval, in contrast, is
a narrowband feature, while the dark rectangle at the
right measures the rate of change of energy across all
frequencies, resulting in an onset detector. The individ-
ual curved lines track the formants of one syllable, and
their temporal evolution results in two trajectory fea-
tures. The long horizontal band of orange in the middle
of the figure is hypothesized to be noise, and adaptation
is used to remove its effects. Once a large number of
features has been defined and evaluated, it still remains
to combine them in a coherent probabilistic model, and
here the maximum-entropy approach is ideally suited.
The values of arbitrary numbers of both acoustic and
linguistic features can be combined in a theoretically
sound fashion to produce posterior estimates of word
probabilities.

Although conceived as using far more features, and
combining them in a less-supervised way, this model is
closely related to the doctor/specialists model. The inte-
grating probabilistic model, e.g., maximum entropy, acts
essentially as a word-level doctor and combines features
to determine word identity on a word-by-word basis. The
feature values represent specialist outputs, and maxi-
mum entropy provides a framework for weighting them.

Large-Scale Decoder Combination
Recent competition-grade ASR systems have begun to
combine the outputs of several systems in a voting pro-
cess [30.55]. In this strategy, a system actually consists
of four or five independently constructed ASR system.
Each of these is handcrafted to differ from the others
in some minor details, for example the use of MFCC
as opposed to PLP features, or the set of phonetic units
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614 Part E Speech Recognition

that is used. Typically these systems make somewhat un-
correlated errors, and therefore a voting strategy tends
to converge on the correct answer. Often, the systems
represent a failed attempt at building a better single
decoder that results simply in something that makes
equally many but different errors.

This basic strategy has been proven to create gains,
but ignores one of the major developments in machine
learning – the idea, termed boosting, that hundreds or
thousands of systems can actually be manufactured and
combined in a fully automated way so as to create math-
ematically provable bounds on the error rate of the
resulting composite [30.56]. In this framework, a se-
quence of classifiers is constructed such that at each
iteration the latest classifier tends to correct the errors of
the previous ones. This is done by maintaining a care-
fully selected weight on each of the training examples
so that it is possible to prove that, as long as a better-
than-chance classifier can be built at each iteration, the
error rate will drop to zero in an exponentially decreas-
ing fashion. On the surface this may appear to generate
a system of extreme complexity: a 40 dB complexity in-
crease relative to the system described in Sect. 30.4.2.
The key challenge is to develop a set of systems auto-
matically that all have a similar structure whose overall

management is similar. An initial start in this direction
was described in [30.57], in which a set of similar sys-
tems were generated from the same data by randomizing
the data used to initialize the state context acoustic de-
cision trees. Significant recognition improvements were
demonstrated on the switchboard task by combining up
to six similar randomized systems. This can be general-
ized to other components of the system – say the signal
processing and language models – to generate many par-
allel systems. Of course, boosting is not a panacea and
a major issue will be how to generate appropriate sets of
complementary systems to be combined.

In order to achieve such goals, the computing power
of large clusters of workstations – using new architec-
tures such as Blue Gene [30.58] and Cell [30.59] – can
be used to build and combine decoders on a scale that
has not been conceived before. Doing this will require
full parameterization of the process of building a de-
coder (within the basic structure) so that system builds
that utilize different subsets of the training data will
be able to span the necessary space of acoustic and
language models. Perhaps in the end this is the most
promising approach of all, insofar as it begins to address
building systems that even approach the complexity and
processing power of the human brain.
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Natural Lang31. Natural Language Understanding

S. Roukos

We describe several algorithms for developing
natural language understanding (NLU) applica-
tions. The algorithms include a rule-based system
and several statistical systems. We consider two
major types of NLU applications: dialog systems
and speech mining. For dialog systems, the NLU
function aims to understand the full meaning
of a user’s request in the context of a human–
machine interaction in a narrow domain such as
travel reservation. For speech mining applications,
the NLU function aims at detecting the presence of
a limited set of concepts and some of their rela-
tions in unrestricted human–human conversations
such as in a call center or an oral history digital
library. We describe in more detail a statistical
parsing algorithm using decision trees for dialog
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systems and two word-tagging algorithms for
speech mining.

Human language is a system for translating thought
into physical output (spoken or written) that enables hu-
mans to communicate. Natural language understanding
(NLU) covers the area of building systems that recover
the meaning of spoken or written utterances, thereby en-
abling human–machine communication. We define NLU
as a transduction from text (including text obtained by
automatic speech recognition systems) into a formal
semantic representation. The formal representation of
meaning (or semantics) has been a challenging prob-
lem. Crucially, to mitigate the semantic representation
challenge, the domain of discourse in NLU applications
is in limited tasks/domains (e.g., flight reservations) to
allow for building a comprehensive model of the se-
mantics that need to be modeled by the system to enable
effective human–machine interaction. [The Defense Ad-
vanced Research Projects Agency (DARPA) has funded
pioneering research in the air travel information system
(ATIS) project in the early 1990s and a follow-on ef-
fort on dialog systems for travel reservation called the
DARPA Communicator in the 1998–2002 period.]

The communication situation is not symmetric in
human–machine dialog systems: the speaker, who may
or may not have a good model of the system’s capa-
bilities, has a large range of semantic actions while the
system has a much narrower and application-specific
repertoire and definitely does not have a good model of
the speaker’s semantic repertoire. However, NLU has
been used effectively to build dialog systems that are in-
creasingly replacing human operators in call centers by
improving the range of tasks that can be handled without
the need of a call-center agent. The effectiveness of these
solutions is measured by the automation rate, the frac-
tion of calls that are fully handled by the dialog system;
for many call-center applications, an increase of a few
percentage points in the automation rate typically justi-
fies a multimillion-dollar NLU development project. In
this chapter, we will focus on spoken language systems,
which have provided the most fertile grounds for re-
cent research on NLU, even though there has been a few
web-based chat interfaces powered by NLU technology
that we will not discuss further.
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31.1 Overview of NLU Applications

The art of building NLU systems and spoken dialog
systems (the latter to be discussed in more detail in
Chap. 35) is in defining a good representation of the
semantics of the application that can be used to map
a user’s utterance into the application semantics. We
describe several example applications to illustrate the
range of complexity of the required semantics for current
NLU systems.

• Password reset: the user calls a system to reset his
password for a specific software application. The
system prompts the user to give either his serial num-
ber or full name; once the system identifies the user,
it asks for confirmation for resetting the password;
once the user confirms by speaking phrases such as
yes, sure, or I guess so, it resets the password. This
application and other similar ones such as package
tracking (by users providing a tracking number to
the system) are fairly simple in the sense that an ut-
terance has a simple meaning. For password reset,
the semantics are a list of user names and the Yes/No
values to confirmation questions.• Call routing: the user may be asked How may I help
you and the user response is classified into one of
many classes (typically tens of classes) that are used
to direct the call to various departments (or call-
center operators) in a large business. For example,
if the user says I want to check my credit-card bal-
ance the user call is transferred to the credit-card
department.• Mutual funds: the user calls the system to find the
closing price of a mutual fund, find balances in his
account, purchase or sell shares in a mutual fund,
transfer funds from one account to another, and to
get a list of the most recent transactions in his ac-
count. The mutual fund application is one of many
applications in the financial domain that have been
deployed such as stock trading and banking.• Flight reservation: the user calls the system to find
available flights, determine the best options, the
price, make a reservation, and optionally make car
and hotel reservations. This and the previous applica-
tion represent the prototypical NLU applications that
use natural language parsing technology to extract
the meaning of a sentence.• Speech-to-speech (S2S) translation in narrow do-
mains (e.g., medical and travel domains): in the
medical domain, the system mediates a conversa-
tion between a patient speaking one language and

a doctor who speaks another language. The patien-
t’s speech is recognized and understood by filling
in a template such as type of symptom, time of
onset of symptom, etc. These templates represent
the type of information that the system can trans-
late between the two languages. The completed
template is then used to generate a natural lan-
guage sentence in the target language that is then
synthesized to the doctor. A similar template is
completed for the doctor’s utterances. These speech-
to-speech systems, many of which are currently
being developed under DARPA’s spoken language
communication and translation system for tactical
use (TRANSTAC) program, rely heavily on the
narrow domain of semantics to achieve reasonable
performance. (These speech-to-speech systems are
to be contrasted with broad-domain S2S systems
that rely on broad-domain machine translation from
a source language to a target language as is being
developed in the European Union TC-Star and the
DARPA global autonomous language exploitation
(GALE) projects.)• Speech mining: these are information extraction
systems that process human-to-human calls in
a call center using large-vocabulary speech-to-text
followed by information extraction systems that
identify topics and/or specific concepts in customer
calls. For example, the systems can monitor if an
agent has been following guidelines on thanking
customers at the end of transactions. Speech min-
ing solutions are still in their infancy but they are
starting to be used in call centers. They rely on new
understanding technology based on the information
extraction technology; we will give a brief overview
of information extraction later in this chapter.

Typically, applications such as password reset and
call routing are not referred to as NLU applications since
they require a simple mapping of phrases to atomic se-
mantic concepts; the former is a simple map of words and
phrases to class labels while the latter uses classifiers that
classify utterances using word and phrase features into
one of N classes. The term NLU is reserved for those
applications that have a much larger range of seman-
tics such as the mutual funds, travel, and S2S medical
applications described above. In these typical NLU ap-
plications, each utterance may have multiple concepts
that may be combined into a more-complex request.
Natural language parsing technology is used to under-
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Natural Language Understanding 31.1 Overview of NLU Applications 619

stand the structure of users’ requests. We will describe
in more detail how to build statistical parsers to extract
the meaning of an utterance. Finally, the information ex-
traction applications for speech mining typically work
on much longer user utterances (as expected when one
is analyzing human–human telephone calls) and extract
more local pieces of information. These applications use
information extraction technology that does not attempt
to understand the whole utterance but rather smaller
pieces of it. We describe in Sect. 31.2 statistical pars-
ing and in Sect. 31.4 statistical models for information
extraction.

31.1.1 Context Dependence

The meaning of a speech utterance may depend on the
context of the conversation between the user and the ma-
chine. For context-independent sentences, the meaning
is completely specified by the speech utterance inde-
pendently of the conversation context. For example, the
meaning of the user’s utterance, give me the first nonstop
flight from Boston to Austin on Wednesday March 3rd, is
wholly extracted from the actual spoken sentence with-
out regard to context, while the meaning of fragments
such as the second one or do you have an earlier flight or
the one word utterance Chicago depends on the context
of the conversation; in these latter cases, the meaning
depends on what the system said to the user in the pre-
vious turn of the conversation. Chicago will be the from
or to city depending on what the system asked earlier.
One approach is to define an ambiguous meaning rep-
resentation for these utterances that another component,
typically called a dialog manager, would disambiguate
using the conversational state of the system. Another
approach is to provide the statistical parser with some
features that describe the state of the conversation; this
context can be used to identify the meaning of the next
fragment. We will illustrate one example of the latter
approach in Sect. 31.2.

31.1.2 Semantic Representation

Since we need to map a user’s utterance to its mean-
ing using the semantic model of the application, a key
step in building an NLU system is to design the se-
mantic language for representing the meaning of the
user’s utterances. There are many different representa-
tions, we discuss one example. This formal language for
the possible semantics of the ATIS travel task is based
on the NL-MENU language developed by Texas Instru-

ments for the ATIS task. This is a canonical example
that exemplifies NLU interfaces to relational database
management systems (RDBMS). The formal language
is somewhat related to the structured query language
(SQL) formal language to RDBMS with specific names
that are specified by the various fields in the tables of the
application’s RDBMS. For example, the NL-MENU lan-
guage used in the ATIS task has the following example
formal sentences (bold words are keywords, upper-case
words are variables):

• List Flights from_city CITY to_city CITY• List Flights from_city CITY to_city CITY
flying_on DATE• List Flights from_city CITY to_city CITY
flying_on DATE departing_after TIME

The formal language has its own interpreter to map to
actual application programming interface (API) calls
of back-end systems (that provide flight information
or mutual fund account information). In the case of
NL-MENU the translation to SQL is straightforward.
In some applications, there have been efforts at using
predicate logic (in particular, first-order logic) to repre-
sent the application semantics but these have not been
commercially successful.

In general, application developers define a formal
language for the semantics that the backend system can
support. The design of the formal language has to take
into account the fact that it will be used to interpret the
users’ natural language sentences. Corresponding to the
second formal expression above, the user may have said
any one of the following utterances:

• I want to go from Boston to Austin tomorrow;• Boston to Austin this Tuesday;• What flights do you have that go to Austin; I am
planning to leave from Boston next Saturday.

Therefore, the two ingredients for an NLU system
are

• a formal language specification of the application
semantics• a system that maps natural language utterances to
their corresponding semantic representation

This latter step is the NLU or interpretation step, and
is the main focus of this chapter, where we will discuss
how to build the NLU component.
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31.2 Natural Language Parsing

Table 31.1 Grammar for understanding sentences in the mutual fund domain

S[$1.$2.$3] → INTRO? ACTION [$1] NUMBER [$2] of FUND [$3]

INTRO → I would like to | I want to | Please

ACTION [$1] → get me [BUY] | buy [BUY] | sell [SELL]

NUMBER [$1] → (one thousand [1000] |one hundred [100] |ten [10]) shares of?

FUND [$1] → Vanguard 500 index [VFINX] | Fidelity contrafund [FCNTX]

Early approaches to understand a sentence were based
on developing grammars to translate a sentence into its
meaning. Table 31.1 shows a canonical example using
finite-state transducers (with Backus–Nauer form (BNF)
notation to define the grammar). We use upper-case
words to denote variables (also known as nonterminals)
that are the left-hand sides, which are rewritten as the
right-hand side (RHS), where the vertical line (|) denotes
rewriting alternatives; elements followed by a question
mark are optional (zero or one occurrence); the ele-
ments between brackets are the output language of the
transducer. $1 denotes the first variable in the RHS for
the output language, $2 will denote the second output
variable, and so on.

In the above sample grammar, the first rule indicates
concatenation of the three variables that represent the
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Fig. 31.3 Semantic parse tree in the travel domain

meaning of the three RHS variables. The third rule states
that the meaning of ACTION is the meaning of the
matching right-hand side, either $1=BUY or $1=SELL
depending on which matches the input. A valid sentence
that can be parsed by this grammar is: Please get me one
thousand shares of Fidelity Contrafund, which would
be translated to BUY.1000.FCNTX, which can be used
to execute the request in a backend system.

In these transducers, the grammar developer has to
capture both the range of input expressions of users and
their corresponding output meaning. The above finite-
state transducer is an example of the BNF-grammar-
based parsers that can be developed. Other formalisms
for grammar development have been pursued. However,
these manual approaches to grammar development have
since been replaced by statistical-based approaches. In-
stead of writing rules to cover the interpretation of input
sentences, the statistical approach relies on the creation
of a manually annotated corpus, called a treebank, of
sentences, which are parsed by hand with their seman-
tic meaning. The corpus is created by asking users to
give example sentences on how they would talk to the
system; the process is refined by actually collecting data
in a pilot phase of the project. This corpus is then man-
ually parsed. Figure 31.3 shows an example semantic
parse tree of a sentence. To build a statistical parser,
a corpus of 1000–10 000 sentences that are manually
parsed is created and is used as a training corpus to build
the parser. We now describe one method for developing
a statistical parser based on decision trees.

Before we describe parser development, we need
to discuss how the semantics of a sentence are cap-
tured in its parse tree. One has significant freedom
in specifying the parsing style. Figures 31.1 and 31.2
give two options for the definition of an appropriate
parse tree. Notice that these semantic parses may not
agree with traditional syntactic structures such as those
found in earlier treebanks [31.1]. Earlier attempts at
statistical models for NLU relied on segmenting the sen-
tence as a sequence of hidden Markov model (HMM)
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states [31.2] (called concepts) and best illustrated in
Fig. 31.2. This segmentation-based approach is remi-
niscent of the information extraction [31.3] approach
to language understanding described in more detail in
Sect. 31.3. We believe that more-effective models can
be achieved with the hierarchical structure that a parse
tree can produce for NLU applications. There have been
attempts to use HMM models to capture recursive struc-
ture or nesting of concepts by designing a state space
where state transitions allow one to form a hierarchy of
states (and the corresponding transitions) as in the work
on hidden understanding models [31.4], but a parsing-
based solution is much more natural and effective.

It is a natural tendency to try to capture very detailed
semantics when one is designing the guidelines for se-
mantic annotation (i. e., parsing) for a new application.
But we have found that the richness of the parse tree
should be simplified for two reasons.

• To identify the minimal constituents needed to en-
able more-accurate models for parsing. We have
found that highly nested structures tend to lead
to lower parsing accuracy; while this is somewhat
of an art, the nesting should be kept to the mini-
mum needed to capture the semantic richness of the
domain.• The flatter the structure the easier it is to explain
the annotation guidelines to human annotators and
the faster they can do the manual parsing accu-
rately and consistently. Consistency is an important
requirement for building real systems since these
annotations are application-specific, and consistent
treebanks are needed to learn an accurate statistical
parser.

Another set of understanding models are based
on statistical translation models. In particular, the
maximum-entropy (MaxEnt)-based approach described
in [31.5] achieves very good results but requires a rel-
atively large training corpus. The method also requires
a comprehensive list of all possible formal language re-
quests in the domain. While this method can be used
when one has large amounts of data, it is more difficult
to bootstrap a system with it and hence it has limited
applicability in deploying new NLU applications.

31.2.1 Decision Tree Parsers

Some approaches to statistical parsing use a grammar,
possibly extracted from a treebank, and a probabilis-
tic model such as a probabilistic context-free grammar
(PCFG) to determine the most probable parse for a sen-

tence. In this work, we describe an approach that does
not use a grammar to construct a probabilistic model
p(T |wn

1), where T is the parse tree of the word sequence
wn

1. We present a method for constructing a model for
the conditional distribution of trees given a sentence for
all possible trees for that sentence. To parse, we need to
find the most probable tree given the model:

T∗ = argmax
T∈T (wn

1)
p(T |wn

1) , (31.1)

where the maximization is over all trees that span the
n-word sentence.

The probabilistic models we explore depend on the
derivational order of the parse tree. In [31.6], this type
of model is referred to as a history-based grammar
model where a (deterministic) leftmost derivation order
is used to factor the probabilistic model. In this work,
we use a set of bottom-up derivations of parse trees.
Traditionally the derivation order identifies the order of
application of grammar rules, i. e., it corresponds to the
order of node expansion in a parse tree; in this work, we
extend the notion to identify the order in which edges
in a tree are created, which includes partial constituents
or nodes. In [31.7], both a hidden derivational model as
well as a deterministic derivational model are explored
to assign the probability of a parse tree. In this work,
we only discuss the deterministic bottom-up leftmost
(BULM) derivation order.

We now discuss the derivation history model, the
parsing model, the probabilistic models for node fea-
tures, and the training algorithm.

Treebanks are a collection of n-ary branching trees,
where each node in a tree is labeled by either a nontermi-
nal label (also known as a constituent) or a pre-terminal
label (called a tag) obtained by tagging a word (also
known as a terminal). If a parse tree is interpreted as
a geometric pattern, a constituent is no more than a set
of edges that meet at the same node, each of which has
a label. In Fig. 31.3, the nonterminal ARV-TIME, which
spans the tags oprtr time time corresponding to the words
before 9 a.m., consists of an edge extending to the right
from oprtr and an edge extending from the nonterminal
TIME to the left.

We introduce a new definition for a derivation of
a parse tree by using Fig. 31.4, which gives a partial
subtree used in our parser. We associate with every node
in the parse tree two features: a name which is either
a tag or a no-terminal label, and an extension, which
indicates whether the edge going to its parent is going
right, left, up, or is unary. The unary result corresponds
to a renaming of a nonterminal. By specifying the two
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Fig. 31.4 Partial semantic parse tree with bottom-up leftmost deriva-
tion

features (name and extension) for each node we can re-
construct the parse tree. The order of the nodes in which
we specify these two features defines the derivation or-
der. We only consider bottom-up leftmost derivations.
In a BULM derivation, a node is named first; it may be
extended only after it is named, and it is not named until
all of the nodes beneath it are extended. When naming
a node we refer to the derivation steps as either tagging
(when the node is a pre-terminal) or labeling (when the
node corresponds to a nonterminal).

We define a derivation as the sequence of actions
needed to generate the parser tree. The actions come
in three flavors: tagging, extending, and labeling. We
illustrate these three action types by defining the deriva-
tion of the parse subtree shown in Fig. 31.4. We start
by tagging the first word in a sentence; this is step 1.
We then extend right (denoted as step 2), then we do
step 3, which is to tag the second word as ‘Null’. After
step 19, where we have labeled the node TO−CITY , we
now have four possible extension actions: left, unary, up,
right, each with a probability that depends on the partial
parse derivation so far. This corresponds to step 20, de-
noted by derivation step d20, where node 19 is the active
node.

At each decision point, there is an active node where
the next action is performed. So the probability of a parse
tree T with derivation d is:

p(T |wn
1)=

∏
1< j<|d|

p(d j |d j−1
1 ) , (31.2)

where the probability of taking action d j given the pre-
vious derivation steps and the input sentence wn

1 can
use features from the partial parse constructed so far.
In [31.7], a hidden derivational model is described that
has a slightly better accuracy than the single derivation
model discussed here; but in real-world deployments the
speed benefit of single derivation models outweighs the
small decrease in accuracy.

One can use a number of statistical models for the
incremental action model, ranging from MaxEnt models
such as that described in [31.8] or the linear models as
described by [31.9]. However, we will describe a model
using decision trees since it has been used with a com-
mercial offering called IBM ViaVoice Telephony for
building telephony-based NLU systems. We essentially
have three models:

• Tag model: the tag feature value prediction is con-
ditioned on a window of two words to the left, two
words to the right, and two nodes to the left (the two
nodes to the right are the same as the two words to
the right in a BULM derivation). So if we denote the
active node Nk to tag word wi , the two nodes to the
left would be denoted by N−2

k and N−1
k . We have:

p(ti |context)≈ p(ti |wi+2
i−2, ti−1

i−2 , N−2
k , N−1

k ) . (31.3)

Note that to tag a word such as in step 15, the word
in, the two nodes to the left are the partially cre-
ated nodes that span latest delta flight arriving for
N−1

15 and Show me the for N−2
15 , respectively. The

two words to the right are Chicago and before. The
decision tree can use binary features (questions) that
explore the substructure of the nodes. The words
are represented by a binary bit vector that indicates
membership of M classes. Labels of nodes are also
represented by a bit vector. These bit vectors define
the binary questions used in building a decision tree
model for the tagging decision.• Extension model: similarly to the tag model, the
extension model uses a window of two nodes to the
left and two nodes (words in BULM) to the right and
the current node Nk:

p(ek|context)≈ p(ek|N−2
k , N−1

k , Nk, w
+1
k , w+2

k ) ,
(31.4)

where w+i
k denotes the i-th word to the right of the

span of the current node Nk. A number of features
are used to represent a node N : the label of the node,
its rightmost child, its leftmost child, the rightmost
word in its span, and the leftmost word. Each of these
are represented by a bit vector of class memberships.
One set of classes and corresponding bit vectors can
be created by word clustering [31.10].• Label model: we also use a window of size five
centered on the node to label Nk. The model is given
by:

p(Lk|context)≈ p(Lk|Qk, N−2
k , N−1

k , w+1
k , w+2

k ) ,
(31.5)

where Qk is a set of questions that are defined, and
explore the subtree under node Nk.
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Statistical Decision Trees
These probability distributions are modeled by tradi-
tional decision trees with binary questions on the history.
These binary questions rely heavily on defining classes

by clustering words, tags, labels, or extension names.
The clustering algorithms are described in [31.10].
One can also add head propagation rules as described
in [31.7] to enrich the features used by the decision tree.

31.3 Practical Implementation

We have found that, the shallower the tree, the easier it
is to build decision tree parsers with high accuracy. One
approach to achieving shallower trees is to use a two-
pass approach to semantic parsing.

31.3.1 Classing

For this first pass of semantic parsing the input sen-
tence is marked by finding chunks. For example in
the travel domain, time, location, and date expres-
sions are marked. Figure 31.5 shows an example
sentence. These trees are quite shallow and reminis-
cent of shallow parsing. The classed sentence becomes
Show me the latest AIR flight arriving in CITY before
TIME. This sentence is then passed to the second-pass
parser.

31.3.2 Labeling

Once a sentence is tagged we replace the chunks by
their classes and the resulting sentence is parsed for
more-detailed semantics. The sentence in Fig. 31.5 be-
comes Show me the latest AIR flight arriving in CITY
before TIME, which is now the input to the second-pass
parser.

This cascade model for semantic parsing has been
found to yield more-robust parsers for multiple NLU
applications.

There has been a large amount of work on develop-
ing statistical parsers [31.11–14], but these have mostly
been used with the Penn treebank for syntactic parsing
and have a rather large training set of about 1 million
words of parsed data. They have not been evaluated for
NLU application where the available training sets are
rather small, typically ranging from 10 000 thousand to
100 000 words of parsed data.
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Fig. 31.5 Classer output

For practical NLU application development, a recipe
for building a parser depends on the availability of sam-
ple sentences. This can be initiated by asking people
familiar with the system design to write down 10–50
sentences each to obtain a starting set that can be used
to bootstrap a first system. The system is then used to
produce another round of data collection with employ-
ees or paid volunteers to get a few thousand sentences,
which is used to build a more-robust semantic parser
that can then be used in a pilot deployment, which after
a one- or two-month pilot phase can become the produc-
tion system. Unfortunately, this iterative cycle of data
collection and system building is necessary for dialog
applications since it is hard to anticipate what users will
say when they interact with these application-specific
systems. Also in this iterative approach, one can run the
parse annotation tool in correction mode by parsing the
next batch of data with the current parser and asking hu-
man annotators to correct the machine-produced parses.
This correction mode speeds up the annotation process
significantly. There has also been some work [31.15] on
exploring active learning methods to select which sen-
tences humans should manually annotate to reduce the
annotation effort.

To handle context dependence, the parser can exam-
ine the input sentence and additional input that describes
context, such as keywords summarizing the prompt that
the system delivered to the user or other state variables.
The context is used in the decision tree as additional
features to disambiguate the parse of an input sentence.

31.4 Speech Mining

Another class of applications for natural language un-
derstanding is for systems that analyze human–human

dialogs. These are referred to as speech mining appli-
cations and are starting to be deployed in call centers.
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Speech mining covers a broad range of applications from
early discovery of trends in a call center to monitoring
and training call-center representatives (CSRs). In ad-
dition, speech mining of other types of conversations
such as in broadcast news, talk shows, and oral history
archives are currently a research focus.

In these applications the range of concepts discussed
in the conversations is typically much larger than the di-
alog applications we have discussed so far. So instead
of building a system that understands the meaning of all
that is discussed, these speech mining applications focus
on a specific subset of concepts and determine whether
these concepts occur in the conversation. These informa-
tion extraction systems can be viewed as word-tagging
systems where concepts are spotted in the running
speech (or text) and that possibly also detect relations
between the spotted concepts. We give two example
applications.

• Speech mining for call centers: one subset of ap-
plication is for monitoring and training CSRs in
a call center; the system is set up to detect that
certain phrases are used by the CSR, such as did
the CSR use the appropriate phrases in the clos-
ing script (e.g., Thank you for calling or Anything
else) or for incipient problem detection by finding
certain phrases that indicate a problem and its type
from a customer’s comments. The shallow seman-
tics depend on the application but they may be as
simple as the following two concepts indicated in
the following customer’s utterance: I do not know
how to install an additional [HARDWARE hard
disk] I [REQUEST need your help]; basically this
is about a hard disk and the customer is asking for
support.
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Fig. 31.6 Personal network extracted from human-transcribed inter-
view

• Speech mining for discovery: a significant number of
audio databases are becoming available and search-
able. Examples are oral history collections such as
the collection used in the multilingual access to
large spoken archieves (MALACH) project [31.16],
which consists of a collection of two-hour inter-
views with holocaust survivors (there are 50 000
interviews in about 30 languages). Information ex-
traction can be used to analyze these recordings
to find mentions of people and find relationships
between the people mentioned. One example is to
extract all the people that are part of the extended
family that are mentioned in the interview by do-
ing entity extraction and family relation extraction
between the spotted entities. Figure 31.6 shows an
example network extracted from human-transcribed
speech, and Fig. 31.7 shows the corresponding refer-
ence network. In Fig. 31.6, we see entities extracted
and relations between them such as: George is the
spouse of Gisele. We also notice errors due to incor-
rect entity extraction and relation extraction such as
Ring Iona is a spouse of Gisele Pollack.

31.4.1 Word Tagging

We now describe two approaches for tagging words with
semantics concepts: a linear classifier – the robust risk
minimization (RRM) classifier – and a log-linear clas-
sifier – the maximum-entropy (MaxEnt) classifier. Both
methods can integrate arbitrary types of information
and make a classification decision by aggregating all
information available for a given classification.

Let C = {c1, . . . , cn} be the set of predicted
classes, and X be the example space. Each example
x ∈X is associated with a vector of binary features
f (x)= ( f1(x), . . . , fm(x)). We also assume the exis-
tence of a training data set T ⊂X and a test set E ⊂X.

The RRM algorithm [31.9] constructs n linear clas-
sifiers (Ci )i=1,... ,n (one for each predicted class), each
predicting whether the current example belongs to the
class or not. Every such classifier Ci has an associated
feature weight vector, (wij ) j=1,... ,m , which is learnt dur-
ing the training phase so as to minimize the classification
error rate.

At test time, for each example x ∈ E , the model
computes a score

ai (x)=
m∑

j=1

wij · f j (x) ,
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and labels the example with either the class correspond-
ing to the classifier with the highest score, if above 0, or
‘outside’, otherwise. The RRM classifier is:

foreach x ∈ E

foreach i = 1 . . . n

ai [x] =
m∑

j=1

wij · f j (x)

class(x)← arg max
i

ai [x] .
This linear classifier is used for sequence classifica-

tion by converting the activation scores into probabilities
(through the soft-max function, for instance) and using
the standard dynamic programming search algorithm
(also known as a Viterbi search) to find the most likely
tag sequence for the word sequence.

Somewhat similarly, the MaxEnt algorithm has an
associated set of weights (αij )

i=1,... ,n
j=1,... ,m , which are esti-

mated during the training phase so as to maximize the
likelihood of the data [31.8]. Given these weights, the
model computes the probability distribution of a partic-
ular example x as follows:

P(ci |x)= 1

Z

m∏
j=1

α
f j (x)
ij , Z =

∑
i

∏
j

α
f j (x)
ij ,

where Z is a normalization factor.
After computing the class probability distribution,

the assigned class is the most probable one a posteriori.
A schematic for the application of the MaxEnt approach
to the test data is:

foreach x ∈ E

Z ← 0

foreach i = 1 . . . n

pi [x] =
m∏

j=1

α
f j (x)
ij

Normalize(p)

class(x)← arg max
i

pi [x] .
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Fig. 31.7 Correct personal network extracted from human-
transcribed interview

Similarly to the RRM model, we use the model to
perform sequence classification, through dynamic pro-
gramming. Within this framework, any type of feature
can be used, enabling the system designer to experiment
with interesting feature types, rather than worry about
specific feature interactions. We have found both meth-
ods to be equally as effective in a number of situations.
The selection of features depends on the problem and the
available linguistic resources for the language at hand.
Example features are the words in a five-word window,
the stems of these words, and prefixes and suffixes of
various lengths. Also, one can include part-of-speech
tags and WordNet synsets [31.17], if available for the
language of interest. Domain-specific lexicons such as
a list of product names can also be useful.

One uses the above classifiers with a Viterbi search
to build a mention detection system for all the enti-
ties/concepts of interest. Following mention detection,
we run a second classifier to find relations between con-
cepts or every pair of mentions within a unit (e.g., a user
turn). Similarly, the features used to detect whether a par-
ticular relation exist uses the type of mentions, the words
between the mentions, and the parse tree of the sentence.
A more-detailed description of one particular relation
extraction system is given in [31.18].

31.5 Conclusion

Natural language understanding systems are increas-
ingly being used in telephony-based dialog systems,
as speech recognition systems that support large-vocabulary
n-gram language models become more accurate. The

ability to handle freeform user requests enables the au-
tomation of more-complex applications, resulting in sig-
nificant cost reduction in call centers. The statistical
modeling approach described in this chapter has proven
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to be effective for high-accuracy systems. In addition,
it enables an efficient solution for deploying an applica-
tion in many languages. By using the same semantics and
translating the training data from a system developed in
one language, one can efficiently create equivalent sys-
tems in other languages. A bilingual system that allows

a speaker to speak in either of two languages on a turn-
by-turn basis can also be built. These bilingual systems
may prove useful for many customer segments. In addi-
tion, these data-driven methods allow continuous tuning
of a deployed system as more usage data is acquired in
order to achieve higher levels of accuracy.
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Transcription32. Transcription and Distillation
of Spontaneous Speech

S. Furui, T. Kawahara

Automatic transcription of spontaneous human-
to-human speech is expected to expand the
applications of speech technology, enabling effi-
cient access to audio archives such as broadcast
programs, lectures, and meetings. Compared with
utterances in human–machine interfaces, which
have been the focus of most conventional speech
recognition research, spontaneous speech has
greater variation in both its acoustic and lin-
guistic characteristics. Therefore, it is necessary
to explore more elaborate and flexible modeling
techniques for spontaneous speech recognition.
Moreover, spontaneous speech processing requires
the development of a different paradigm, in that
faithful transcription is not necessarily useful be-
cause of the existence of disfluencies and the lack
of sentence and paragraph markers. Studies on
automatic detection of sentence/discourse bound-
aries and disfluencies are also needed. Speech
summarization is an approach that generates
effective output from a transcript. This chapter
gives an overview of major research activities and
a number of recent findings on these topics.
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32.1 Background

Automatic speech recognition (ASR) technology has
achieved accuracy levels exceeding 90% for read speech
and similar styles of speech, including news broad-
casts given by anchors. However, the performance of
ASR drops off dramatically for spontaneous speech
such as human-to-human conversations. Spontaneous

speech is significantly different from read speech, both
acoustically and linguistically. Spontaneous speech is
not clearly articulated with orthodox pronunciation, and
contains numerous disfluencies and colloquial expres-
sions. Although human beings face similar problems
in hearing foreign languages, current ASR systems se-
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riously lack the coverage and flexibility required to
cope with spontaneous speech. Thus, in addition to
noise robustness, spontaneous speech presents one of
the greatest challenges in ASR research.

It is quite interesting to note that, although speech
is almost always spontaneous in daily life, sponta-
neous speech recognition emerged as a visible research
theme only about 10 years ago. Most conventional ASR
systems have been developed as human–machine inter-
faces, primarily for the purposes of information input
and access. Although these will no doubt remain the
primary applications of ASR, there is also a growing
interest in viewing speech not simply as a means to
access information, but as a source of information in
itself. Since speech is the most natural and effective
method of communication between human beings, a va-
riety of speech documents, including lectures, meetings,
and broadcast programs, are produced everyday. With
the pervasion of digital media technologies, these au-
dio materials are increasingly archived both personally
and publicly. Even more personal recordings, such as
voice messages and conversations, are also being digi-
tally recorded. However, it is not easy to quickly review,
retrieve, selectively disseminate, and reuse these speech
archives, if they are simply stored as audio signals.
Automatic speech transcription is essential for creat-
ing knowledge resources from huge speech archives,
and thus improving ASR so that it can better cope with
spontaneous speech is critical to broaden its potential
applications.

For improved ASR performance, it is indispensable
to build acoustic and language models for spontaneous
speech. Since the characteristics of spontaneous speech
are different from those of read-style speech, it may

be inadequate to simply apply conventional model-
ing schemes such as hidden Markov models (HMMs)
and n-gram language models. The variation of sponta-
neous speech is much larger according to the speaker
and the speaking style. Thus, we need to investigate
what kinds of factors actually affect the characteristics
of spontaneous speech and how to parameterize and
computationally model these factors.

Despite the wide variety of spontaneous speech, it is
difficult and costly to prepare a large speech corpus, be-
cause it involves manual transcription of utterances with
many disfluencies, compared to the reading of prepared
materials. This motivated us to build the corpus of spon-
taneous Japanese (CSJ), which can be used as a shared
resource for various fields of spontaneous speech re-
search. Several works presented herein are based on this
corpus.

Spontaneous speech recognition also requires
a paradigm shift from conventional ASR, which de-
codes utterances into a word sequence, because simple
transcription of spontaneous speech includes many dis-
fluencies, and so is neither readable nor appropriate for
documentation. In addition, sentence and paragraph end-
ings are not explicitly given. Therefore, a number of
research projects, including those sponsored by the De-
fense Advanced Research Projects Agency (DARPA)
and the National Institute of Standards and Technol-
ogy (NIST), are oriented to rich transcription, which
also involves annotation of end-of-sentence markers
and disfluency phenomena. Furthermore, we explore
semantic-level processing to extract messages from
spontaneous speech such as key sentence indexing and
speech summarization. These issues are also addressed
herein.

32.2 Overview of Research Activities on Spontaneous Speech

32.2.1 Classification of Spontaneous Speech

Speech recognition tasks can be classified into four cate-
gories, as shown in Table 32.1, according to two criteria:
whether the targeting utterances are human-to-human or
human-to-machine, and whether they constitute a dia-
logue or a monologue. The table lists typical tasks for
each category.

The majority of commercial application systems
are classified as category III, recognizing utterances in
human-to-machine dialogues. Unlike other categories,
the category III systems are usually designed to complete

a specific task in a limited domain, for example, quoting
stock prices or making ticket reservations. Therefore,
the ASR system typically consists of a medium-size
vocabulary and a task-specific grammar.

The most typical task belonging to category IV,
which targets recognition of monologues performed
when people are talking to a computer, is dictation.
This task was an initial attempt at achieving general-
purpose large-vocabulary continuous speech recognition
(LVCSR), and provides a technological basis for other
ASR applications, including those of categories I and II.
The dictation system, however, assumes that users
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Table 32.1 Categorization of speech recognition tasks

Dialogue Monologue

Human (Category I) (Category II)

to Telephone conversation Broadcast news

human Panel discussion Lecture

Meeting Voice mail

Human (Category III) (Category IV)

to Database query Dictation

machine Information retrieval WSJ task

clearly utter grammatically correct sentences with or-
thodox pronunciation. This assumption generally holds
in human–machine interfaces, especially when users are
aware that they are talking to a computer and ASR results
are fed back to them in real time.

Typical tasks belonging to categories I and II, rec-
ognizing human-to-human interactions, are plotted in
Fig. 32.1 with respect to the number of participants
and spontaneity. Major projects conducted thus far in
these categories are briefly described in the following
subsection.

32.2.2 Major Projects and Corpora
of Spontaneous Speech

Broadcast News
Broadcast news was initially and is still now inten-
sively targeted by many projects, including DARPA
Hub-4 [32.1] and the GALE (global autonomous lan-
guage exploitation) programs. Most of the utterances in
broadcast news programs are made by professional an-
chors, and language models can be well developed based
on a large amount of closed captions. Thus, this particu-
lar ASR task is relatively easier. Because broadcast news
is a rich information source, it is also used for research
on content-based processing, such as topic detection and
summarization [32.2, 3].

Oral Presentations and Lectures
Public speaking and oral presentations are also appro-
priate targets for automatic transcription and archiving.
Although the speakers are not necessarily professionals,
they generally try their best to be understandable by their
audience. Since the topic and vocabulary are often tech-
nical, it is necessary to adapt the language model as well
as the acoustic model for every speaker. Although there
were some previous efforts in this direction such as the
TED (Translanguage English Database) corpus [32.4],
a recorded collection of EUROSPEECH conference, the
most comprehensive one is the corpus of spontaneous
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Fig. 32.1 Spontaneous speech recognition tasks

Japanese (CSJ) [32.5], which is a 660-hour speech col-
lection of academic presentations and simulated public
speeches, recorded using a close-talking microphone.
The word error rate (WER) is around 20% with this
corpus. The CSJ is thoroughly described in Sect. 32.2.4.

Lectures at universities are also being digitally
archived. Their automatic transcription and indexing
is also studied at MIT [32.6] and Microsoft under the
iCampus project, using hundreds of hours of lectures and
seminars at MIT. Similar efforts are being conducted at
Kyoto University and the Tokyo Institute of Technology
in Japan. The WER for these lectures is 40–50% [32.6].
Unlike the CSJ, the lecturers do not use headset mi-
crophones, and the speaking style is less formal in the
classroom.

Interviews and Telephone Conversations
Interviews and telephone conversations are basically
forms of dialogue, but the interview is a less private style
and is similar to the monologue. The MALACH (mul-
tilingual access to large spoken archives) project [32.7]
was organized to advance the speech technology for
access to large multilingual archives assembled by
the Survivors of the Shoah Visual History Foundation
(VHF). It is a 116 000-hour collection of interviews con-
ducted in 32 languages with nearly 52 000 survivors of
the Holocaust. Automatic transcription has been added
to portions of the English and Czech speech using ASR
with a WER below 40% [32.7]. This task is challenging
because speech is heavily accented by elderly speakers
who are often emotional.

Dialogue conversations over telephone channels
have been most intensively studied in the DARPA-
funded projects of HUB-5 [32.8] and EARS (effective
affordable reusable speech-to-text) [32.9, 10]. The
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Switchboard corpus [32.11], the CALLHOME corpus,
and the Fisher corpus were set up for this purpose. Tele-
phone conversations are generally the most spontaneous
and casual. As a result, acoustic and pronunciation vari-
ations are very prominent. In terms of linguistic aspects,
it is observed that a small vocabulary, characteristic of
conversational style, accounts for large coverage of ut-
terances, although these words have many pronunciation
variants. The WER had been very large (around 40%),
but was improved to 15% with the increase of the train-
ing data to 2100 hours and the combination of various
training and decoding techniques [32.9, 10, 12].

Meetings
Meetings are also emerging as a major target of sponta-
neous speech recognition. Meeting recognition projects
were initiated by NIST [32.13] and several European-
funded projects such as AMI (augmented multi-party
interaction) and CHIL (computers in the human interac-
tion loop). Since meetings involve multiple participants,
it is necessary to determine who spoke when. This task is
referred to as speaker diarization. Overlapping of utter-
ances is often observed and severely affects both speaker
diarization and speech recognition. Moreover, the effect
of the use of distant microphones, including microphone
arrays, is also investigated. The WER is 20–30% with
close-talking microphones and 30–40% with distant mi-
crophones [32.14]. Since the spontaneity of utterances
is high, it was shown that the incorporation of telephone
conversation corpora was effective when the size of the
matched training data was small.

More formal meetings include those in Congress or
Parliament. In Europe, the TC-STAR (technology and
corpora for speech to speech translation) project [32.15],
funded by the European Commission, primarily targets
automatic speech transcription and translation of the
meetings in European Parliament plenary sessions. The
WER is close to 10% [32.16]. In Japan, the National
Congress (Diet) is interested in the introduction of ASR
technology into the next generation of the meeting tran-
scription system. There, most of the meetings are not in
plenary sessions, but in committees where the degree of
spontaneity is higher. The WER without using matched
training data was around 20% [32.17], and is improved
to around 15% with a matched corpus.

32.2.3 Issues in Design
of Spontaneous Speech Corpora

The appetite of today’s statistical speech processing
techniques for training material is well described by

the aphorism, There’s no data like more data. Large
collections of speech and text, or corpora, are vital for
research and development of ASR. Statistical method-
ology provides an automatic procedure to directly learn
regularities in the speech data, but this means that the
performance of the derived models and systems are sig-
nificantly affected by the characteristics and the quality
of the corpora. Therefore, there are several issues to be
considered in the design of spontaneous speech corpora.

The first problem is how to collect speech by con-
trolling variety and spontaneity. It is desirable to collect
natural spontaneous speech without any constraints, but
there are always privacy or corporate property issues
encountered in collecting real data in public or in com-
panies. Thus, we often ask collected subjects to speak
naturally in a given situation or on a given topic. In
this case, selection of the topic and the intimacy of the
participants deeply affect the spontaneity. The variety of
speakers and vocabulary must also be taken into account
to make a general corpus.

The second issue is the quality of transcription
and annotation. Manual transcription of spontaneous
speech involves huge labor costs. Moreover, sponta-
neous speech includes many disfluency phenomena,
such as self-repairs and partial words, and so spe-
cific guidelines for annotation are needed. For example,
how do we transcribe when speakers make ambigu-
ous pronunciation or apparent pronunciation errors?
How do we handle overlapping utterances, especially
when some speakers’ voices are not easily recogniz-
able? Recent progress in extensible mark-up languages
(XML) is helpful with respect to structured annota-
tion, but guidelines should be carefully designed and
documented, and preferably shared among research
communities [32.18, 19].

To reach large quantities, imperfect transcription can
be used. In the case of broadcast news, closed caption
may be useful, although it is not a faithful transcript of
the utterances. In this context, lightly supervised training
has been investigated [32.20, 21], and reported to be
effective in reducing the transcription cost. However,
this scheme is workable only when the baseline ASR
performance is sufficiently high and reliable.

Another issue is the design of higher-level an-
notation. In relation to speech recognition, there are
many topics in spontaneous speech processing, includ-
ing sentence/topic boundary detection and key sentence
indexing. Since spontaneous speech includes ill-formed
phenomena, which are not well explained by conven-
tional linguistic theory, the annotation of these events
requires a good deal of analysis and experience us-
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ing real data. This often becomes so subjective that
agreement among different annotators is not high. Thus,
the design of a reliable tag set is itself a topic for
research.

32.2.4 Corpus of Spontaneous Japanese
(CSJ)

After considering the above issues, we designed
and compiled the corpus of spontaneous Japanese
(CSJ) [32.22], which is one of the largest sponta-
neous speech corpora. The CSJ is a primary product
of the science and technology agency priority program
entitled Spontaneous Speech: Corpus and Processing
Technology, which was conducted in Japan from 1999
to 2004 [32.5].

The CSJ consists of roughly seven million words
with a total speech length of 660 hours. Mainly recorded
are monologues of academic presentations (AP) and
extemporaneous presentations (EP), as shown in Ta-
ble 32.2, which amount to about 300 hours each. APs
are live recordings made at nine different academic so-
cieties covering the fields of engineering, social science,
and humanities. EPs are studio recordings of paid lay-
men’s speeches on everyday topics, for example, “the
most delightful memory of my life”, which were pre-
sented in front of a small audience and in a relatively
relaxed atmosphere. The topics of APs are related to
expert fields, and the vocabularies are often technical,
whereas the word distribution in EPs is expected to re-
flect ordinary Japanese language. While the majority
of AP speakers are males aged 20–40 years old, the
age and gender of EP speakers are more balanced. In
APs, most of the speakers prepared or rehearsed the
talk beforehand, but only a few read a manuscript. In
summary, AP is real speech in front of a large audi-
ence, and EP is more balanced both acoustically and
linguistically. The CSJ also includes a number of speech
dialogues for the purpose of comparison with mono-
logue speech.

The recordings were manually given both ortho-
graphic and phonetic transcription. Phonetic transcrip-
tion adopts Japanese kana characters, but reflects faithful
pronunciation rather than orthographic notation. Sponta-
neous speech-specific phenomena, such as filled pauses,
word fragments, reduced articulation and mispronunci-
ation, as well as non-speech events such as laughter
and coughing, were also tagged following the care-
fully designed guidelines. The transcription was very

Table 32.2 Contents of the CSJ

Type of speech #speakers #talks Hours

Academic 838 1006 299.5

presentations (AP)

Extemporaneous 580 1715 327.5

presentations (EP)

Interview on AP *(10) 10 2.1

Interview on EP *(16) 16 3.4

Task-oriented dialogue *(16) 16 3.1

Free dialogue *(16) 16 3.6

Reading text *(244) 491 14.1

Reading transcripts *(16) 16 5.5

Total 658.8

* counted as AP or EP speakers

costly, but provides a valuable information resource for
statistical modeling of spontaneous speech, including
pronunciation variation and disfluency phenomena.

One-tenth of the utterances, or half a million words,
hereinafter referred to as the core, were tagged manually
and used for training a morphological analysis and part-
of-speech (POS) tagging program [32.23], which was
used to automatically analyze the remaining portions of
the corpus. The core consists of 70 APs, 107 EPs, 18
dialogues and six read speech files.

These were also tagged with prosodic informa-
tion as well as higher-level linguistic information. For
intonation labeling of spontaneous speech, the tradi-
tional J_ToBI was extended to X_JToBI [32.24], in
which inventories of tonal events as well as break in-
dices were considerably enriched to reflect spontaneous
Japanese.

Linguistic annotation includes the following infor-
mation:

• dependency structure of bunsetsus, a minimal gram-
matical unit, consisting of one content word plus
adjacent functional words• clause and sentence boundaries• discourse boundaries (for part of the core)• key sentences selected by human subjects• summaries made by human subjects• subjective impression of the speech with several
adjective-pair dimensions

These high-level annotations are useful for the study
of rich transcription, and several works using them are
explained later herein.
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32.3 Analysis for Spontaneous Speech Recognition

Prior to the description of ASR studies, in this section,
we present preliminary analyses of spontaneous speech
using the CSJ.

32.3.1 Observation in Spectral Analysis

At first, the spectral characteristics of spontaneous
speech were analyzed in comparison with those of read
speech [32.25]. Utterances from four speech types in
the CSJ, which are AP, EP, reading of the transcript
of AP (read speech), and dialogues, were used in this
analysis. In order to mitigate the effect of individual dif-
ferences, utterances in different styles by the same five
male and five female speakers were compared. Since not
only the speakers but also the texts were identical for the
reading of the transcribed speeches and the original AP
utterances, it was possible to perform a very precise
comparative analysis. Each speech had a duration of 10
minutes on average.
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Fig. 32.2 Reduction ratio of the vector norm between each phone and phone center in spontaneous speech to that in read
speech

It is well known that a significant amount of phones
are deleted in spontaneous speech [32.26]. In the CSJ,
faithful transcription was manually given considering
phone deletions and substitutions, although vowel dele-
tion in consonant–vowel syllables was not taken into
account with the transcription using the Japanese kana
syllable characters.

As an acoustic analysis, 39-dimensional feature
vectors, consisting of 12-dimensional mel-frequency
cepstral coefficients (MFCC), log-energy, and their first
and second derivatives, were extracted from utterances
using a 25 ms-length window shifted every 10 ms. The
cepstral mean subtraction (CMS) was applied to each ut-
terance. For this experiment, a monophone HMM with
three states, each having a single, diagonal Gaussian dis-
tribution, was trained for each phone, for each speaker,
and for each speaking style. The mean and variance vec-
tors of the 12-dimensional MFCC at the second state of
the three-state HMM were extracted for each phone.
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Fig. 32.3 Distribution of distances between phones

In order to analyze the phone reduction quantita-
tively, Euclidean distances between the mean vector
of each phone and the center of the distribution of all
phones (the vector averaged over all phones) were cal-
culated, and the ratio of the distance for spontaneous
speech (AP, EP, and dialogues) to that of read speech
was calculated for each phone. Figure 32.2 shows the
reduction ratios averaged over all speakers. The condi-
tion of no reduction (the reduction ratio equals to 1) is
indicated by a thick line. The reduction of the MFCC
space is observed for almost all of the phones in all three
speaking styles, and it is most significant for dialogue
utterances.

Next, the reduction of the cepstral distance between
each phone pair is measured. The Euclidean distance
using the mean MFCC vector of each phone and the
Mahalanobis distance, which takes into account the
variances, were measured. Figure 32.3 shows the cumu-
lative frequency of distances between phones for each
speaking style. Here, R and D denote read speech and di-
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Fig. 32.4 Relationship between phone distances and phone
recognition accuracy

alogues, respectively. The distributions are statistically
different from each other, except AP and EP. It is shown
that the distance between phones decreases as the spon-
taneity of the utterances increases (D � EP > AP �
R).

Then, the relationship between these distances and
ASR accuracy is investigated. Monophone HMMs with
a single Gaussian distribution were prepared for each
speaking style. A phone network with diphone probabili-
ties was used as a language model for phone recognition.
Figure 32.4 shows the relationship between the mean
phone distance and the phone recognition accuracy.
Correlation coefficients between them are 0.93 in the
case of the Euclidean distance and 0.97 for the Ma-
halanobis distance. The lines in Fig. 32.4 indicate the
regression over the four points. These results show
that the phone recognition accuracy is strongly corre-
lated with and can be predicted by the mean phone
distance.
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Fig. 32.5 Speaking rate distribution of the CSJ and JNAS
corpora

32.3.2 Analysis of Speaking Rate

Next, the analysis results on the speaking rate, which is
one of the most prominent characteristics in spontaneous
speech, are presented.

In Fig. 32.5, the distributions of the speaking rate in
the CSJ (AP of 35 hours) and the JNAS (Japanese news-
paper article sentences) corpus (40 hours) are plotted.
The speaking rate is estimated for every utterance and
is defined as the mora count divided by the utterance
duration (sec). For both corpora, manual phonetic tran-
scription was used for defining morae. The mean and
standard deviation of the speaking rate of the JNAS cor-
pus were 6.27 and 0.97, and those of the CSJ/AP were
8.70 and 2.10, respectively. This confirms that spon-
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Fig. 32.6 Phone duration distribution of the CSJ and JNAS
corpora
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Fig. 32.7 Percentage of substitution, deletion, and insertion
errors for each speaking rate

taneous speech is faster than read speech and that the
speaking rate variation of spontaneous speech is larger
than that of read speech.

The distributions of phone duration in spontaneous
and read speech are also plotted in Fig. 32.6. The phone
duration is estimated based on the Viterbi algorithm for
a given phonetic transcript. Since we used three-state
phone HMMs without state skipping, the minimum du-
ration is three frames (30 ms). Many segments in the CSJ
may have a shorter duration, but are forcibly aligned
to three frames. This may have caused a serious mis-
match. Moreover, a fast speaking rate suggests that these
segments are poorly articulated and cause problems in
ASR.

The relationship between the WER and the speaking
rate is also investigated using 15 APs by male speak-
ers. In Fig. 32.7, the breakdown of recognition errors is
shown for each speaking rate. Faster utterances are con-
firmed to generally be more difficult for ASR. Moreover,
we observe different tendencies in the errors according
to the speaking rate, that is, more deletion errors in faster
speech and more insertions in slower speech.

32.3.3 Analysis of Factors
Affecting ASR Accuracy

Next, we present a preliminary analysis using a baseline
speech recognition system. The acoustic model consists
of gender-independent triphone HMMs that have 3000
shared states with 16 Gaussian mixture components. The
language model is a standard trigram model of word-
pronunciation entries, and the generated lexicon size is
approximately 30 000.
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Individual differences in ASR accuracy were ana-
lyzed using 10 minutes from the CSJ presentations by
51 male speakers [32.27]. Six types of attributes were
considered in the analysis: averaged acoustic frame like-
lihood (AL), speaking rate (SR), word perplexity (PP),
out-of-vocabulary rate (OR), filler rate (FR), and re-
pair rate (RR). The speaking rate is defined as the
average number of phones per second. The filler rate
and the repair rate are the number of filled pauses and
self-repairs divided by the number of words, respec-
tively.

The analysis results indicate that the attributes ex-
hibiting a real correlation with the word accuracy are
the speaking rate (SR), the out-of-vocabulary rate (OR),
and the repair rate (RR). Although the other attributes
also have a correlation with the accuracy, the correlation
is actually caused through these more fundamentally
influential attributes. For example, the word perplexity
(PP) is correlated with accuracy, but if its correlation
with OR is removed, PP does not correlate well with
accuracy.

The following equation was obtained as a result of
a linear regression model of the word accuracy (Acc)
with the six attributes:

Acc= 0.12AL−0.88SR−0.02PP

−2.2OR+0.32FR−3.0RR+95 . (32.1)

The regression coefficient of RR is −3.0 and that of
OR is −2.2. This means that a 1% increase in the
repair rate or the out-of-vocabulary rate corresponds,
respectively, to a 3.0% or 2.2% decrease in the word
accuracy. This is probably because a single recogni-
tion error caused by a repair or an out-of-vocabulary
word triggers secondary errors due to linguistic con-
straints. The determination coefficient of the multiple
linear regression is 0.48, meaning that roughly half of
the variance of the word accuracy can be explained by
the model. The normalized representation of the regres-
sion analysis, in which the variables are normalized with

Table 32.3 Statistics of the attributes in the CSJ

AP EP

SR: speaking rate 9.05 7.97

(mora/s) (1.09) (0.79)

PP: perplexity 81.1 82.4

(25.3) (25.2)

OR: OOV rate (%) 1.45 1.71

(0.66) (0.82)

FR: filler rate (%) 6.80 5.45

(3.44) (3.25)

RR: repair rate (%) 1.40 1.25

(0.79) (0.85)

Upper row: mean, lower row: standard deviation

their means and variances, indicates that the coefficients
of SR, OR, and RR are relatively large.

The statistics of these attributes are listed in
Table 32.3 for the AP and EP parts of the CSJ. Here,
the speaking rate (SR) is computed by dividing the
number of morae by the total duration (sec) of the
talk, excluding pauses. Note that, in this subsection,
the speaking rate is computed as an average over
the entire talk, whereas it was computed utterance
by utterance in Sect. 32.3.2 for more precise analy-
sis. This difference in the definition greatly influences
the standard deviation. In Table 32.3, it is observed
that speaking in AP is faster and more disfluent; more
specifically it has more fillers and repairs. For refer-
ence, in the JNAS read speech corpus, the speaking rate
is slower (7.36 mora/sec) and there are no fillers and
repairs.

Based on these analyses, test sets for ASR evaluation
were prepared for the AP and EP parts of the CSJ. These
sets are designed by balancing three factors of speaking
rate (SR), perplexity (PP), and repair rate (RR) that affect
the ASR performance. Here, we use the perplexity (PP)
instead of the out-of-vocabulary rate (OR), because OR
intrinsically depends on vocabulary and easily varies
when the lexicon is modified.

32.4 Approaches to Spontaneous Speech Recognition

Following the observation of several characteristics in
spontaneous speech, in this section, major approaches to
speech recognition are reviewed with respect to acoustic
and language models.

32.4.1 Effect of Corpus Size

First, the effect of the corpus size was investigated us-
ing the CSJ. Fig. 32.8 shows the WER, adjusted test-set
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size of language model training data

perplexity (APP), and out-of-vocabulary rate (OR) as
a function of the size of the language model training
data, with the condition that the acoustic model is fixed.
The adjusted perplexity was used to normalize the effect
of the increase in the vocabulary size on the perplexity
according to the increase in the training data size. By
increasing the language model training data size from
1/8 (0.86M words) to 8/8 (6.84M words), the WER, per-
plexity and OOV rate are reduced by 17%, 19%, and
62%, respectively.

On the other hand, Fig. 32.9 shows the WER as
a function of the size of the acoustic model training
data, when the language model is made using the en-
tire training data set. By increasing the acoustic model
training data from 1/8 (68 hours) to 8/8 (510 hours), the
WER is reduced by 6.3%.

These results show that the WER is significantly
reduced by the increase of the training data. It is con-
firmed that the size of the CSJ has a strong impact on
modeling spontaneous speech. Comparing Fig. 32.8 and
Fig. 32.9, the effect of WER reduction on the language
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Fig. 32.9 WER as a function of the size of acoustic model
training data

model is much greater and appears not to saturate even
when using the entire corpus (rightmost plot). This sug-
gests the necessity for more language model training
data.

32.4.2 Acoustic Modeling

As shown in the previous section, spontaneous speech
has greater variation both in spectral and temporal struc-
tures than read-style speech. As the acoustic variation
is largely dependent on speakers, feature normaliza-
tion techniques such as vocal-tract-length normalization
(VTLN) [32.28, 29] are effective. The speaker-adaptive
training (SAT) [32.30, 31] scheme has also been exten-
sively studied.

On the other hand, it should be questioned whether
the conventional HMM is appropriate for modeling
spontaneous speech. In principle, an HMM assumes
piecewise transitions of states with respective distribu-
tions, even though it can incorporate dynamic spectral
features such as ΔCepstrum. The segment model [32.32]
and the trajectory model [32.33] have been proposed to
capture the dynamics of speech. These models, how-
ever, have huge computational costs and often require
the estimation of segmental boundaries. Thus, they are
usually applied only in the rescoring stage after initial
HMM-based decoding, and their potential may not have
been fully exploited.

Another approach is to model syllables or func-
tional words, instead of phones, in order to model
several variants that are characteristic of frequent words
such as ‘that’. These types of models are often effec-
tive in context-independent models, but are difficult to
extend to context-dependent models, which have enor-

Part
E

3
2
.4



Transcription and Distillation of Spontaneous Speech 32.4 Approaches to Spontaneous Speech Recognition 637

mous numbers of combinations and encounter the data
sparseness problem.

Many factors affect acoustic variation in sponta-
neous speech. A machine learning approach is to list
and include these factors in the decision tree-based state
clustering in context-dependent phone HMM. In this
case, the context is extended from conventional pho-
netic context to any factors causing variations such as
speaking rate [32.34], whether or not the phone con-
cerned is included in a functional word, and whether
or not the phone is stressed. This approach requires la-
beling of these kinds of information, which would be
expensive if performed manually and unreliable if per-
formed automatically. Moreover, the binary decision in
the decision tree may not be appropriate, because the
effects of these factors are not so apparent.

A more-generalized framework is dynamic Bayesian
network (DBN) modeling [32.35] or graphical model-
ing [32.36,37], which includes these factors in the topol-
ogy of an HMM-like network and estimates their influ-
ence in a probabilistic manner. One example that counts
speaking rate is presented in the following subsection.

32.4.3 Models Considering Speaking Rate

As described in Sects. 32.3.2 and 32.3.3, one of the most
important issues in spontaneous speech recognition is
how to cope with the speaking rate fluctuation, especially
fast speaking. As such, a number of studies have been
conducted on this topic.

Initially, dedicated acoustic modeling to fast speech,
where fast-speech models are prepared in parallel with
the normal models, was investigated (e.g., [32.38–40]).
However, this explicit approach is not adequate because
it is not straightforward to classify the training data,
especially frame by frame, to fast and poorly articulated
samples.

Several studies have proposed dedicated acoustic
analysis [32.41–43] for fast speech. These methods
estimate the phone boundaries or speaking rates, and
normalize the speaking rate by changing the analysis
frame or acoustic model according to the estimated
speaking rate.

Okuda et al. [32.44] proposed a speaking rate com-
pensation method, which decodes an input utterance
using several sets of frame period and frame length
parameters for speech analysis. The method, then, se-
lects the set with the highest likelihood normalized by
the frame period. Furthermore, this approach was ap-
plied to the training phase of the acoustic model just like
VTLN-based training.

Shinozaki et al. [32.45] proposed an acoustic model
that adjusts mixture weights and transition probabilities
of an HMM for each frame according to the local speak-
ing rate. The proposed model, implemented based on
a dynamic Bayesian network framework, has a hidden
variable representing the variation of the mode of the
speaking rate, and its value controls the parameters of
the underlying HMM.

Nanjo et al. [32.46] proposed a hybrid approach,
called speaking-rate-dependent decoding, which applies
the most adequate acoustic analysis, phone models and
decoding parameters according to the estimated speak-
ing rate. Several methods were investigated and their
selective application led to improved accuracy.

32.4.4 Pronunciation Variation Modeling

The phonetic variation caused by spontaneous utterance
can also be modeled in a pronunciation dictionary, in
which a list of possible phone sequences for each word
is defined. While the orthodox pronunciation forms are
referred to as baseforms, the variants observed in spon-
taneous speech are called surface forms. Several studies
have also addressed a framework that jointly optimizes
pronunciation entries and acoustic models [32.47], or
the model unit itself [32.48].

These surface form entries are often derived from
speech data by aligning them with phone models [32.26,
49]. In the CSJ, actual phonetic (kana) transcription is
given manually, so the set of surface forms is easily
defined. However, the simple addition of surface form
entries results in the side-effect of false matching. Thus,
effective but constrained use of these surface forms are
necessary. One approach is context-dependent model-
ing, for example, dedicated surface forms are chosen
according to the speaking rate [32.38, 50, 51].

Another approach is statistical modeling, which is
similar to language modeling. Namely, the unigram
probability of each pronunciation form is assigned and is
multiplied by the language model probability in decod-
ing [32.52–54]. In this case, the statistical framework of
ASR is reformulated as:

w′ = arg max
w,p

P(x|p)P(p|w)P(w) . (32.2)

Here, P(p|w) is the pronunciation probability of surface
form p for word w. Nanjo et al. [32.46] investigated
the comparison of statistical models using the CSJ, and
concluded that cutting off less frequent surface forms is
crucial, and that the unigram model is effective, whereas
the trigram model offered a marginal benefit.
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When the surface form is derived for word units, it is
dependent on the task and corpus and is not necessarily
applicable to different tasks. Phone-based modeling of
pronunciation variation is more general and portable to
various lexicons. Surface forms are obtained by applying
such a model to phone sequences of baseforms. As the
modeling framework, the decision tree [32.55], the neu-
ral network [32.56], and the confusion matrix [32.57]
have been proposed.

Akita et al. [32.58] proposed generalized modeling
of subword-based mapping between baseforms and sur-
face forms using variable-length phone context. The
variation patterns of phone sequences are automatically
extracted together with their contexts of up to two pre-
ceding and following phones, which are determined by
their occurrence statistics. A set of rewrite rules are
then derived with their probabilities and variable-length
phone contexts. The model effectively predicts pronun-
ciation variations depending on the phone context using
a back-off scheme.

32.4.5 Language Model

Language model training for spontaneous speech is
much more difficult than that for dictation systems,
which can make use of huge language resources such
as newspaper articles and Web pages. Most of the avail-
able language data are written text, and are mismatched
with the spoken style. For language modeling of spon-
taneous speech, a great deal of transcription is essential,
but has a huge cost.

Even the CSJ with a text size of 7M words, which
is one of the largest spontaneous speech corpora, is
comparable to or smaller than four months’ worth of
newspaper articles with respect to the text size. As
shown in Fig. 32.8, increases in the amount of train-
ing data have a significant effect on ASR accuracy, and
the improvement is not saturated even with the full CSJ.

Another problem in language modeling is how to
deal with disfluency in spontaneous speech. Initially, in-
sertion of fillers was assumed as an interruption of the
n-gram chains, and so was often disregarded in n-gram
training or prediction. Such a strategy may be effec-
tive when the disfluency is regarded as exceptional, as
in dictation systems or when the size of the training
corpus is small. When large corpora of spontaneous
speech were built, however, the occurrence of fillers
was confirmed to have such a regularity that the con-
ventional n-gram model dealing with them as ordinary
words was the most effective. Similarly, long pauses can
be modeled as individual lexical entries in the n-gram

model and are useful for improving the prediction of
words.

The most widely used solution to enhance lan-
guage model training data is to combine or interpolate
with other existing text databases that are not neces-
sarily spontaneous speech corpora but are related to
the target task domain. These include proceedings of
lectures, minutes of meetings, and closed captions for
broadcast programs. Recently, the World Wide Web has
become a major language resource [32.59], and not
a few Web sites contain spoken-style documents, such
as records of lectures and meetings. Several studies have
addressed effective query generation to collect relevant
Web pages [32.60,61] and the selection of spoken-style
texts [32.62].

Akita et al. [32.63] proposed a translation ap-
proach that estimates language model statistics (n-gram
counts) of spontaneous speech from a document-style
large corpus based on the framework of statistical ma-
chine translation (SMT). The translation is designed
for modeling characteristic linguistic phenomena in
spontaneous speech, such as insertion of fillers, and
estimating their occurrence probabilities. These con-
textual patterns and probabilities are derived from
a small parallel aligned corpus of faithful transcripts
and their documented records. This method was suc-
cessfully applied to the estimation of the language
model for National Congress meetings from their minute
archives.

32.4.6 Adaptation of Acoustic Model

Since the variation of acoustic features is very large in
spontaneous speech, speaker adaptation of the acous-
tic model is effective and is almost essential. Although
many factors affect the acoustic characteristics of spon-
taneous speech such as speaking rate and speaking
styles, speaker adaptation is a simple solution to handle
all of these factors in an implicit manner. The acoustic
model adaptation also involves channel adaptation, that
is, the characteristics of rooms and microphones are also
normalized.

In particular, in lectures or meetings, each speaker
makes many utterances in the same session. Thus,
a considerable amount of data is available to conduct
unsupervised adaptation in a batch mode, where the
initial ASR result with the speaker-independent model
is used for adaptation of the acoustic model, which is
then used for rescoring or re-decoding. Standard adap-
tation techniques such as maximum-likelihood linear
regression (MLLR) are used, and filtering the reliable
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ASR hypotheses with confidence measures can also be
incorporated.

32.4.7 Adaptation of Language Model

Adaptation of the language model is also important to
deal with a variety of topics and speaking styles. In
lectures and meetings, the topic is focused and consis-
tent throughout the entire session. Therefore, language
model adaptation is feasible even in an unsupervised or
batch mode, as in the acoustic model adaptation, and
computationally expensive methods can be allowed in
offline transcription tasks.

The simplest methods are the cache model [32.64,
65], and the trigger model [32.66], which weigh the
probability of words recently used in the utterances
or talk, or those directly related to the previous topic
words. Troncoso et al. [32.67] proposed a trigger-based
language model adaptation method aimed at meet-
ing transcription. The initial ASR result is used to
extract task-dependent trigger pairs and to estimate
their statistics. This method achieved a remarkable per-
plexity reduction of 28%. However, these cache or
trigger models do not necessarily bring about a sig-
nificant improvement in ASR accuracy because they
were not robust against initial ASR errors, i. e., er-
rors can propagate easily. Moreover, the methods are
usually only applicable to the rescoring framework
and are constrained by the quality of initial word
graphs.

Thus, a potentially more-effective scheme is to
adapt or reconfigure n-gram models for re-decoding,
as in the acoustic model adaptation. Yokoyama
et al. [32.68] constructed an n-gram model from the
initial ASR result and interpolated it with the base-
line model. They incorporated a class-based model
for robust estimation from the small and erroneous
ASR text [32.69]. Lussier et al. [32.70] extended the
framework to optimize the interpolation weight using

Table 32.4 The effect of language model adaptation

Method WER PP

Baseline* 30.5 74.9

Text selection by perplexity 29.7 68.7

Text selection by tf-idf 29.1 70.2

n-gram made from ASR result 28.8 51.8

Combination of all of the above 27.6 46.7

* Baseline trained with an intermediate version of the CSJ

the EM (expectation-maximization) algorithm. Nanjo
et al. [32.46] investigated methods to select the most
relevant texts from the corpus [32.71] based on the ini-
tial ASR result. As a criterion for text selection, they
used the tf-idf (term frequency and inverse document
frequency) measure and perplexity by the n-gram model
generated from the initial ASR result, and demonstrated
that they have comparable and significant effects in re-
ducing the WER. The results for the CSJ AP test set are
summarized in Table 32.4.

Another approach is to model topics in an implicit
manner, because the topics are not so definite and often
become complex. One implementation of this concept is
a mixture of multiple language models covering various
topics [32.72]. Adaptation based on interpolation can be
performed by weighting or emphasizing models relevant
to the input speech.

Recently, latent semantic analysis (LSA), which
maps documents into implicit topic subspaces using sin-
gular value decomposition (SVD), has been investigated
extensively for language modeling [32.73]. A proba-
bilistic formulation, PLSA (probabilistic latent semantic
analysis) [32.74], is powerful for characterizing the top-
ics and documents in a probabilistic space and predicting
word probabilities. Akita et al. [32.75] proposed an adap-
tation method based on two subspaces of topics and
speaker characteristics. Here, PLSA was performed on
the initial ASR result to provide unigram probabilities
conditioned on the input speech, and the baseline model
is adapted by scaling n-gram probabilities with these
unigram probabilities. The method was applied to auto-
matic transcription of panel discussions and was shown
to be effective in reducing both perplexity and WER.

A summary of the current ASR performance for the
CSJ AP test set, using the baseline model enhanced
with the complete corpus and a larger Gaussian mixture
(160K in total), is given in Table 32.5. By combining
the adaptation of acoustic and language models using
the initial ASR result, the word accuracy was improved
to 83%.

Table 32.5 ASR results for CSJ/AP (academic presenta-
tions)

Method WER

Baseline 22.2

+ MPE (minimum phone error) training 19.9

+ AM adaptation (MLLR) 18.1

+ LM adaptation (n-gram from ASR) 17.1
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32.5 Metadata and Structure Extraction of Spontaneous Speech

The transcript of spontaneous speech is not easy to read,
even if it contains no recognition errors. The primary fac-
tor is disfluency, such as fillers, repetitions, self-repairs,
and word fragments. These make spontaneous speech
transcripts very different from written text. Actually, in
the official meeting records of the Japanese Congress, we
observe that approximately 11% of words are changed
from the verbatim transcript (deletion 8.5%, insertion
1.0%, substitution 1.8%). Although there are a num-
ber of colloquial expressions corrected to more formal
expressions, the great majority of the differences are
caused by disfluencies. This means that even if we re-
alize a perfect ASR system in the conventional criteria
where speech is faithfully decoded into uttered word se-
quences, it has an edit distance (WER) of more than
10% from the text made by a human transcriber. This
phenomenon is observed in any language. The ultimate
intelligent transcription system should be able to clean
these disfluencies automatically, but the first step is to
model and detect these phenomena.

The second factor is segmentation of sentence and
paragraph units, which is essential in written text. It
seems that in most written languages the unit of the
sentence is well defined, and thus can be objectively
annotated, even though the end-of-sentence marks (the
period in English) may differ. On the other hand, units
smaller than the sentence (often marked by commas
in English) and units larger than the sentence (marked
by line breaks and indentation) are often subjective.
Therefore, we focus on the sentence unit. Convention-
ally, punctuation marks are not counted when measuring
ASR accuracy, and many ASR systems do not output
these marks. In some dictation systems, users have to
utter these marks explicitly, which is never expected in
spontaneous speech. Thus, automatic segmentation of
transcripts into sentences and paragraphs is another key
factor in developing a rich transcription system.

Several studies in this direction have been performed
for switchboard conversations [32.76]. In rich transcrip-
tion (RT) evaluation of the DARPA EARS program, the
metadata extraction (MDE) framework was designed for
the following four tasks [32.77, 78].

• sentence unit (SU) detection• edit word detection (repair detection)• filler word detection• interruption (disfluent) point (IP) detection

Here, the interruption point detection is, by definition,
closely related to the detection of edit words and fillers.

Similarly in the CSJ, the following tags are given to
the core of 0.5M words [32.22].

• sentence and clause boundaries• filler tag (F tag)• disfluency tag (D tag) for repairs and repetitions

We introduce a number of the key methods and results
in the following subsections.

32.5.1 Sentence Boundary Detection

Detection of the sentence unit is vital for linguistic
processing of spontaneous speech, since most of the
conventional natural language processing (NLP) sys-
tems assume that the input is segmented by sentence
units. Sentence segmentation is also an essential step to
key sentence indexing and summary generation, which
are described in the next section.

In spontaneous speech, especially in Japanese, in
which subjects and verbs can be omitted, the unit of
the sentence is not so evident. In the CSJ, therefore,
the clause unit is first defined based on the morpho-
logical information of end-of-sentence or end-of-clause
expressions. The sentence unit is then annotated by
human judgment considering syntactic and semantic
information.

Several approaches to automatic detection of sen-
tence boundaries are described in the following
subsections.

Statistical Language Model (SLM)
In fluent speech or read speech of well-formed sen-
tences, it is possible to assume that long pauses can
be interpreted as punctuation marks, and the insertion
of periods (sentence boundaries) or commas can be
determined by the neighboring word contexts.

Thus, the baseline method makes use of an
n-gram statistical language model (SLM) that is
trained using a text with punctuation symbols,
in order to determine a pause to be converted
to a period. Specifically, for a word sequence
around a pause, X = (w−2, w−1, pause, w1, w2), a pe-
riod is inserted at the place of the pause if
P(W1) = P(w−2, w−1, period, w1, w2) is larger than
P(W2)= P(w−2, w−1, w1, w2) by some margin. Ac-
tually, this decoding is formulated as the maximization
of a likelihood log P(W)+β · |W |, where |W | denotes
the number of words in W and β is the insertion penalty
widely used in ASR.
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In spontaneous speech, however, approaches that
rely heavily on the pauses are not successful. Speak-
ers put pauses in places other than the ends of sentences
for certain discourse effects, and disfluency causes ir-
regular pauses (interruption points), while consecutive
sentences are often continuously uttered without a pause
between them.

Support Vector Machines (SVMs)
A simpler but more general approach is to treat the
pause duration as one of the features in addition to the
lexical features, and feed them into a machine learn-
ing framework. We adopted support vector machines
(SVM) because there are a wide variety of cue expres-
sions suggesting sentence endings in Japanese. In this
case, sentence boundary detection is regarded as a text
chunking problem [32.79], and we adopt the IE labeling
scheme, where I and E denote the inside chunk and end
of chunk, respectively. For every input word, a feature
vector is composed of the preceding and the follow-
ing three words, together with their POS tags and the
durations of the subsequent pauses, if any. The pause
duration is normalized by the average in a turn or a talk,
because it is affected by the speaking rate and signifi-
cantly different between speakers. Dynamic features or
estimated results of preceding input parts can also be fed
into SVM. The SVM is considered to be powerful for
handling a very large number of features and finding the
critical features called support vectors.

Maximum-Entropy Method (MaxEnt)
and Conditional Random Fields (CRF)

The maximum-entropy method (MaxEnt) [32.80, 81] is
also widely used in NLP to combine multiple features
F in an exponential form and classify event e given F:

p(e|F)= 1

Z(F)

∏
i

eλi fi (e,F) , (32.3)

where fi (e, F) is binary depending on the match of the
i-th feature in the current data F, and the weights λi
is trained to maximize p(e|F) for training data. Similar
features used for SVM can be fed into the model, al-
though real-valued features such as pause duration are
usually quantized into several bins.

Conditional random fields (CRFs) [32.82] are an
extension of MaxEnt to handle sequential inputs. It is
also an extension of HMM [32.83] so as to flexibly
handle multiple features which may not be indepen-
dent, and to be optimized for classification. Thus,
sentence boundary detection is formulated as a chunk-

ing problem using the IOE labeling scheme or a similar
scheme.

Unlike SVM, MaxEnt and CRF are statistical
models, and they compute a posterior probability, which
can be used as a confidence measure. This prop-
erty is useful when we want to control the operating
point of recall and precision, or in case that the result
is combined with other processing using higher-level
knowledge sources. On the other hand, SVM does
not estimate probability distribution but focuses on
classification boundaries, thus can be more robustly
trained with sparse data of a huge dimension of fea-
tures.

Experimental Evaluations
First, we present the results evaluated in the CSJ [32.84].
The test set was that used for ASR evaluation and
consists of 30 presentations or 71 000 words in to-
tal. Both SLM and SVM described in the previous
subsections were trained with the core 168 presenta-
tions of 424 000 words, excluding the test set. In this
experiment, we used ASR results without conducting
speaker adaptation and the WER was approximately
30%. The results are summarized in Table 32.6, where
the recall, precision, and F-measure are computed for
sentence boundaries. Correct transcripts (text) are used
for reference. SVM realizes higher performance in the
text case, but significantly degraded it in the ASR
case. On the other hand, SLM shows robustness for
erroneous input. It is noteworthy that performance
degradation by using ASR is much smaller than the
WER.

In [32.85], Liu et al. reported the sentence bound-
ary detection results in MDE tasks of rich transcription
evaluation (RT-04). They trained HMM, MaxEnt, and
CRF methods, which gave similar performance, and
combined them by obtaining their majority vote for
further improvement [32.86]. They used the boundary
detection error rate, which counts deletion (miss) and
insertion (false detection) errors. It is comparable to
the summation of the complements of recall and preci-
sion if the number of detected boundaries is the same

Table 32.6 Results of sentence unit (boundary) detection
in the CSJ

Recall Prec. F-measure

SLM (text) 79.2 84.6 81.8

SLM (ASR) 70.2 71.6 70.9

SVM (text) 82.7 88.0 85.3

SVM (ASR) 56.4 66.0 60.9
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Table 32.7 Summary of sentence unit detection

CTS BN CSJ

Training data size 484K 353K 424K

Test-set size 35K 46K 71K

WER of ASR 14.9 11.7 30.2*

SU detection error (text) 26.4 48.2 35.2

SU detection error (ASR) 36.3 57.2 57.7

* ASR result for the CSJ is not latest

as that of the correct boundaries. A summary compar-
ison of the sentence unit detection for conversational
telephone speech (CTS) and broadcast news (BN) is
shown in Table 32.7, in which the results for the CSJ are
also given for comparison. The performance for CTS is
much better than for BN, because BN has more complex
sentences, while in CTS, pronouns and back-channels
work as good predictors for boundaries between shorter
sentences. Moreover, speaker turn information, if avail-
able, will greatly help the system identify the end of
sentences. Compared to these results, the performance
for the CSJ monologue is not lower, despite the larger
WER.

Liu et al. claimed that prosodic features are crucial to
performance, working robustly against ASR errors. On
the other hand, some works [32.87] have suggested that
the most dominant prosodic feature is pause information,
which is primarily used in the CSJ evaluation. Pitch and
energy are apparently useful in the perception of sen-
tence boundaries, but they are not easy to parameterize
reliably. A typical solution is to introduce a separate
classifier based on a decision tree or neural network that
computes the likelihood integrating possible prosodic
features [32.86, 88].

Another approach for further improvement is to in-
corporate higher-level linguistic information, such as
syntactic dependency and caseframe structures. Shi-
taoka et al. [32.89] presented an interactive framework
of parsing and sentence boundary detection, and showed
that dependency structure analysis can help sentence
boundary detection and vice versa. Hamabe et al. [32.90]
addressed the detection of quotations, which is similar
to sentence boundary detection, but involves analysis of
very complex sentence structures.

32.5.2 Disfluency Detection

Disfluency is another prominent characteristic of spon-
taneous speech. Disfluency is inevitable because humans
make utterances while thinking about what to say,

and the pipeline processing is often clogged. Thus,
the detection of disfluencies may be useful for an-
alyzing the discourse structure or speaker’s mental
status. However, disfluencies should be removed for
improving readability and applying conventional NLP
systems including machine translation and summariza-
tion.

Disfluency is classified into the following two broad
categories:

• fillers (such as ‘um’ and ‘uh’), including discourse
markers (such as ‘well’ and ‘you know’), with which
speakers try to fill pauses while thinking or to attract
the attention of listeners;• repairs, including repetitions and restarts, where
speakers try to correct, modify, or abort earlier state-
ments.

Note that fillers usually appear in the middle of repairs.
In the CSJ, specific tags are given for respective

categories. The filler rate and the repair rate (ratios
against the number of words) are listed in Table 32.3.
Here, APs have more disfluencies because presenters
speak much faster. In the RT-04 data, the filler rate is
9.2% for CTS and 2.1% for BN [32.85]. BN has fewer
fillers because it is delivered mostly by professional
anchors.

Lexical filler words are usually obtained as the out-
put of the ASR system, and their recognition accuracy
is much the same as that of ordinary words. How-
ever, there are a number of words that also functions
as non-fillers such as ‘well’ in English and ‘ano’ in
Japanese. For these distinctions, prosodic features will
be useful since we can recognize fillers even for un-
familiar languages. Quimbo et al. [32.91] investigated
the difference in prosodic features in these words in
Japanese.

On the other hand, the detection of self-repairs
involves much more complex processes. The most con-
ventional approach is to assume the repair interval model
(RIM) [32.92], which consists of the following three
parts in order: the reparandum (RPD), the portion to be
prepared; the disfluency (DF), fillers or discourse mark-
ers; and the repair (RP), the portion to correct or replace
the RPD, as shown below:

(RPD) ! (DF) (RP)
(ex.) “I’m going {RPD: to Tokyo} ! {DF: no} {RP: to
Kyoto}”
The first step to the self-repair analysis based on

this model is to detect the DF or interruption points
(IP), denoted with ‘!’ in the above, which seem rela-
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Table 32.8 Example of presumed discourse markers derived from academic presentations

tsugi (next), sakihodo (previously), ima (now), jiQsai (actually), koNkai (this time), saigo (lastly), saisho (firstly)

keNkyuu (study), setsumei (to explain), haQpyou (to present)

keQka (result), jiQkeN (experiment), moNdai (problem), hyouka (evaluation), houhou (method)

Listed in Japanese with corresponding English translations

tively easy to spot. The DF usually consists of filler
words, and IP detection can be formulated in much the
same manner as the sentence boundary detection using
neighboring lexical features together with prosodic fea-
tures [32.93]. Nakatani et al. [32.92] pointed out the
importance of prosodic features in this process. In rich
transcription evaluation (RT-04), the patterns following
the RIM are mainly focused, and the aforementioned ap-
proach was taken by Liu et al. [32.93]. For this purpose,
they used the same classifiers based on HMM, MaxEnt,
and CRF. After finding the DF or IP, the next step is
to identify the starting point of the reparandum (RPD).
Heuristic rule sets could be handcrafted for this pur-
pose. A more elaborate statistical model was introduced
to make alignment between the reparandum (RPD) and
repair (RP) segments in [32.94]. As an even more general
model, Honal et al. [32.95] introduced a statistical ma-
chine translation framework, which models self-repairs
being caused through a noisy channel. These models
work effectively if fillers are present in the DF posi-
tion (following IP), and parts of RPD and RP segments
are lexically matched, for example, ‘on Monday, no,
on Tuesday.’ The latter assumption generally holds in
English, in which phrases start with function words or
pronouns and speakers repeat them in self-repairs. In
this case, the removal of the RPD and DF is sufficient to
clean the transcript.

In the CSJ or Japanese monologue, however, we
observe many cases that do not satisfy this assump-
tion or RIM. First, DF or filler words are often absent.
Second, RPD and RP segments often have nothing in
common on the surface level, although they may be
semantically related, for example, “ana (hole) ! mizo
(trench) wa . . . ” This phenomenon makes it extremely
difficult to perform machine learning using lexical fea-
tures. Actually, using SVM, we obtained a detection
accuracy (F-measure) of 77.1% for the cases in which
the RPD and RP segments have some words in com-
mon, but only 20.0% otherwise. This result suggests that

high-level semantic information is necessary for further
improvement.

32.5.3 Detection of Topic
and Discourse Boundaries

Topic and discourse boundary detection of spontaneous
speech such as broadcast news and lectures has also
been studied. It is formalized as a topic detection and
tracking (TDT) task, where broadcast news is the ma-
jor target and text-based techniques are applied and
extended to ASR results. Incorporation of prosodic
features has also been investigated. Passonneau and
Litman [32.96] addressed discourse segmentation of
narrative monologues using various combinations of
prosodic features, cue phrase features, and noun-phrase
reference features. They crafted decision rules com-
bining these features both by hand and by machine
learning. Shriberg et al. [32.83] applied machine learn-
ing techniques of decision tree learning and HMM,
which were also used in the sentence boundary detec-
tion, to topic segmentation of broadcast news. Haase
et al. [32.97] also tried discourse segmentation of mono-
logue news reports using several prosodic features.
Kawahara et al. [32.98] presented a method that au-
tomatically extracts discourse markers useful for the
detection of topic boundaries in oral presentations of
the CSJ. The presumed discourse markers were derived
in a totally unsupervised manner based on word statis-
tics and pause information. An example list of discourse
markers derived from academic presentations (APs) is
given in Table 32.8.

In dialogues or meetings involving multiple talkers,
the detection of speaker turns is also critical. While the
approach based on speaker identification techniques is
commonly used, the use of linguistic information such
as discourse information should be explored. Recently,
speaker identification research itself is being extended
to incorporate linguistic information.
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32.6 Speech Summarization

As described in Sects. 32.3 and 32.4, ASR accuracy
for spontaneous speech is not yet sufficient for qual-
ity automatic transcription. Recognition errors result in
transcripts with irrelevant or incorrect information. In
addition, spontaneous speech is ill-formed and usually
includes redundant information caused by disfluencies.
Direct transcription is therefore not always useful, and
processes for extracting important information and re-
moving irrelevant information are necessary for effective
presentation of the transcript.

Automatic speech summarization is an approach
aimed at accomplishing this goal. By condensing the
important points of long audio materials or speech doc-
uments, such as broadcast programs and lectures, and
presenting them in a concise form, the system will re-
duce the time needed for reviewing them and improve
the effectiveness of their retrieval. Thus, speech summa-
rization technology is expected to play an important role
in building various speech archives, by providing a valu-
able means for efficiently accessing and absorbing more
information in a much shorter time. It will also con-
tribute to the advancement of question answering (QA)
systems targeting speech documents, because both in-
volve extracting the most salient information from such
documents.

Speech summarization poses a number of signif-
icant challenges that distinguish it from general text
summarization [32.99]. Applying text-based technolo-
gies [32.100] to speech is not always viable and
systems are often not equipped to capture speech-
specific phenomena. One fundamental problem with
speech summarization is that it must deal with ASR
errors and disfluencies [32.101, 102]. Another prob-
lem is that speech has no clear structure, whereas
text contains not only sentences and paragraphs de-
fined by punctuation and line breaking, but also titles
for articles and individual sections, which provide use-
ful information for summarization. These issues were
addressed in the previous section, but automatic ex-
traction of these kinds of information is inevitably
error-prone.

32.6.1 Categories of Speech Summarization

Speech summarization can be classified into the follow-
ing two categories based on its presentation form:

• speech-to-text summarization (output by text)• speech-to-speech summarization (output by speech)

Speech-to-text summarization has advantages in that:
(1) the documents can be easily looked through, (2) the
parts of the documents that are of interest to the user
can be easily spotted, and (3) information extraction
and retrieval techniques can be easily applied to the
documents. However, it also has disadvantages in that
incorrect information caused by ASR errors is inevitable,
and prosodic information such as nuance and emotion
of the speaker, which is conveyed only in speech, cannot
be presented. On the other hand, speech-to-speech sum-
marization preserves the acoustic information included
in the original speech.

Current approaches to speech summarization can be
classified into two categories:

• sentence extraction (extracting important sentences
or clauses as they are, and concatenating them in
order)• sentence compaction (generating summarized sen-
tences by shortening, fusing, or even modifying the
transcript)

The manual summarization process with text out-
put by human editors corresponds to the latter, and
the former can also be used as an intermediate step to
the latter [32.103]. By applying sentence compaction,
flexible output can be generated by concatenating key
information and removing redundant expressions in
speech. Users can then quickly browse and under-
stand the content. Therefore, the sentence compaction
approach is appropriate for speech-to-text summariza-
tion, and this method can be applied to any size of
speech documents from headline news to long lec-
tures.

In the case of speech-to-speech summarization, the
extraction approach has an advantage in that the output
can be easily made by concatenating corresponding seg-
ments from the original speech. On the other hand, the
sentence compaction approach requires a text-to-speech
(TTS) system, because concatenation would produce
unnatural sounds with clipping noises and cannot be ap-
plied to units smaller than words. However, the quality
of the synthesized speech, even by state-of-the-art TTS
systems, is not as high as natural speech. In addition,
the TTS-based method cannot mitigate the problems
which inevitably result from ASR errors. Therefore,
sentence extraction is more appropriate for speech-
to-speech summarization, even though the reproduced
speech includes redundant expressions and disfluencies.
By indexing sentences, the system can provide users
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with a useful method to access relevant audio segments
quickly.

In the following subsections, a brief overview of the
respective approaches is provided. For each of the CSJ
core and ASR test sets (199 presentations in total), three
subjects were asked to construct summaries according to
the following guidelines, where the summarization ratio
corresponds to the ratio of the length of the summary to
that of the original text:

• a set of key sentences extracted from the transcript
(50% and 10% summarization ratios in terms of the

number of sentences)• a summary generated by editing the transcript (50%
and 10% summarization ratios in terms of the num-
ber of characters)

For the former, the subjects were instructed to extract
important sentences, first choosing a set of 50% of the
sentences in a talk, and then choosing a subset thereof
to obtain an overall 10% summarization ratio.

32.6.2 Key Sentence Extraction

Extracting key sentences is not only an important step
toward summarization, but is also useful for indexing
speech archives. This is similar to the common human
practice of underlining important portions of a text.

The basic scheme is to define a function to measure
the importance of the sentences, and train a clas-
sifier based on the function. The machine learning
approach is effective for many classification tasks in
speech and language processing. However, annotation
of importance is subjective and often inconsistent, and
thus it is sometimes difficult to design the training
scheme.

In text-based summarization studies using newspa-
pers [32.100, 104], it is generally known that position
information in articles or paragraphs is very useful be-
cause key information tends to be placed in the initial
portion of the articles or paragraphs. Speech documents
differ greatly from text in that they do not contain ex-
plicit structural information. Position can be measured
only from the start or from the end, and this appears
to be too simplistic for long speech materials such as
lectures, although it is still useful for summarizing aca-
demic presentations at low summarization ratios such
as 10% as described later. Christensen et al. [32.105]
reported that the position information, which was the
most effective for key sentence extraction from newspa-
per articles, is not nearly so effective for extraction from
broadcast news.

Table 32.9 Results of key sentence extraction in the CSJ
(50% summarization ratio)

Transcript Segment Recall Prec. F-measure

Manual Manual 72.4 53.5 61.5

Manual Auto. 72.7 46.5 56.7

Auto. Auto. 76.1 45.5 56.9

(cf) by human subject 81.5 60.1 69.2

Kawahara et al. [32.98] proposed the use of dis-
course markers which suggest discourse boundaries, as
described in Sect. 32.5.3, for key sentence indexing. The
statistics of the discourse markers are used to determine
the importance of sentences, which favors potentially
section-initial sentences. This measure is also combined
with the conventional tf-idf measure based on content
words. Experimental results obtained using the ASR test
set of the CSJ are summarized in Table 32.9. In this
experiment, 37.5% of the sentences that were agreed
upon by two subjects based on the 50% extraction con-
dition were determined to be correct summaries. For
reference, agreement by a third subject with this correct
set was computed to estimate human performance (last
row of Table 32.9). The results show that the perfor-
mance of the system is only 10% lower than the human
judgements. In Table 32.9, the effects of automatic tran-
scription (ASR) and automatic sentence unit detection
are also presented. It is observed that the sentence seg-
mentation error of 20% (see Table 32.6) significantly
degrades the performance, while the ASR error of 30%
has little effect.

Latent semantic analysis (LSA) based on singular
value decomposition (SVD) is also useful for extracting
important sentences [32.106]. Each singular vector rep-
resents a salient topic, and the singular vector with the
largest corresponding singular value represents the topic
that is the most salient in the speech document. A fixed
number of singular vectors having relatively large sin-
gular values are selected, and then for each singular
vector, the sentence having the largest score is extracted
as an important sentence. In this manner, the extracted
sentences best describe the topics represented by the sin-
gular vectors and are semantically different from each
other. The method based on the simple one-to-one map-
ping, however, may not generate a summary describing
key information sufficiently. An enhanced method based
on SVD [32.102,107] defines an importance score in the
reduced-dimensional space, and then selects sentences
based on the score. Thus, the extracted sentences not
only describe the significant topics but also have a latent
relationship to each other.
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Sameer et al. [32.108] investigated the usefulness
of lexical, prosodic, structural, and discourse features
in selecting extractive summaries from broadcast news
stories. The lexical features include counts of named
entities. The acoustic/prosodic features include speak-
ing rate, F0 features, log-energy features, and sentence
duration. They are normalized for each speaker. The
structural features include normalized sentence posi-
tion and speaker type (reporter or not). The discourse
features include the number of new nouns in each sen-
tence. Experimental results showed that combination of
acoustic/prosodic and structural features were the most
effective.

32.6.3 Summary Generation

In an early study, summarization of dialogues within
limited domains was attempted as part of the VERBMO-
BIL project [32.109]. Zechner and Waibel investigated
how the accuracy of the summaries changes when meth-
ods for WER reduction were applied in summarizing
conversations from television shows [32.110]. Recent
studies on speech summarization in unrestricted do-
mains have focused almost exclusively on broadcast
news [32.101,111]. Koumpis and Renals investigated the
transcription and summarization of voice mails [32.112].
Most of the previous studies on speech summariza-
tion used relatively long units, such as sentences
or speaker turns, as minimal units for summariza-
tion.

Hori et al. [32.113] proposed a sentence-
compaction-based summarization method, in which a set
of words maximizing a summarization score is extracted
from the transcript, according to a target summarization
ratio. The extracted set of words is then connected to
build a summary. The summarization score consists of:
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Fig. 32.10 Flow of two-stage speech summarization

• a word significance measure based on the tf-idf
criterion• a confidence measure output by ASR• a linguistic likelihood given by n-gram probability• a word concatenation probability determined by the
dependency structure based on a stochastic depen-
dency context-free grammar (SD-CFG)

The method was further extended to summarize a se-
quence of utterances, which results in a process of
combining sentence extraction and compaction.

Kikuchi et al. [32.103, 114] proposed a two-stage
summarization method consisting of important sen-
tence extraction and word-based sentence compaction,
as shown in Fig. 32.10. After removing fillers from the
ASR output, a set of important sentences is extracted,
and sentence compaction is applied to them. In the
course of these processes, sentence and word units are
extracted from the transcript and concatenated to pro-
duce a summary to maximize the summarization score
mentioned above. The method was applied to broad-
cast news as well as oral presentations in the CSJ. It
performed effectively for both English and Japanese
speech summarization. It was also shown that sentence
extraction plays a more important role than sentence
compaction in improving summarization performance,
especially when the summarization ratio is relatively
low, say 10%.

In this context, Hirohata et al. [32.107] incorporated
a more powerful sentence extraction method based on
SVD. Sentence position information was combined to
extract important sentences from the introduction and
conclusion segments of each presentation. They also
investigated the combination of a confidence measure
and linguistic likelihood to effectively extract sentences
with fewer ASR errors. This method improved the
performance in the case of the 10% summarization
ratio.

Because it is impossible to conduct human eval-
uation of automatic summarization results every time
methods and parameters are changed, it is indispensable
to develop objective evaluation metrics, much as is the
case in machine translation research. It is still ideal to
use manual summaries as the targets of the summariza-
tion system. Since the manual summaries vary according
to human subjects, the way in which these variations are
handled is an important problem.

Hori et al. [32.115] proposed to merge all of the
human summaries into a single word network, which
is considered to cover approximately all possible cor-
rect summaries. The word accuracy of the automatic
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summary is then measured as the summarization ac-
curacy, SumACCY, by comparing the word sequence
with the closest sequence extracted from the word net-
work. This metric works reasonably well at relatively
high summarization ratios such as 50%, but has prob-
lems at low summarization ratios such as 10%, because
the variation between manual summaries is so large that
the network accepts inappropriate summaries. There-
fore, they have also proposed the use of the word
accuracy obtained by using the manual summaries in-
dividually, SumACCY-E. In this metric, the largest
score of SumACCY-E among all human summaries
(SumACCY-E/max) or its average score (SumACCY-
E/ave) is used.

ROUGE, which is the most widely used metric, is
the n-gram recall between an automatic summary and
a set of manual summaries [32.116]. The number of
co-occurrences of 1-, 2-, or 3-grams in the manual sum-
mary and the automatic summary is usually used for this
computation.

Hirohata et al. [32.107] investigated and evaluated
these objective evaluation metrics in the framework
of sentence extraction-based speech summarization for
academic presentations with the condition of 10%
summarization ratio. Correlation analysis between sub-
jective and objective evaluation scores confirmed that
the summarization accuracy and the ROUGE based on
2- or 3-gram recall were effective evaluation metrics.

32.7 Conclusions

We have reviewed the major research efforts concern-
ing spontaneous speech processing, including speech
recognition, metadata extraction, and speech summa-
rization. Although many of the results were obtained
using the corpus of spontaneous Japanese (CSJ), most
of the conclusions should apply to all languages.

Spontaneous speech recognition requires a differ-
ent paradigm from that of conventional ASR, in that
a faithful transcript is not necessarily useful because of
the existence of disfluency phenomena and the lack of
punctuation and line breaking. Although it is arguable
whether or not we should simply remove disfluencies,
intelligent transcription, as performed by human tran-
scribers or stenographers, must include the deletion of
fillers and cleaning of self-repairs, which are addressed
in Sect. 32.5. Moreover, it should also involve the recov-
ery of omitted particles and the correction of colloquial
expressions. There is a potentially huge demand for these
types of intelligent transcription technologies, but the
current level of ASR accuracy, which is approximately
70–80%, is not satisfactory. Thus, more studies on mod-
eling and adaptation of acoustic and language models
are needed, by considering the complex factors that af-
fect the ASR performance in spontaneous speech. We
should also explore a scheme that integrates the cleaning
postprocess, or directly minimizes the edit distance with

the cleaned transcript. An approach based on weighted
finite-state transducers (WFST) is interesting for this
purpose [32.117].

Spontaneous speech processing will expand the
application of ASR technologies. First, it will make
possible automatic indexing and metadata annotation
for content-based access to huge audio archives, en-
abling text-based information retrieval and extraction
techniques to be applied to audio materials. Next, it
is also useful as a means of filtering speech docu-
ments for effective presentation in various ways, for
example, by changing the summarization ratio for
a given speech document. It has been shown that cur-
rent technology can be useful for information retrieval
or key-sentence extraction, and that ASR errors of
20–30% do not affect performance greatly. For fur-
ther improvement, an integrated scheme should also
be investigated. Minimum Bayes-risk (MBR) decod-
ing can be formulated by considering the importance
of the words in information retrieval or summariza-
tion [32.118].

In the future, integration with other media, such as
video, should also be studied more intensively. Further-
more, integration with knowledge processing must be
explored, because speech is a media for exchanging
knowledge and is itself thus a source of knowledge.
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Environment33. Environmental Robustness

J. Droppo, A. Acero

When a speech recognition system is deployed
outside the laboratory setting, it needs to handle
a variety of signal variabilities. These may be
due to many factors, including additive noise,
acoustic echo, and speaker accent. If the speech
recognition accuracy does not degrade very much
under these conditions, the system is called robust.
Even though there are several reasons why real-
world speech may differ from clean speech, in this
chapter we focus on the influence of the acoustical
environment, defined as the transformations that
affect the speech signal from the time it leaves the
mouth until it is in digital format.

Specifically, we discuss strategies for dealing
with additive noise. Some of the techniques,
like feature normalization, are general enough to
provide robustness against several forms of signal
degradation. Others, such as feature enhancement,
provide superior noise robustness at the expense of
being less general. A good system will implement
several techniques to provide a strong defense
against acoustical variabilities.
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33.1 Noise Robust Speech Recognition

This chapter addresses the problem of additive noise
at the input to an automatic speech recognition (ASR)
system. Parts H and I in this Handbook address how to
build microphone arrays for superior sound capture, or
how to reduce noise for perceptual audio quality. Both of
these subjects are orthogonal to the current discussion.

Microphone arrays are useful in that improved au-
dio capture should be the first line of defense against

additive noise. However, despite the best efforts of the
system designer, there will always be residual addi-
tive noise. In general, speech recognition systems prefer
linear array algorithms, such as beam forming, to non-
linear techniques. Although nonlinear techniques can
achieve better suppression and perceptual quality, the in-
troduced distortions tend to confuse speech recognition
systems.
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Furthermore, speech enhancement algorithms de-
signed for improved human perception do not always
help ASR accuracy. Most enhancement algorithms in-
troduce some signal distortion, and the type of distortion
that can be tolerated by humans and computers can be
quite different.

Additive noise is common in daily life, and can be
roughly categorized as either stationary or nonstation-
ary. Stationary noise, such as that made by a computer
fan or air conditioning, has a frequency spectrum that
does not change over time. In contrast, the spectrum of
a nonstationary noise changes over time. Some exam-
ples of nonstationary noise are a closing door, music,
and other speakers’ voices. In practice, no noise is per-
fectly stationary. Even the noises from a computer fan,
an air-conditioning system, or a car will change over
a long enough time period.

33.1.1 Standard Noise-Robust ASR Tasks

When building and testing noise-robust automatic
speech recognition systems, there are a rich set of
standards to test against.

The most popular tasks today were generated by
the European Telecommunications Standards Institute’s
technical committee for Speech, Transmission Planning,
and Quality of Service (ETSI STQ). Their AURORA
digital speech recognition (DSR) working group was
formed to develop and standardize algorithms for
distributed and noise-robust speech recognition. As
a byproduct of their work, they released a series of
standard tasks [33.1] for system evaluation. Each task
consists of all the necessary components for running
an experiment, including data and recipes for building
acoustic and language models, and scripts for running
evaluations against different testing scenarios.

The Aurora 2 task is the easiest to set up and use,
and is the focus of many results in this chapter. The
data was derived from the TIDigits corpus [33.2], which
consists of continuous English digit strings of vary-
ing lengths, spoken into a close-talking microphone.
To simulate noisy telephony environments, these clean
utterances were first downsampled to 8 kHz, and then
additive and convolutional noise was added. The addi-
tive noise is controlled to produce noisy signals with
a range of signal-to-noise ratios (SNRs) of −5–20 dB.

The noise types include both stationary and non-
stationary noises, and are broken down into three sets:
set A (subway, babble, car, and exhibition), set B (restau-
rant, street, airport, and station), and set C (subway and
street). Set C contains one noise from set A, and one

from set B, and also includes extra convolutional noise.
There are two sets of training data, one is clean and the
other is noisy. The noisy training data contains noises
similar to set A. This represents the case where the sys-
tem designers are able to anticipate correctly the types
of noises that the system will see in practice. Test set B,
on the other hand, has four different types of noises.

The acoustic model training recipe that was origi-
nally distributed with Aurora 2 was considered to be
too weak. As a result, many researchers built better
acoustic models to showcase their techniques. How-
ever, this made their results incomparable. To rectify
this problem, a standard complex back-end recipe [33.3]
was proposed, which is the proper model to use when
performing new experiments on this task.

The Aurora 3 task is similar in complexity to the Au-
rora 2 task, but covers four other European languages in
real car noise scenarios. Because the data is a subset of
the SpeechDat car database [33.4], the noise types be-
tween Aurora 2 and Aurora 3 are quite different. The
noise types chosen for Aurora 2 can be impulsive and
nonstationary, but the car noise in Aurora 3 tends to be
well modeled by stationary colored noise. Whereas the
noisy utterances in Aurora 2 are artificially mixed, the
noisy utterances of Aurora 3 were collected in actual
noisy environments. Nevertheless, techniques exhibit
a strong correlation in performance between Aurora 2
and Aurora 3, indicating that digitally simulated noisy
speech is adequate for system evaluation.

The Aurora 4 task was developed to showcase noise-
robust speech recognition for larger-vocabulary systems.
Whereas the previous Aurora tasks have 10 or 11 word
vocabularies, the Aurora 4 task has a 5000-word vo-
cabulary. In much the same way that Aurora 2 was
derived from the clean TIDigits corpus, the Aurora 4
task was derived from the clean Wall Street Journal
(WSJ) corpus [33.5]. Noises are digitally mixed at sev-
eral signal-to-noise ratios. Because of the difficulty in
setting up the larger system, the Aurora 4 task is not
as commonly cited in the literature. The Aurora 4 task
is relevant because some techniques that work well on
Aurora 2 either become intractable or fail on larger-
vocabulary tasks.

Noisex-92 [33.6] is a set of data that is also useful
in evaluating noise robust speech recognition systems. It
consists of two CD-ROMS of audio recordings, suitable
for use in artificially mixing noise with clean speech
to produce noisy speech utterances. There is a great
variety of noises available with the data, including voice
babble, factory noise, F16 fighter jet noise, M109 tank
noise, machine gun noise, and others.
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Table 33.1 Word accuracy for the Aurora 2 test sets using the clean acoustic model baseline

SNR (dB) Test set A Test set B Test set C Average

Clean 99.63 99.63 99.60 99.62
20 95.02 91.71 97.02 94.58

15 85.16 78.10 92.38 85.21

10 64.50 55.75 77.78 66.01
5 34.59 29.21 51.36 38.39

0 13.61 9.75 22.82 15.40
−5 5.87 4.08 11.47 7.14

Average (0–20) 58.58 52.90 68.27 58.25

Another common evaluation task for noise robust
speech recognition systems is the speech in noisy envi-
ronments (SPINE) evaluation [33.7]. It was created for
the Department of Defense digital voice processing con-
sortium, to support the 2000 SPINE1 evaluation. The
corpus contains 9 h 22 min of audio data, collected in
simulated noisy environments where users collaborate
using realistic handsets and communications channels
to seek and shoot targets, similar to the game Battle-
ship.

33.1.2 The Acoustic Mismatch Problem

To understand the extent of the problem of recognizing
speech in noise, it is useful to look at a concrete example.
Many of the techniques in this chapter are tested on
the Aurora 2 task. Table 33.1 contains typical results
from the baseline Aurora 2 system. Here, an acoustic
model is trained on clean, noise-free data, and tested on
data with various digitally simulated noise levels. The
accuracy on clean test data averages 99.62%, which may
be acceptable for some applications.

As soon as any noise is present in the test data,
the system rapidly degrades. Even at a mild 20 dB
signal-to-noise ratio (SNR), the system produces more
than 14 times as many errors compared to clean data.
(The signal-to-noise ratio is defined as the ratio of sig-
nal energy to noise energy in the received signal. It is
typically measured in decibels (dB), and calculated as
10log10[Energy(signal)/Energy(noise)]. An SNR above
30 dB sounds quite noise-free. At 0 dB SNR, the sig-
nal and noise are at the same level.) As the SNR
decreases further, the problem becomes more intense.
Why does an ASR system perform so poorly when pre-
sented with even mildly corrupted signals? The answer
is deceptively simple. Automatic speech recognition is
fundamentally a pattern matching problem. And, when
a system is tested on patterns that are unlike anything
used to train it, errors are likely to occur. The funda-

mental problem is the acoustic mismatch between the
training and testing data.

Figure 33.1 illustrates the severity of the problem. It
compares the histograms for C1 between clean speech
and moderately noisy speech. (C1, the first cepstral co-
efficient, is typical speech feature used by automatic
speech recognition systems.) The two histograms are
quite dissimilar. Obviously, a system trained under one
condition will fail under the other.

33.1.3 Reducing Acoustic Mismatch

The simplest solution to the acoustic mismatch prob-
lem is to build an acoustic model that is a better match
for the test data. Techniques that can be helpful in that
respect are multistyle training and model adaptation.
These types of algorithms are covered in Sect. 33.2.

Another common approach to solving the acous-
tic mismatch problem is to transform the data so that
the training and testing data tend to be more simi-
lar. These techniques concentrate on either normalizing
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Fig. 33.1 Additive noise creates a mismatch between clean
training data and noisy testing data. Here, the histogram for
a clean speech feature is strikingly different from the same
histogram computed from noisy speech
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out the effects of noise, or learning transformations
that map speech into a canonical noise-free represen-
tation. Examples of such techniques are cepstral mean
normalization and stereo piecewise linear compensa-
tion for environment (SPLICE), which are covered in
Sect. 33.3.

The techniques mentioned so far are powerful, but
limited. They do not assume any form for the acous-
tic mismatch, so they can be applied to compensate
for a wide range of corrupting influences. But, because
they are unstructured, they need a lot of data to han-
dle a new condition. Section 33.4 introduces a model
of how noise corrupts clean speech features. Later, the
model is used to derive powerful data-thrifty adaptation
and normalization algorithms.

Section 33.5 presents the first class of these algo-
rithms, which adapt the parameters of a clean acoustic
model to approximate an acoustic model for noisy

speech. Parallel model combination with a log-normal
approximation is covered, as is vector Taylor-series
(VTS) model adaptation.

The model for how additive noise corrupts clean
speech features can also be used to do speech feature en-
hancement. Section 33.6 covers the classic technique of
spectral subtraction as it can be integrated into speech
recognition. It also covers vector Taylor-series speech
enhancement, which has proven to be an easy and
economical alternative to full model adaptation.

The last set of techniques discussed in this chapter
are hybrid approaches that bridge the space between
model and feature based techniques. In general, the
former are more powerful, but the latter are easier to
compute. Uncertainty decoding and noise adaptive train-
ing are two examples presented in Sect. 33.7, which are
more powerful than a purely feature-based approach, but
without the full cost of model adaptation.

33.2 Model Retraining and Adaptation

The best way to train any pattern recognition system is
to train it with examples that are similar to those it will
need to recognize later.

One of the worst design decisions to make is to train
the acoustic model with data that is dissimilar to the
expected testing input. This usually happens when the
training data is collected in a quiet room using a close-
talking microphone. This data will contain very good
speech, with little reverberation or additive noise, but
it will not look anything like what a deployed system
will collect with its microphone. It’s true that robustness
algorithms can ameliorate this mismatch, but it is hard
to cover up for a fundamental design flaw.

The methods presented in this section demonstrate
that designing appropriate training data can greatly im-
prove the accuracy of the final system.

33.2.1 Retraining on Corrupted Speech

To build an automatic speech recognition system that
works in a particular noise condition, one of the best
solutions is to find training data that matches this con-
dition, train the acoustic model from this data in the
normal way, and then decode the noisy speech without
further processing. This is known as matched condition
training.

If the test conditions are not known precisely, multi-
style training [33.8] is a better choice. Instead of using
a single noise condition in the training data, many dif-

ferent kinds of noises are used, each of which would be
reasonable to expect in deployment.

Matched condition training can be simulated with
sample noise waveforms from the new environments.
These noise waveforms are artificially mixed with clean
training data to create a synthetically noisy training data
set. This method allows us to adapt the model to the new
environment with a relatively small amount of data from
the new environment, yet use a large amount of training
data for the system.

The largest problem with multistyle training is that
it makes components in the acoustic model broader
and less discriminative. As a result, accuracy in any
one condition is slightly worse than if matched con-
dition training were available, but much better than if
a mismatched training were used.

Tables 33.1 and 33.2 present the standard clean con-
dition and multistyle training results from the Aurora 2
tasks. In the clean condition experiments, the acoustic
model is built with uncorrupted data, even though the test
data has additive noise. This is a good example of mis-
matched training conditions, and the resulting accuracy
is quite low.

The multistyle training results in Table 33.2 are much
better than the clean training results of Table 33.1. Even
though the noises from set B are different from the train-
ing set, their accuracy has been improved considerably
over the mismatched clean condition training. Also, no-
tice that the word accuracy of the clean test data is lower
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Table 33.2 Word accuracy for the Aurora 2 test sets using the multistyle acoustic model baseline

SNR (dB) Test set A Test set B Test set C Average

Clean 99.46 99.46 99.46 99.45

20 98.99 98.59 98.78 98.79

15 98.41 97.56 98.12 98.03

10 96.94 94.94 96.05 95.98

5 91.90 88.38 87.92 89.40

0 70.53 69.36 59.35 66.42

−5 30.26 33.05 25.16 29.49

Average (0–20) 91.36 89.77 88.04 90.06

for the multistyle-trained models. This is typical of mul-
tistyle training: whereas before, the clean test data was
matched to the clean training data, now every type of
test data has a slight mismatch.

33.2.2 Single-Utterance Retraining

Taken to the extreme, the retraining approach outlined
above could be used to generate a new acoustic model
for every noisy utterance encountered.

The first step would be to extract exemplar noise sig-
nals from the current noisy utterance. This is then used
to artificially corrupt a clean training corpus. Finally,
an utterance specific acoustic model is trained on this
corrupted data. Such a model should be a good match
to the current utterance, and we would expect excellent
recognition performance.

Of course, this approach would only be feasible for
small systems where the training data can be kept in
memory and where the retraining time is small. It would
certainly not be feasible for large-vocabulary speaker-
independent systems.

The idea of using an utterance-specific acoustic
model can be made more efficient by replacing the rec-
ognizer retraining step with a structured adaptation of
the acoustic model. Each Gaussian component in the
acoustic model is adapted to account for how its pa-
rameters would change in the presence of noise. This

idea is the basis of the techniques such as parallel
model combination (PMC) and VTS model adaptation
in Sect. 33.5, where a model for noise is composed with
the acoustic model for speech, to build a noisy speech
model. Although they are less accurate than the brute-
force method just described, they are computationally
simpler.

33.2.3 Model Adaptation
In the same way that retraining the acoustic model for
each utterance can provide good noise robustness, stan-
dard unsupervised adaptation techniques can be used to
approximate this effect.

Speaker adaptation algorithms, such as maximum
a priori (MAP) or maximum likelihood linear regression
(MLLR), are good candidates for robustness adapta-
tion. Since MAP is an unstructured method, it can
offer results similar to those of matched conditions,
but it requires a significant amount of adaptation data.
MLLR can achieve reasonable performance with about
a minute of speech for minor mismatches [33.9]. For se-
vere mismatches, MLLR also requires a large number of
transformations, which, in turn, require a larger amount
of adaptation data.

In [33.10], it was shown how MLLR works on Au-
rora 2. That paper reports a 9.2% relative error rate
reduction over the multistyle baseline, and a 25% relative
error rate reduction over the clean condition baseline.

33.3 Feature Transformation and Normalization

This section demonstrates how simple feature normal-
ization techniques can be used to reduce the acoustic
mismatch problem. Feature normalization works by re-
ducing the mismatch between the training and the testing
data, leading to greater robustness and higher recogni-
tion accuracies.

It has been demonstrated that feature normalization
alone can provide many of the benefits of noise robust-
ness specific algorithms. In fact, some of the best results
on the Aurora 2 task have been achieved with feature
normalization alone [33.11]. Because these techniques
are easy to implement and provide impressive results,
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they should be included in every noise-robust speech
recognition system.

This section covers the most common feature
normalization techniques, including voice activity de-
tection, automatic gain normalization, cepstral mean and
variance normalization, cepstral histogram normaliza-
tion, and cepstral filtering.

33.3.1 Feature Moment Normalization

The goal of feature normalization is to apply a trans-
formation to the incoming observation features. This
transformation should eliminate variabilities unrelated
to the transcription, while reducing the mismatches be-
tween the training and the testing utterances. Even if you
do not know how the ASR features have been corrupted,
it is possible to normalize them to reduce the effects of
the corruption.

With moment normalization, a one-to-one transfor-
mation is applied to the data, so that its statistical mo-
ments are normalized. Techniques using this approach
include cepstral mean normalization, cepstral mean and
variance normalization, and cepstral histogram normal-
ization. Respectively, they try to normalize the first, the
first two, and all the moments of the data. The more mo-
ments that are normalized, the more data is needed to
prevent loss of relevant acoustic information.

Another type of normalization affects only the
energy-like features of each frame. Automatic gain nor-
malization (AGN) is used to ensure that the speech
occurs at the same absolute signal level, regardless of
the incoming level of background noise or SNR. The
simplest of these AGN schemes subtracts the maximum
C0 value from every frame for each utterance. With this
method, the most energetic frame (which is likely to con-
tain speech) gets a C0 value of zero, while every other
frame gets a negative C0.

When using moment normalization, it is sometimes
beneficial to use AGN on the energy-like features, and
the more-general moment normalization on the rest. For
each of the moment normalization techniques discussed
below, the option of treating C0 separately with AGN is
evaluated.

Cepstral Mean Normalization
Cepstral mean normalization is the simplest feature
normalization technique to implement, and should be
considered first. It provides many of the benefits avail-
able in the more-advanced normalization algorithms.

For our analysis, the received speech signal x[m]
is used to calculate a sequence of cepstral vectors

{x0, x1, . . . , xT−1}. In its basic form, cepstral mean nor-
malization (CMN) (Atal [33.12]) consists of subtracting
the mean feature vector μx from each vector xt to obtain
the normalized vector x̂t :

μx = 1

T

∑
t

xt , (33.1)

x̂t = xt−μx . (33.2)

As a result, the long-term average of any observation
sequence (the first moment) is zero.

It is easy to show that CMN makes the features robust
to some linear filtering of the acoustic signal, which
might be caused by microphones with different transfer
functions, varying distance from user to microphone, the
room acoustics, or transmission channels.

To see this, consider a signal y[m], which is the
output of passing x[m] through a filter h[m]. If the
filter h[m] is much shorter than the analysis window
used to compute the cepstra, the new cepstral sequence
{y0, y1, . . . , yT−1} will be equal to

yt = xt +h . (33.3)

Here, the cepstrum of the filter h is defined as the discrete
cosine transform (DCT) of the log power spectrum of
the filter coefficients h[m]:

h= C
(

ln |H(ω0)|2 . . . ln |H(ωM)|2) . (33.4)

Since the DCT is a linear operation, it is represented
here as multiplication by the matrix C.

The sample mean of the filtered cepstra is also offset
by h, a factor which disappears after mean normaliza-
tion:

μy = 1

T

T−1∑
t=1

yt = μx+h , (33.5)

ŷt = yt−μy = x̂t . (33.6)

As long as these convolutional distortions have
a time constant that is short with respect to the front
end’s analysis window length, and does not suppress
large regions of the spectrum below the noise floor (e.g.,
a severe low-pass filter), CMN can virtually eliminate
their effects. As the filter length h[m] grows, (33.3)
becomes less accurate and CMN is less effective in re-
moving the convolutional distortion. In practice, CMN
can normalize the effect of different telephone channels
and microphones, but fails with reverberation times that
start to approach the analysis window length [33.13].

Tables 33.3 and 33.4 show the effectiveness of
whole-utterance CMN on the Aurora 2 task. In the
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Table 33.3 Word accuracy for Aurora 2, using cepstral mean normalization and an acoustic model trained on clean data.
CMN reduces the error rate by 31% relative to the baseline in Table 33.1

Energy normalization Normalization level Set A Set B Set C Average

CMN Static 68.55 73.51 69.48 70.72

AGN Static 69.46 69.84 74.15 70.55

AGN Full 70.34 70.74 74.88 71.41

CMN Full 68.65 73.71 69.69 70.88

Table 33.4 Word accuracy for Aurora 2, using cepstral mean normalization and an acoustic model trained on multistyle
data. CMN reduces the error rate by 30% relative to the baseline in Table 33.2

Energy normalization Normalization level Set A Set B Set C Average

CMN Static 92.93 92.73 93.49 92.96

AGN Static 93.15 92.61 93.52 93.01

AGN Full 93.11 92.63 93.56 93.01

CMN Full 92.97 92.62 93.32 92.90

best case, CMN reduces the error rate by 31% relative
using a clean acoustic model, and 30% relative using
a multistyle acoustic model.

Both tables compare applying CMN on the energy
feature to using AGN. In most cases, using AGN is better
than applying CMN on the energy term. The failure of
CMN on the energy feature is most likely due to the ran-
domness it induces on the energy of noisy speech frames.
AGN tends to put noisy speech at the same level regard-
less of SNR, which helps the recognizer make sharp
models. On the other hand, CMN will make the energy
term smaller in low-SNR utterances and larger in high-
SNR utterances, leading to less-effective speech models.

There are also two different stages in which CMN
can be applied. One option is to use CMN on the static
cepstra, before computing the dynamic cepstra. Because
of the nature of CMN, this is equivalent to leaving the
dynamic cepstra untouched. The other option is to use
CMN on the full feature vector, after dynamic cepstra
have been computed from the unnormalized static cep-
stra. Tables 33.3 and 33.4 both show that it is slightly
better to apply the normalization to the full feature
vectors.

Cepstral Variance Normalization
Cepstral variance normalization (CVN) is similar to
CMN, and the two are often paired as cepstral mean
and variance normalization (CMVN). CMVN uses both
the sample mean and standard deviation to normalize
the cepstral sequence:

σx
2 = 1

T

T−1∑
t=0

x2
t −μ2

x , (33.7)

xt = xt −μx

σx
. (33.8)

After normalization, the mean of the cepstral se-
quence is zero, and it has a variance of one.

Unlike CMN, CVN is not associated with addressing
a particular type of distortion. It can, however, be shown
empirically that it provides robustness against acoustic
channels, speaker variability, and additive noise.

Tables 33.5 and 33.6 show how CMVN affects
accuracy on the Aurora 2 task. Adding variance nor-
malization to CMN reduces the error rate 8.7% relative
using a clean acoustic model, and by 8.6% relative when
using a multistyle acoustic model.

As with CMN, CMVN is best applied to the full
feature vector, after the dynamic cepstra have been
computed. Unlike CMN, the tables show that apply-
ing CMVN to the energy term is often better than using
whole-utterance AGN. Because CMVN is both shifting
and scaling the energy term, both the noisy speech and
the noise are placed at a consistent absolute levels.

Cepstral Histogram Normalization
Cepstral histogram normalization (CHN) [33.14] takes
the core ideas behind CMN and CVN, and extends them
to their logical conclusion. Instead of only normalizing
the first or second central moments, CHN modifies the
signal such that all of its moments are normalized. As
with CMN and CHN, a one-to-one transformation is in-
dependently applied to each dimension of the feature
vector.

The first step in CHN is choosing a desired dis-
tribution for the data, px(x). It is common to choose
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Table 33.5 Word accuracy for Aurora 2, using cepstral mean and variance normalization and an acoustic model trained
on clean data. CMVN reduces the error rate by 8.7% relative to the CMN results in Table 33.3. CMVN is much better
than AGN at energy normalization, probably because it provides consistent absolute levels for both speech and noise,
whereas AGN only normalizes the speech

Energy normalization Normalization level Set A Set B Set C Average

AGN Static 72.96 72.4 76.48 73.44

CMVN Static 79.34 79.86 80.8 79.84

CMVN Full 84.46 85.55 84.84 84.97

AGN Full 72.77 72.23 77.02 73.40

Table 33.6 Word accuracy for Aurora 2, using cepstral mean and variance normalization and an acoustic model trained
on multistyle data. CVMN reduces the error rate by 8.6% relative to the baseline in Table 33.4. The difference between
CMVN and AGN for energy normalization is less pronounced than in Table 33.5

Energy normalization Normalization level Set A Set B Set C Average

AGN Static 93.34 92.79 93.62 93.18

CMVN Static 93.33 92.57 93.24 93.01

CMVN Full 93.80 93.09 93.70 93.50

AGN Full 93.37 92.76 93.70 93.19

a Gaussian distribution with zero mean and unit covari-
ance. Let py(y) represent the actual distribution of the
data to be transformed.

It can be shown that the following function f (·)
applied to y produces features with the probability
distribution function (PDF) px(x):

f (y)= F−1
x [Fy(y)] . (33.9)

Here, Fy(y) is the cumulative distribution function
(CDF) of the test data. Applying Fy(·) to y transforms the
data distribution from py(y) to a uniform distribution.
Subsequent application of F−1

x (·) imposes a final distri-
bution of px(x). When the target distribution is chosen to
be Gaussian as described above, the final sequence has
zero mean and unit covariance, just as if CMVN were
used. Additionally, every other moment would match
the target Gaussian distribution.

Whole-utterance Gaussianization is easy to imple-
ment by applying (33.9) independently to each feature
dimension.

First, the data is transformed using (33.10) so it has
a uniform distribution. The summation counts how many
frames have the i-th dimension of y less than the value
in frame m, and divides by the number of frames. The
resulting sequence of y′i [m] has a uniform distribution
between zero and one:

y′i [m] =
1

M

M∑
m′=1

1
(
yi [m′]< yi [m]

)
. (33.10)

The second and final step consists of transforming
y′i [m] so that it has a Gaussian distribution. This can be
accomplished, as in (33.11), using an inverse Gaussian
CDF G−1

x :

yCHN
i [m] = G−1

x

(
y′i [m]

)
. (33.11)

Tables 33.7 and 33.8 show the results of applying
CHN to the Aurora 2 task. As with CMVN, it is better to
apply the normalizing transform to a full feature vector,
and to avoid the use of a separate AGN step. In the end,
the results are not significantly better than CMVN.

Analysis of Feature Normalization
When implementing feature normalization, it is very
important to use enough data to support the chosen
technique. In general, with stronger normalization al-
gorithms, it is necessary to process longer segments of
speech.

As an example, let us analyze the effect of CMN on
a short utterance. Consider an utterance contains a single
phoneme, such as the fricative /s/. The mean μx will be
very similar to the frames in this phoneme, since /s/
is quite stationary. Thus, after normalization, μx ≈ 0.
A similar result will happen for other fricatives, which
means that it would be impossible to distinguish these
ultrashort utterances, and the error rate will be very high.
If the utterance contains more than one phoneme but is
still short, the problem is not insurmountable, but the
confusion among phonemes is still higher than if no
CMN had been applied.
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Table 33.7 Word accuracy for Aurora 2, using cepstral histogram normalization and an acoustic model trained on clean
data. As with CMVN, CHN is much better than AGN at energy normalization. The CHN results on Aurora 2 are similar
to the CMVN results presented in Table 33.5

Energy normalization Normalization level Set A Set B Set C Average

AGN Static 70.34 71.14 73.76 71.34

CHN Static 82.49 84.06 83.66 83.35

CHN Full 83.64 85.03 84.59 84.39

AGN Full 69.75 70.23 74.25 70.84

Table 33.8 Word accuracy for Aurora 2, using cepstral histogram normalization and an acoustic model trained on
multistyle data. The CHN results on Aurora 2 are similar to the CMVN results presented in Table 33.8

Energy normalization Normalization level Set A Set B Set C Average

AGN Static 93.19 92.63 93.45 93.02

CHN Static 93.17 92.69 93.04 92.95

CHN Full 93.61 93.21 93.49 93.43

AGN Full 93.29 92.73 93.74 93.16

If test utterances are too short to support the chosen
normalization technique, degradation will be most ap-
parent in the clean-speech recognition results. CMVN
and CHN, in particular, can significantly degrade the
accuracy of the clean speech tests in Aurora 2. In
cases where there is not enough data to support CMN,
Rahim has shown [33.15] that using the recognizer’s
acoustic model to estimate a maximum-likelihood mean
normalization is superior to conventional CMN.

Empirically, it has been found that CMN does not
degrade the recognition rate on utterances from the same
acoustical environment, as long as there are at least four
seconds of speech frames available. CMVN and CHN
require even longer segments of speech.

As we have seen, CMN can provide robustness
against additive noise. It is also effective in normaliz-
ing acoustic channels. For telephone recordings, where
each call has a different frequency response, the use of
CMN has been shown to provide as much as 30% rel-
ative decrease in error rate. When a system is trained
on one microphone and tested on another, CMN can
provide significant robustness.

Interestingly, it has been found in practice that the er-
ror rate for utterances within the same environment can
actually be somewhat lower. This is surprising, given
that there is no mismatch in channel conditions. One
explanation is that, even for the same microphone and
room acoustics, the distance between the mouth and the
microphone varies for different speakers, which causes
slightly different transfer functions. In addition, the cep-
stral mean characterizes not only the channel transfer

function, but also the average frequency response of
different speakers. By removing the long-term speaker
average, CMN can act as sort of speaker normalization.

One drawback of CMN, CMVN, and CHN is that
they do not discriminate between nonspeech and speech
frames in computing the utterance mean. As a result,
the normalization can be affected by the ratio of speech
to nonspeech frames. For instance, the mean cepstrum
of an utterance that has 90% nonspeech frames will be
significantly different from one that contains only 10%
nonspeech frames. As a result, the speech frames will
be transformed inconsistently, leading to poorer acoustic
models and decreased recognition accuracy.

An extension to CMN that addresses this problem
consists in computing different means for noise and
speech [33.16]:

h j+1 = 1

Ns

∑
t∈qs

xt−ms , (33.12)

n j+1 = 1

Nn

∑
t∈qn

xt−mn , (33.13)

i. e., the difference between the average vector for speech
frames in the utterance and the average vector ms for
speech frames in the training data, and similarly for the
noise frames mn. Speech/noise discrimination could be
done by classifying frames into speech frames and noise
frames, computing the average cepstra for each, and sub-
tracting them from the average in the training data. This
procedure works well as long as the speech/noise classi-
fication is accurate. This is best done by the recognizer,
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since other speech detection algorithms can fail in high
background noise.

33.3.2 Voice Activity Detection

A voice activity detection (VAD) algorithm can be used
to ensure that only a small, consistent percentage of
the frames sent to the speech recognizer are nonspeech
frames. These algorithms work by finding and eliminat-
ing any contiguous segments of nonspeech audio in the
input.

VAD is an essential component in any complete
noise-robust speech recognition system. It helps to
normalize the percentage of nonspeech frames in the ut-
terance, which, as discussed above, helps CMN perform
better. It also directly reduces the number of extra words,
or insertion errors produced by the recognition system.
Because these nonspeech frames are never sent to the
speech recognizer, they can not be mistaken for speech.
As a side-effect, because the decoder does not need to
process the eliminated frames, the overall recognition
process is more efficient.

Most standard databases, such as Aurora 2, have
been presegmented to include only a short pause before
and after each utterance. As a result, the benefits of using
VAD are not apparent on that data. Other tasks, such as
Aurora 3, include longer segments of noise before and
after the speech, and need a good VAD for optimal per-
formance. For example, [33.17] shows how a VAD can
significantly improve performance on the Aurora 3 task.

When designing a VAD, it is important to notice
that the cost of making an error is not symmetric. If
a nonspeech frame is mistakenly labeled as speech, the
recognizer can still produce a good result because the
silence hidden Markov model (HMM) may take care of
it. On the other hand, if some speech frames are lost, the
recognizer cannot recover from this error.

Some VAD use a single feature, such as energy,
together with a threshold. More-sophisticated systems
use log-spectra or cepstra, and make decisions based on
Gaussian mixture models (GMMs) or neural networks.
They can leverage acoustic features that the recognizer
may not, such as pitch, zero crossing rate, and duration.
As a result, a VAD can do a better job than the general
recognition system at rejecting nonspeech segments of
the signal.

Another common way to reduce the number of in-
sertion errors is to tune the balance of insertion and
deletion errors with the recognizer’s insertion penalty
parameter. In a speech recognition system, the inser-
tion penalty is a fixed cost incurred for each recognized

word. For a given set of acoustic observations, increas-
ing this penalty causes fewer words to be recognized. In
practice, the number of insertion errors can be reduced
significantly while only introducing a moderate number
of deletion errors.

33.3.3 Cepstral Time Smoothing

CMN, as originally formulated, requires a complete ut-
terance to compute the cepstral mean; thus, it cannot be
used in a real-time system, and an approximation needs
to be used. In this section we discuss a modified version
of CMN that can address this problem, as well as a set of
cepstral filtering techniques that attempt to do the same
thing.

Because CMN removes any constant bias from the
cepstral time series, it is equivalent to a high-pass filter
with a cutoff frequency arbitrarily close to zero. This
insight suggests that other types of high-pass filters may
also be used. One that has been found to work well in
practice is the exponential filter, so the cepstral mean
μx[m] is a function of time:

μx[m] = αx[m]+ (1−α)μx[m−1] , (33.14)

where α is chosen so that the filter has a time constant
of at least 5 s of speech. For example, when the analysis
frame rate is 100 frames per second, anα of 0.999 creates
a filter with a time constant of almost 7 s.

This idea of using a filter to normalizing a sequence
of cepstral coefficients is quite powerful, and can be
extended to provide even better results.

In addition to a high-pass CMN-like filter, it is also
beneficial to add a low-pass component to the cepstral
filter. This is because the rate of change of the speech
spectrum over time is limited by human physiology,
but the interfering noise components are not. Abrupt
spectral changes are likely to contain more noise than
speech. As a result, disallowing the cepstra from chang-
ing too quickly increases their effective SNR. This is
the central idea behind relative spectral (RASTA) and
autoregressive moving average (ARMA) filtering.

The relative spectral processing or RASTA [33.18]
combines both high- and low-pass cepstral filtering into
a single noncausal infinite impulse response (IIR) trans-
fer function:

H(z)= 0.1(z4)
2+ z−1− z−3−2z−4

1−0.98z−1
. (33.15)

As in CMN, the high-pass portion of the filter is
expected to alleviate the effect of convolutional noise
introduced in the channel. The low-pass filtering helps to
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smooth some of the fast frame-to-frame spectral changes
present. Empirically, it has been shown that the RASTA
filter behaves similarly to the real-time implementation
of CMN, albeit with a slightly higher error rate.

ARMA filtering is similar to RASTA, in that a linear
time invariant (LTI) filter is applied separately to each
cepstral coefficient. The following equation:

H(z)= (z2)
1+ z−1+ z−2

5− z−1− z−2
(33.16)

is an example of a second-order ARMA filter. Unlike
RASTA, ARMA is purely a low-pass filter. As a result,
ARMA should be used in conjunction with an additional
explicit CMN operation.

It was shown in [33.11] how this simple tech-
nique can do better than much more-complex robustness
schemes. In spite of its simplicity, those results were the
best of their time.

33.3.4 SPLICE – Normalization Learned
from Stereo Data

The SPLICE technique was first proposed [33.19] as
a brute-force solution to the acoustic mismatch prob-
lem. Instead of blindly transforming the data as CMN,
CHN, or RASTA, SPLICE learns the joint probability
distribution for noisy speech and clean speech, and uses
it to map each received cepstra into a clean estimate.
Like CHN, SPLICE is a nonlinear transformation tech-
nique. However, whereas CHN implicitly assumes the
features are uncorrelated, SPLICE learns and uses the
correlations naturally present in speech features.

The SPLICE transform is built from a model of the
joint distribution of noisy cepstra y and clean cepstra x.
The model is a Gaussian mixture model containing K
mixture components:

p(y, x)=
K∑

k=1

p(x|y, k)p(y, k) . (33.17)

The distribution p(y, k) is itself a Gaussian mixture
model on y, which takes the form

p(y, k)= p(y|k)p(k)= N(y;μk, σk)p(k) . (33.18)

The conditional distribution p(x|y, k) predicts the
clean feature value given a noisy observation and a Gaus-
sian component index k:

p(x|y, k)= N(x; Ak y+bk, Γk) . (33.19)

Due to their effect on predicting x from y, the matrix
Ak is referred to as the rotation matrix, and the vector
bk is called the offset vector. The matrix Γk represents
the error incurred in the prediction.

Even though the relationship between x and y is
nonlinear, this conditional linear prediction is suffi-
cient. Because the GMM p(y, k) effectively partitions
the noisy acoustic space into K regions, each p(x|y, k)
only needs to be accurate in one of these regions.

The SPLICE transform is derived from the joint
distribution p(x, y, k) by finding the expected value
of the clean speech x, given the current noisy
observation y. This approach finds the minimum
mean-squared error (MMSE) estimate for x under
the model, an approach pioneered by the codeword-
dependent cepstral normalization (CDCN) [33.20]
and multivariate-gaussian-based cepstral normalization
(RATZ) [33.21] algorithms:

x̂MMSE = E{x|y} =
K∑

k=1

E{x|y, k}p(k|y)

=
K∑

k=1

(Ak y+bk)p(k|y) , (33.20)

where the posterior probability p(k|y) is given by

p(k|y)= p(y, k)
K∑

k′=1
p(y, k′)

. (33.21)

Another option is to find an approximate maxi-
mum likelihood estimate for x under the model, which
is similar to the fixed codeword-dependent cepstral
normalization algorithm algorithm [33.20]. A good ap-
proximate solution to

x̂ML =maxx p(x|y) (33.22)

is

x̂ML ≈ Ak̂ y+bk̂ , (33.23)

where

k̂ = arg maxk p(y, k) . (33.24)

Whereas the approximate maximum-likelihood
(ML) estimate above involves a single affine transfor-
mation, the MMSE solution requires K transformations.
Even though the MMSE estimate produces more-
accurate recognition results, the approximate ML
estimate may be substituted when the additional com-
putational cost is prohibitive.

Another popular method for reducing the additional
computational cost is to replace the learned rotation ma-
trix Ak with the identity matrix I . This produces systems
that are more efficient, with only a modest degradation
in performance [33.19].
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A number of different algorithms [33.20, 21] have
been proposed that vary in how the parameters μk , Σk,
Ak , bk, and Γk are estimated.

If stereo recordings are available from both the clean
signal and the noisy signal, then we can estimate μk and
Σk by fitting a mixture Gaussian model to y using stan-
dard maximum-likelihood training techniques. Then Ak,
bk, and Γk can be estimated directly by linear regression
of x and y. The FCDCN algorithm [33.20, 22] is a vari-
ant of this approach when it is assumed that Σk = σ2 I ,
Γk = γ 2 I , and Ak = I , so that μk and bk are estimated
through a vector quantization (VQ) procedure and bk is
the average difference (y− x) for vectors y that belong
to mixture component k.

Often, stereo recordings are not available and we
need other means of estimating the parameters μk,
Σk, Ak , bk, and Γk. CDCN [33.22] and VTS enhance-
ment [33.21] are examples of algorithms that use a model
of the environment (Sect. 33.4). This model defines
a nonlinear relationship between x, y and the environ-
mental parameters n for the noise. The CDCN method
also uses an MMSE approach where the correction vec-
tor is a weighted average of the correction vectors for
all classes. Other methods that do not require stereo
recordings or a model of the environment are presented
in [33.21].

Recent improvements in training the transforma-
tion parameters have been proposed using discriminative
training [33.23–25]. In this case, the noisy-speech GMM
is developed from the noisy training data, or from a larger
acoustic model developed from that data. The correction
parameters are then initialized to zero, which corre-
sponds to the identity transformation. Subsequently,
they are trained to maximize a discriminative criterion,
such as minimum classification error (MCE) [33.24],
maximum mutual information (MMI) [33.23], or min-
imum phone error (MPE) [33.25]. It has been shown
that this style of training produces superior results to the
two-channel MMSE approach, and can even increase ac-
curacy in noise-free test cases. The main disadvantage of
this approach is that it is easy to overtrain the transforma-
tion, which can actually reduce robustness of the system
to noise types that do not occur in the training set. This
can be easily avoided by the customary use of regular-
ization and separate training, development, and test data.

Although the SPLICE transform is discussed here,
there are many alternatives available. The function to
map from y to x can be approximated with a neu-
ral network [33.26], or as a mixture of Gaussians
as in probabilistic optimum filtering (POF) [33.27],
FCDCN [33.28], RATZ [33.21], and stochastic vector
mapping (SVM) [33.24].

33.4 A Model of the Environment

Sections 33.2 and 33.3 described techniques that address
the problem of additive noise by blindly reducing the
acoustic mismatch between the acoustic model and the
expected test data. These techniques are powerful and
general, and are often used to solve problems other than
additive noise. However, the more-effective solutions
generally require more data to operate properly.

In this section, we use knowledge of the nature
of the degradation to derive the relationship between
the clean and observed signals in the power-spectrum,
log-filterbank, and cepstral domains. Later, Sects. 33.5
and 33.6 show how several related methods leverage
this model to produce effective noise robust speech
recognition techniques.

In the acoustic environment, the clean speech sig-
nal coexists with many other sound sources. They mix
linearly in the air, and a mixture of all these signals
is picked up by the microphone. For our purposes, the
clean speech signal that would have existed in the ab-
sence of noise is denoted by the symbol x[m], and all of
the other noises that are picked up by the microphone

are represented by the symbol n[m]. Because of the lin-
ear mixing, the observed signal y[m] is simply the sum
of the clean speech and noise:

y[m] = x[m]+n[m] . (33.25)

Unfortunately, the additive relationship of (33.25) is
destroyed by the nonlinear process of extracting cep-
stra from y[m]. Figure 33.2 demonstrates the path that
the noisy signal takes on its way to becoming a cepstral
feature vector observation vector. It consists of dividing
the received signal into frames, performing a frequency
analysis and warping, applying a logarithmic compres-
sion, and finally a decorrelation and dimensionality
reduction.

The first stage of feature extraction is framing. The
signal is split into overlapping segments of about 25 ms
each. These segments are short enough that, within
each frame of data, the speech signal is approximately
stationary. Each frame is passed through a discrete
Fourier transform (DFT), where the time-domain signal
becomes a complex-valued function of discrete fre-
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quency k. Concentrating our analysis on a single frame
of speech Y [k], clean speech and noise are still additive:

Y [k] = X[k]+ N[k] . (33.26)

The next processing step is to turn the observed
complex spectra into real-valued power spectra, through
the application of a magnitude-squared operation. The
power spectrum of the observed signal is

|Y [k]|2 = |X[k]|2+|N[k]|2+2|X[k]||N[k]| cos θ ,
(33.27)

a function of the power spectrum of the clean speech and
of the noise, as well as a cross-term. This cross-term is
a function of the clean speech and noise magnitudes, as
well as their relative phase θ. When the clean speech
and noise are uncorrelated, the expected value of the
cross-term is zero:

E{X[k]N∗[k]} = 0 . (33.28)

However, for a particular frame it can have a consider-
able magnitude.
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Fig. 33.2 Clean
speech x and
environmen-
tal noise n
mix to produce
the noisy sig-
nal y, which
is turned into
mel-frequency
cepstral coeffi-
cients (MFCC)
through a se-
quence of
processing steps

It is uncommon to pass the Fourier spectra directly
to the speech recognition system. Instead, it is standard
to apply a mel-frequency filterbank and a logarith-
mic compression to create log mel-frequency filterbank
(LMFB) features. The mel-frequency filterbank imple-
ments dimensionality reduction and frequency warping
as a linear projection of the power spectrum. The rela-
tionship between the i-th LMFB coefficient yi and the
observed noisy spectra Y [k] is given by

yi = ln

(∑
k

wi
k|Y [k]|2

)
, (33.29)

where the scalar wi
k is the k-th coefficient of the i-th

filter in the filterbank.
Figure 33.3 reveals a typical structure of the matrix

W containing the scalars wi
k . It compresses 128 FFT

bins into 23 mel-frequency spectral features with a res-
olution that varies over frequency. At low frequencies,
high resolution is preserved by using only a small num-
ber of FFT bins for each mel-frequency feature. As the
Fourier frequency increases, more FFT bins are used.

Using (33.29) and (33.27), we can deduce the rela-
tionship among the LMFB for clean speech, noise, and
noisy observation. The noisy LMFB energies are a func-
tion of the two unobserved LMFB, and a cross-term that
depends on a third nuisance parameter αi :

exp(yi )= exp(xi )+ exp(ni )+2αi exp

(
xi +ni

2

)
,

(33.30)

,
,

77��������!
&

�
����
9�
������!
&

*,

/;

/,

;

,

/

,@*

,@1

,@?

,@3

/*,*, 1, ?, 3, /,,

Fig. 33.3 A graphical representation of the mel-frequency
filterbank used to compute MFCC features. This filter-
bank compresses 128 spectral bins into 23 mel-frequency
coefficients
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where

αi =
∑
k
wi

k|X[k]N[k]| cos θk√∑
k
wi

k|X[k]|2
√∑

k
wi

k|N[k]|2
. (33.31)

As a consequence of this model, when we observe
yi there are actually three unobserved random variables.
The first two are obvious: the clean log spectral energy
and the noise log spectral energy that would have been
produced in the absence of mixing. The third variable
αi accounts for the unknown phase between the two
sources.

If the magnitude spectra are assumed constant over
the bandwidth of a particular filterbank, the definition of
αi collapses to a weighted sum of several independent
random variables

αi =
∑
k
wi

k cos θk∑
j
wi

j

. (33.32)

According to the central limit theorem, a sum of
many independent random variables will tend to be
normally distributed. The number of effective terms in
(33.32) is controlled by the width of the i-th filterbank.
Since filterbanks with higher center frequencies have
wider bandwidths, they should be more nearly Gaussian.
Figure 33.4 shows the true distributions of α for a range
of filterbanks. They were estimated from a joint set of
noise and clean speech, and noisy speech taken from
the Aurora 2 training data by solving (33.30) for the un-
known αi . As expected, because the higher-frequency
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Fig. 33.4 An estimation of the true distribution of α using (33.30)
and data from the Aurora 2 corpus. Higher numbered filterbanks
cover more frequency bins, are more nearly Gaussian, and have
smaller variances

higher-bandwidth filters include more FFT bins, they
produce distributions that are more nearly Gaussian.

After some algebraic manipulation, it can be shown
that

yi = xi + ln
[
1+ exp(ni − xi )+2αi exp

( ni−xi
2

)]
.

(33.33)

Many current speech enhancement algorithms ig-
nore the cross-term entirely, as in

yi = xi + ln[1+ exp(ni − xi )] . (33.34)

This is entirely appropriate in situations where the ob-
served frequency component is dominated by either
noise or speech. In these cases, the cross-term is in-
deed negligible. But, in cases where the speech and noise
components have similar magnitudes, the cross-term can
have a considerable effect on the observation.

To create cepstral features from these LMFB fea-
tures, apply a discrete cosine transform. The j-th cepstral
coefficient is calculated with the following sum, where
cij are the DCT coefficients:

yMFCC
j =

∑
i

c ji yLMFB
i . (33.35)

By convention, this transform includes a truncation of
the higher-order DCT coefficients, a process historically
referred to as cepstral liftering. For example, the Au-
rora 2 system uses 23 LMFB and keeps only the first 13
cepstral coefficients.

Due to this cepstral truncation, the matrix C created
from the scalars cij is not square and cannot be inverted.
But, we can define a right-inverse matrix D with ele-
ments dij , such that CD= I. That is, if D is applied to
a cepstral vector, an approximate spectral vector is pro-
duced, from which the projection C will recreate the
original cepstral vector. Using C and D, (33.34) can be
expressed for cepstral vectors x, n, and y as:

y = x+ g(x−n) , (33.36)

g(z)= C ln[1+ exp(−Dz)] . (33.37)

Although CD= I, it is not the case that DC= I. In
particular, (33.37) is not exactly correct as it needs an
extra term D̄z̄ that contains the missing columns from D
and higher-order cepstral coefficients from z. If only the
truncated cepstrum z is available, then D̄z̄ is a random
error term that is generally ignored.

In (33.37), the nonlinearity g was introduced, which
maps the signal-to-noise ratio (x−n) into the difference
between clean and noisy speech (y− x). When the noise
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cepstrum n has significantly less energy than the speech
vector x, the function g(x−n) approaches zero, and

y ≈ x. Conversely, when noise dominates speech, g(x−
n)≈ n− x, and y ≈ n.

33.5 Structured Model Adaptation

This section compares two popular methods for struc-
tured model adaptation: log-normal parallel model
combination and vector Taylor-series adaptation. Both
can achieve good adaptation results with only a small
amount of data.

By using a set of clean-speech acoustic models and
a noise model, both methods approximate the model
parameters that would have been obtained by training
with corrupted speech.

33.5.1 Analysis of Noisy Speech Features

Figures 33.5 and 33.6 depict how additive noise can
distort the spectral features used in ASR systems. In
both figures, the simulated clean speech x and noise n
are assumed to follow Gaussian distributions:

px(x)= N(x;μx, σx) ,

pn(n)= N(n;μn, σn) .

After mixing, the noisy speech y distribution is
a distorted version of its clean speech counterpart. It is
usually shifted, often skewed, and sometimes bimodal.
It is clear that a pattern recognition system trained on
clean speech will be confused by noisy speech input.

In Fig. 33.5, the clean speech and noise mix to pro-
duce a bimodal distribution. We fix μn = 0 dB, since
it is only a relative level, and set σn = 2 dB, a typical
value. We also set μx = 25 dB and see that the resulting
distribution is bimodal when σx is very large. Fortu-
nately, for modern speech recognition systems that have
many Gaussian components, σx is never that large and
the resulting distribution is often unimodal.

Figure 33.6 demonstrates the more-common skew
and offset distortions. Again, the noise parameters are
μn = 0 dB and σn = 2 dB, but a more-realistic value
for σx = 5 dB is used. We see that the distribution is
always unimodal, although not necessarily symmetric,
particularly for low SNR (μx −μn).

33.5.2 Log-Normal Parallel
Model Combination

Parallel model combination (PMC) [33.29] is a general
method to obtain the distribution of noisy speech given

the distribution of clean speech and noise as mixtures of
Gaussians.

As discussed in Sect. 33.5.1, even if the clean
speech and noise cepstra follow Gaussian distribu-
tions, the noisy speech will not be Gaussian. The
log-normal PMC method nevertheless assumes that
the resulting noisy observation is Gaussian. It trans-
forms the clean speech and noise distributions into
the linear spectral domain, mixes them, and trans-
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Fig. 33.5 Distributions of the corrupted log-spectra y (solid lines)
from uncorrupted log-spectra x (dashed lines) using simulated data
and (33.27). The distribution of the noise log-spectrum n is Gaussian
with mean 0 dB and standard deviation of 2 dB. The distribution of
the clean log-spectrum x is Gaussian with mean 25 dB and standard
deviations of 25, 20, and 15 dB, respectively (the x-axis is expressed
in dB). The first two distributions are bimodal, whereas the 15 dB
case is more approximately Gaussian
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Fig. 33.6 Distributions of the corrupted log-spectra y (solid lines)
from uncorrupted log-spectra x (dashed lines) using simulated data
and (33.27). The distribution of the noise log-spectrum n is Gaussian
with mean 0 dB and standard deviation of 2 dB. The distribution of
the clean log-spectrum is Gaussian with standard deviation of 5 dB
and means of 10, 5, and 0 dB, respectively. As the average SNR
decreases, the Gaussian experiences more shift and skew
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668 Part E Speech Recognition

forms them back into a distribution on noisy speech
cepstra.

If the mean and covariance matrix of the cepstral
noise vector n are given by μc

n and Σc
n, respectively, its

mean and covariance matrix in the log spectral domain
can be approximated by

μl
n = Dμc

n , (33.38)

Σl
n = DΣc

nDT . (33.39)

As in Sect. 33.4, D is a right inverse for the noninvertible
cepstral rotation C.

In the linear domain N = en , the noise distribution
is log-normal, with a mean vector μN and covariance
matrix ΣN given by

μN[i] = exp

(
μl

N[i]+
1

2
Σl

N[i, i]
)
, (33.40)

ΣN[i, j] = μN[i]μN[ j]
[

exp
(
Σl

N[i, j])−1
]
.

(33.41)

As a result, we have the exact parameters for the dis-
tribution of noise features in the linear spectral domain.
The cepstral Gaussian distribution for the clean speech
can be transformed fromμc

x andΣc
x toμX andΣX using

expressions similar to (33.38) through (33.41).
Using the basic assumption that the noise and speech

waveforms are additive, the spectral vector Y is given by
Y = X+N. Without any approximation, the mean and
covariance of Y is given by

μY = μX+μN , (33.42)

ΣY =ΣX+ΣN . (33.43)

Although the sum of two log-normal distributions is
not log-normal, the log-normal approximation [33.29]
consists in assuming that Y is log-normal. In this case we
can apply the inverse formulae of (33.40) and (33.41) to
obtain the mean and covariance matrix in the log-spectral
domain:

Σl
y ≈ ln

(
ΣY[i, j]

μY[i]μY[ j] +1

)
, (33.44)

μl
y[i] ≈ ln(μy[i])− 1

2
ln

(
ΣY[i, j]

μY[i]μY[ j] +1

)
,

(33.45)

and finally return to the cepstrum domain applying the
inverse of (33.38) and (33.39):

μc
y = Cμl

y , (33.46)

Σc
y = CΣl

yCT . (33.47)

The log-normal approximation cannot be used di-
rectly for the delta and delta–delta cepstrum. Another
variant that can be used in this case and is more accurate
than the log-normal approximation is the data-driven
parallel model combination (DPMC) [33.29]. DPMC
uses Monte Carlo simulation to draw random cepstrum
vectors from both the clean-speech HMM and noise
distribution to create cepstrum of the noisy speech by
applying (33.36) to each sample point. The mean and co-
variance of these simulated noisy cepstra are then used as
adapted HMM parameters. In that respect, it is similar
to other model adaptation schemes, but not as accu-
rate as the matched condition training from Sect. 33.2.1
because the distribution is only an approximation.

Although it does not require a lot of memory,
DPMC carries with it large computational burden.
For each transformed Gaussian component, the recom-
mended number of simulated training vectors is at least
100 [33.29]. A way of reducing the number of random
vectors needed to obtain good Monte Carlo simulations
is proposed in [33.30].

33.5.3 Vector Taylor-Series
Model Adaptation

Vector Taylor-series (VTS) model adaptation is similar
in spirit to the log-normal PMC in Sect. 33.5.2, but in-
stead of a log-normal approximation it uses a first-order
Taylor-series approximation of the model presented
from Sect. 33.4.

This model described the relationship between the
cepstral vectors x, n, and y of the clean speech, noise,
and noisy speech, respectively:

y = x+ g(n− x) , (33.48)

where the nonlinear function g(z) is given by

g(z)= C ln[1+ exp(Dz)] . (33.49)

As in Sect. 33.4, C and D are the cepstral rotation and
its right inverse, respectively.

Moreno [33.31] first suggested the use of Taylor se-
ries to approximate the nonlinearity in (33.49), though
he applies it in the spectral instead of the cepstral do-
main. Since then, many related techniques have appeared
that build upon this core idea [33.32–37]. They mainly
differ in how speech and noise are modeled, as well
as which assumptions are made in the derivation of the
nonlinearity to approximate [33.38].

To apply the vector Taylor-series approximation,
first assume that x and n are Gaussian random vectors
with means {μx, μn} and covariance matrices {Σx,Σn},
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Table 33.9 Word accuracy for Aurora 2, using VTS model adaptation on an acoustic model trained on clean data

SNR (dB) Test set A Test set B Test set C Average

Clean 99.63 99.63 99.63 99.63

20 97.86 97.59 98.17 97.88

15 96.47 95.64 96.99 96.37

10 93.47 91.98 93.30 92.91

5 86.87 85.48 85.49 85.94

0 71.68 68.90 68.72 69.77

−5 36.84 33.04 39.04 35.97

Average (0–20) 89.27 87.92 88.53 88.58

and furthermore that x and n are independent. After
algebraic manipulation it can be shown that the Jaco-
bian of (33.48) with respect to x and n evaluated at
{x= μx,n= μn} can be expressed as:

∂y
∂x

∣∣∣∣
(μx,μn)

=G , (33.50)

∂y
∂n

∣∣∣∣
(μx,μn)

= I−G , (33.51)

where the matrix G is given by

G= CFD . (33.52)

In (33.52), F is a diagonal matrix whose elements are
given by vector f (μ), which in turn is given by

f (μn−μx)= 1

1+ exp[D(μn−μx)] . (33.53)

Using (33.50) and (33.51) we can then approximate
(33.48) by a first-order Taylor-series expansion around
{μn, μx} as

y ≈ μx + g(μn−μx)+G(x−μx)

+ (I−G)(n−μn) . (33.54)

The mean of y, μy, can be obtained from (33.54) as

μy ≈ μx + g(μn−μx) , (33.55)

and its covariance matrix Σy by

Σy ≈G(Σx)GT+ (I−G)Σn(I−G)T . (33.56)

Note that, even if Σx and Σn are diagonal, Σy is not.
Nonetheless, it is common to make a diagonal assump-
tion. That way, we can transform a clean HMM to
a corrupted HMM that has the same functional form
and use a decoder that has been optimized for diagonal
covariance matrices.

To compute the means and covariance matrices of the
delta and delta–delta parameters, let us take the deriva-
tive of the approximation of y in (33.54) with respect to
time:

∂y
∂t
≈G

∂x
∂t

, (33.57)

so that the delta cepstrum computed through
Δxt = xt+2− xt−2, is related to the derivative [33.39]
by

Δx≈ 4
∂x
∂t

, (33.58)

so that

μΔy ≈GμΔx , (33.59)

and similarly

ΣΔy ≈GΣΔxGT+ (I−G)ΣΔn(I−G)T . (33.60)

Similarly, for the delta–delta cepstrum, the mean is
given by

μΔ2 y ≈GμΔ2x , (33.61)

and the covariance matrix by

ΣΔ2 y ≈GΣΔ2xGT+ (I−G)ΣΔ2n(I−G)T .

(33.62)

Table 33.9 demonstrates the effectiveness of VTS
model adaptation on the Aurora 2 task. For each test
noise condition, a diagonal Gaussian noise model was
estimated from the first and last 200 ms of all the test
data. Then, each Gaussian component in the acoustic
model was transformed according to the algorithm pre-
sented above to create a noise condition specific acoustic
model. In theory, better results could have been obtained
by estimating a new noise model from each utterance and
creating an utterance specific acoustic model. However,
the computational cost would be much greater.
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Fig. 33.7 Magnitude of the spectral subtraction filter gain
as a function of the input instantaneous SNR for A= 10 dB,
for the spectral subtraction of (33.68), magnitude sub-
traction of (33.71), and over-subtraction of (33.72) with
β = 2 dB

Compared to the unadapted results of Table 33.1, the
performance of the VTS adapted models is improved at
each SNR level on every test set. At 20 dB SNR, the
VTS model adaptation reduces the number of errors by
61%. Averaged over 0–20 dB, the adapted system has
an average of 73% fewer errors.
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Fig. 33.8a,b Mean and standard deviation of noisy speech y in dB.
The distribution of the noise log-spectrum n is Gaussian with mean
0 dB and standard deviation of 2 dB. The distribution of the clean
speech log-spectrum x is Gaussian, having a standard deviation of
10 dB and a mean varying from −25 to 25 dB. The first-order VTS
approximation is a better estimate for a Monte Carlo simulation of
(33.27) when the cross-term is ignored (b), although both VTS and
lognormal PMC underestimate the standard deviation compared to
when the cross-term is included (a)

The VTS model adaptation results also better than
any feature normalization technique using clean training
data from Sect. 33.3. This is a direct result of using the
model from Sect. 33.4 to make better use of the available
adaptation data.

33.5.4 Comparison of VTS
and Log-Normal PMC

It is difficult to visualize how good the VTS approxi-
mation is, given the nonlinearity involved. To provide
some insight, Figs. 33.8 and 33.9 provide a compar-
ison between the log-normal approximation, the VTS
approximation, and Monte Carlo simulations of (33.27).
For simplicity, only a single dimension of the log spectral
features are shown.

Figure 33.8 shows the mean and standard deviation
of the noisy log-spectral energy y in dB as a function
of the mean of the clean log-spectral energy x with
a standard deviation of 10 dB. The log-spectral energy
of the noise n is Gaussian with mean 0 dB and standard
deviation 2 dB.

We see that the VTS approximation is more accurate
than the log-normal approximation for the mean, espe-
cially in the region around 0 dB SNR. For the standard
deviation, neither approximation is very accurate. Be-
cause the VTS models fail to account for the cross-term
of (33.27), both tend to underestimate the true noisy
standard deviation.

Figure 33.9 is similar to Fig. 33.8 except that the
standard deviation of the clean log-energy x is only 5 dB,
a more-realistic number for a speech recognition system.
In this case, both the log-normal approximation and the
first-order VTS approximation are good estimates of the
mean of y. Again, mostly because they ignore the cross-
term, neither approximation gives a reliable estimate for
the standard deviation of y in the region between−20 dB
and 20 dB.

33.5.5 Strategies
for Highly Nonstationary Noises

So far, this section has dealt only with stationary noise.
That is, it assumed the noise cepstra for a given utterance
are well modeled by a Gaussian distribution. In practice,
though, there are many nonstationary noises that do not
fit that model. What is worse, nonstationary noises can
match a random word in the system’s lexicon better
than the silence model. In this case, the benefit of using
speech recognition vanishes quickly.
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Environmental Robustness 33.6 Structured Feature Enhancement 671

One solution to the problem of nonstationary noise is
to use a more-complex noise model with standard model
adaptation algorithms. For instance, the Gaussian noise
model can be replaced with a Gaussian mixture model
(GMM) or hidden Markov model (HMM).

With a GMM noise model, the decoding becomes
more computationally intensive. Before, a Gaussian
noise model transformed each component of the clean
speech model into one component in the adapted noisy
speech model. Now, assume that the noise is independent
of speech and is modeled by a mixture of M Gaus-
sian components. Each Gaussian component in the clean
speech model will mix independently with every compo-
nent of the noise GMM. As a result, the acoustic model
will grow by a factor of M.

An HMM noise model can provide a much better
fit to nonstationary noises [33.40, 41]. However, to ef-
ficiently use an HMM noise model, the decoder needs
to be modified to perform a three-dimensional Viterbi
search which evaluates every possible speech state and
noise state at every frame. The computational complex-
ity of performing this speech/noise decomposition is
very large, though in theory it can handle nonstationary
noises quite well.

Alternatively, dedicated whole-word garbage mod-
els can bring some of the advantages of an HMM
noise model without the additional cost of a three-
dimensional Viterbi search. In this technique [33.42],
new words are created in the acoustic and language
models to cover nonstationary noises such as lip
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Fig. 33.9a,b Mean and standard deviation of noisy speech y in dB.
The distribution of the noise log-spectrum n is Gaussian with mean
of 0 dB and standard deviation of 2 dB. The distribution of the clean
log-spectrum x is Gaussian with a standard deviation of 5 dB and
a mean varying from −25 dB to 25 dB. Both log-normal PMC and
the first-order VTS approximation make good estimates compared to
a Monte Carlo simulation of (33.27) when the cross-term is ignored
(b), although the standard deviation is revealed as an underestimate
when the cross-term is included (a)

smacks, throat clearings, coughs, and filler words
such as uhm and uh. These nuisance words can
be successfully recognized and ignored during non-
speech regions, where they tend to cause the most
damage.

33.6 Structured Feature Enhancement

This section presents several popular methods for struc-
tured feature enhancement. Whereas the techniques of
Sect. 33.5 adapt the recognizer’s acoustic model param-
eters, the techniques discussed here use mathematical
models of the noise corruption to enhance the features
before they are presented to the recognizer.

Methods in this class have a rich history. Boll [33.43]
pioneered the use of spectral subtraction for speech en-
hancement almost thirty years ago, and it is still found
in many systems today. Ephraim and Malah [33.44] in-
vented their logarithmic minimum mean-squared error
short-time spectral-amplitude (logMMSE STSA) esti-
mator shortly afterwards, which forms the basis of
many of today’s advanced systems. Whereas these ear-
lier approaches use weak speech models, today’s most
promising systems use stronger models, coupled with
vector Taylor series speech enhancement [33.45].

Some of these techniques were developed for speech
enhancement for human consumption. Unfortunately,
what sounds good to a human can confuse an auto-
matic speech recognition system, and automatic systems
can tolerate distortions that are unacceptable to human
listeners.

33.6.1 Spectral Subtraction

Spectral subtraction is built on the assumption that the
observed power spectrum is approximately the sum of
the power spectra for the clean signal and the noise.
Although this assumption holds in the expected sense,
as we have seen before, in any given frame it is only
a rough approximation (Sect. 33.4):

|Y ( f )|2 ≈ |X( f )|2+|N( f )|2 . (33.63)
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Using (33.63), the clean power spectrum can be esti-
mated by subtracting an estimate of the noise power
spectrum from the noisy power spectrum:

|X̂( f )|2 = |Y ( f )|2−|N̂( f )|2 = |Y ( f )|2 H2
ss( f ) ,

(33.64)

where the equivalent spectral subtraction filter in the
power spectral domain is

H2
ss( f )= 1− 1

SNR( f )
, (33.65)

and the frequency-dependent signal-to-noise ratio
SNR( f ) is

SNR( f )= |Y ( f )|2
|N̂( f )|2 . (33.66)

The weakest point in many speech enhancement al-
gorithms is the method for estimating the noise power
spectrum. More advanced enhancement algorithms can
be less sensitive to this estimate, but spectral subtrac-
tion is quite sensitive. The easiest option is to assume
the noise is stationary, and obtain an estimate using the
average periodogram over M frames that are known to
be just noise

|N̂( f )|2 = 1

M

M−1∑
i=0

|Yi ( f )|2 . (33.67)

In practice, there is no guarantee that the spectral
subtraction filter in (33.65) is nonnegative, which vio-
lates the fundamental nature of power spectra. In fact, it
is easy to see that noise frames do not comply. To en-
force this constraint, Boll [33.43] suggested modifying
the filter as

H2
ss( f )=max

(
1− 1

SNR( f )
, a

)
(33.68)

with a ≥ 0, so that the filter is always positive.
This implementation results in output speech that has

significantly less noise, though it exhibits what is called
musical noise [33.46]. This is caused by frequency bands
f for which |Y ( f )|2 ≈ |N̂( f )|2. As shown in Fig. 33.7,
a frequency f0 for which |Y ( f0)|2 < |N̂( f0)|2 is atten-
uated by A dB, whereas a neighboring frequency f1,
where |Y ( f1)|2 > |N̂( f1)|2, has a much smaller attenua-
tion. These rapid changes of attenuation over frequency
introduce tones at varying frequencies that appear and
disappear rapidly.

The main reason for the presence of musical noise is
that the estimates of SNR( f ) are poor. This is partly be-
cause the SNR( f ) are computed independently for every
time and frequency, even though it would be more rea-
sonable to assume that nearby values are correlated. One

possibility is to smooth the filter in (33.68) over time,
frequency, or both. This approach suppresses a smaller
amount of noise, but it does not distort the signal as
much, and thus may be preferred. An easy way to smooth
over time is to mix a small portion of the previous SNR
estimate into the current frame:

SNR( f, t)= γSNR( f, t−1)+ (1−γ )
|Y ( f )|2
|N̂( f )|2 .

(33.69)

This smoothing yields more-accurate SNR measure-
ments and thus less distortion, at the expense of reduced
noise suppression.

Other enhancements to the basic algorithm have
been proposed to reduce the musical noise. Sometimes
(33.68) is generalized to

fms(x)=
[

max

(
1− 1

x
α
2
, a

)] 1
α

, (33.70)

where α = 2 corresponds to the power spectral sub-
traction rule in (33.64), and α = 1 corresponds to the
magnitude subtraction rule (plotted in Fig. 33.7 for
A = 10 dB):

gms(x)=max
[
20 log10

(
1−10−

x
5

)
,−A

]
. (33.71)

Another variation, called oversubtraction, consists
of multiplying the estimate of the noise power spectral
density |N̂( f )|2 in (33.67) by a constant 10

β
10 , where

β > 0, which causes the power spectral subtraction rule
to be transformed to another function

gms(x)=max
{

10 log10

[
1−10−

(x−β)
10

]
,−A

}
.

(33.72)

This causes |Y ( f )|2 < |N̂( f )|2 to occur more of-
ten than |Y ( f )|2 > |N̂( f )|2 for frames for which
|Y ( f )|2 ≈ |N̂( f )|2, and thus reduces the musical noise.

Since the normal cepstral processing for speech
recognition includes finding the power spectrum for each
frame of data, spectral subtraction can be performed di-
rectly in the feature extraction module, without the need
for resynthesis. Instead of operating directly on the full-
resolution power spectrum, a popular alternative is to
use the mel-frequency power spectrum. This does not
change the motivation or derivation for spectral sub-
traction, but the mel-frequency power spectrum is more
stable and less susceptible to musical noise.

Because spectral techniques like spectral subtrac-
tion can be implemented with very little computational
cost, they are popular in embedded applications. In
particular, the advanced front-end (AFE) standard pro-
duced by the ETSI DSW working group [33.47, 48]
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Table 33.10 ETSI advanced front-end word accuracy for Aurora 2. This low-resource front end produces respectable
results on the task

Acoustic model Test set A Test set B Test set C Average

Clean 89.27 87.92 88.53 88.58

Multistyle 93.74 93.26 92.21 93.24

uses a variation of this technique in its noise reduction
module. The complete AFE noise reduction process con-
sists of a two-stage time-smoothed frequency-domain
filtering [33.49], time-domain noise reduction [33.50],
SNR-dependent waveform processing [33.51], and an
online variant of CMN [33.52].

Table 33.10 presents the performance of the ETSI
AFE on the Aurora 2 clean and multistyle tasks. De-
spite its low computational cost, the multistyle AFE has
only 10% more errors than the best system described in
this chapter (Table 33.15). It achieves a average word
accuracy of 88.19% when trained with clean data, and
93.24% when trained with multistyle data.

33.6.2 Vector Taylor-Series
Speech Enhancement

As shown in Sect. 33.5.3, the VTS approximation can
be used to create a noisy speech model from a clean
speech model. But, adapting each Gaussian component
in a large speech model can be quite computationally
expensive.

A lightweight alternative is to leverage a smaller
model for speech into a separate enhancement step. The
VTS approximation is applied to this smaller model,
which is then used to estimate the enhanced features that
are sent to an unmodified recognition system. A good
comprehensive summary of this approach can be found
in [33.45], and the literature is rich with implementa-
tions [33.38, 53].

Typically, the clean speech model is a multivariate
Gaussian mixture model, and the noise model is a single
Gaussian component. The parameters of this prior model
include the state-conditional means and variances, μx

s ,
σ x

s ,μn andσn, as well as the mixture component weights
p(s):

p(x)=
∑

s

N
(
x;μx

s , σ
x
s

)
p(s) , (33.73)

p(n)= N(n;μn, σn) . (33.74)

These models are tied together by the nonlinear mixing
represented by (33.36), recast as a probability distribu-
tion:

p(y|x,n)≈ N[y; x+ g(x−n), Ψ 2] . (33.75)

Here, the variance Ψ 2 chiefly represents the error in-
curred in ignoring the cross-term produced by mixing the
speech and noise (Sect. 33.4), and is in general a func-
tion of (x−n). For an overview of three reasonable
approximations for Ψ 2 [33.38].

This Chapter uses the approximation Ψ 2 = 0, which
is equivalent to ignoring the effects of the cross-term
entirely. We call this approximation the zero-variance
model (ZVM). This yields a good fit to the data at the
extreme SNR regions, and a slight mismatch in the x≈ n
region.

If the VTS techniques from Sect. 33.5.3 were applied
directly to the variables x and n for VTS enhancement,
the result would be quite unstable [33.38]. Instead, the
problem is reformulated in terms of r, the instantaneous
signal-to-noise ratio, defined as

r = x−n .

By performing VTS on the new variable r, the stabil-
ity problems are circumvented. In the end, an estimate
for the instantaneous SNR can be mapped back into
estimates of x and n through

x= y− g(r) , (33.76)

n= y− g(r)−r . (33.77)

These formulas satisfy the intuition that as the SNR r
becomes more positive, x approaches y from below. As
the SNR r becomes more negative, n approaches y from
below.

The joint PDF for the ZVM is a distribution over the
clean speech x, the noise n, the observation y, the SNR
r, and the speech state s:

p(y, r, x,n, s)= p(y|x,n)p(r|x,n)p(x, s)p(n) .

The observation and SNR are both deterministic
functions of x and n. As a result, the conditional prob-
abilities p(y|x,n) and p(r|x,n) can be represented by
Dirac delta functions:

p(y|x,n)= δ[ln(ex+ en)− y] , (33.78)

p(r|x,n)= δ(x−n−r) . (33.79)
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Table 33.11 Word accuracy for Aurora 2, using VTS speech enhancement and an acoustic model trained on clean data.
Enhancement is performed on static cepstra, which are then used to compute the dynamic coefficients used in recognition.
This enhancement technique does better than any of the normalization techniques

Acoustic model Iterations Set A Set B Set C Average

Clean 0 88.59 88.06 86.92 88.04

Clean 1 89.67 89.05 87.37 88.96

Clean 2 89.92 89.39 87.28 89.18

Clean 3 89.99 89.48 87.05 89.20

Table 33.12 Word accuracy for Aurora 2, using VTS speech enhancement and an acoustic model trained on enhanced
multistyle data. As in Table 33.11, the dynamic coefficients are calculated from enhanced static coefficients. In the end,
the result is not as good as simple feature normalization alone on a multistyle acoustic model

Acoustic model Iterations Set A Set B Set C Average

Multistyle 0 92.58 91.14 92.52 91.99

Multistyle 1 92.79 91.27 92.24 92.07

Multistyle 2 92.86 91.35 92.10 92.11

Multistyle 3 92.82 91.35 91.94 92.06

This allows us to marginalize the continuous variables
x and n, as in

p(y, r, s)=
∫

dx
∫

dnp(y, r, x,n, s)

= N[y− g(r);μx
s , σ

x
s ]p(s)

× N[y− g(r)−r;μn, σn] . (33.80)

After marginalization, the only remaining continuous
hidden variable is r, the instantaneous SNR. The behav-
ior of this joint PDF is intuitive. At high SNR,

p(y, r, s)≈ N(y;μx
s , σ

x
s )p(s)N(y−r;μn, σn) .

That is, the observation is modeled as clean speech, and
the noise is at a level r units below the observation. The
converse is true for low SNR:

p(y, r, s)≈ N(y−r;μx
s , σ

x
s )p(s)N(y;μn, σn) .

To solve the MMSE estimation problem, the non-
linear function g(r) in (33.80) is replaced by its
Taylor-series approximation, as in Sect. 33.5.3. For now,
the expansion point is the expected a priori mean of r:

r0
s = E{r|s} = E{x−n|s} = μx

s −μn .

Using (33.80) and the VTS approximation, it can
be shown that p(y|s) has the same form derived in
Sect. 33.5.3. Essentially, we perform VTS adaptation of
the clean speech GMM to produce a GMM for noisy
speech:

p(y|s)= N(y;μy|s, σy|s) , (33.81)

μy|s = μx
s + g

(−r0
s

)+Gs
(
μx

s −μn
s −r0

s

)
, (33.82)

σy|s =Gsσ
x
s GT

s + (I−Gs)σn(I−Gs)T . (33.83)

When using the recommended expansion point, (33.82)
simplifies to

μy|s = μx+ g
(
μn−μx

s

)
.

It is also straightforward to derive the conditional
posterior p(r|y, s), as in (33.84). As in the other iter-
ative VTS algorithms, we can use the expected value
E[r|y, s] = μr

s as a new expansion point for the vector
Taylor-series parameters and iterate.

p(r|y, s)= N
(
r;μr

s, σ
r
s

)
,(

σr
s

)−1 = (I−Gs)T(σ x
s

)−1(I−Gs)

+ (Gs)T(σn)−1Gs ,

μr
s = μx

s −μn+σr
s

[
(Gs− I)T(σ x

s

)−1

+ (Gs)T(σn)−1](y−μy|s) . (33.84)

After convergence, we compute an estimate of x
from the parameters of the approximate model:

x̂=
∑

s

E[x|y, s]p(s|y) ,

E[x|y, s] ≈ y− ln(eμ
r
s +1)+μr

s .

Here, (33.76) has been used to map E[r|y, s] = μr
s to

E[x|y, s]. Since the transformation is nonlinear, our
estimate for x̂ is not the optimal MMSE estimator.

Tables 33.11–33.14 evaluate accuracy on Aurora 2
for several different VTS speech enhancement config-
urations. For all experiments, the clean speech GMM
consisted of 32 diagonal components trained on the clean
Aurora 2 training data.
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Table 33.13 Word accuracy for Aurora 2, using VTS speech enhancement and an acoustic model trained on clean data.
Unlike Table 33.11, the static cepstral coefficients are enhanced and then concatenated with noisy dynamic coefficients.
The end result is worse than computing the dynamic coefficients from enhanced static coefficients

Acoustic model Iterations Set A Set B Set C Average

Clean 0 83.56 84.60 82.52 83.77

Clean 1 84.38 85.48 82.82 84.51

Clean 2 84.60 85.72 82.76 84.68

Clean 3 84.68 85.81 82.65 84.73

Table 33.14 Word accuracy for Aurora 2, using VTS speech enhancement and an acoustic model trained on enhanced
multistyle data. Unlike Table 33.12, the static cepstral coefficients are enhanced and then concatenated with noisy dynamic
coefficients. The end result is better than computing the dynamic coefficients from enhanced static coefficients

Acoustic model Iterations Set A Set B Set C Average

Multistyle 0 93.64 93.05 93.05 93.29

Multistyle 1 93.76 93.14 92.81 93.32

Multistyle 2 93.72 93.19 92.79 93.32

Multistyle 3 93.57 92.95 92.70 93.15

Table 33.15 Word accuracy for Aurora 2, adding CMVN after the VTS speech enhancement of Table 33.14. The result is
a very high recognition accuracy

Acoustic model Normalization Set A Set B Set C Average

Multistyle None 93.72 93.19 92.79 93.32

Multistyle CMVN 94.09 93.46 94.01 93.83

Of course, using the multistyle training data pro-
duces better accuracy. Comparing Tables 33.11 and
33.12, it is apparent that multistyle data should be
used whenever possible. Note that the result with the
clean acoustic model is better than all of the feature
normalization techniques explored in this chapter, and
better than the VTS adaptation result of Table 33.9. Be-
cause VTS enhancement is fast enough to compute new
parameters specific to each utterance, it is able to bet-
ter adapt to the changing conditions within each noise
type.

Although the speech recognition features consist of
static and dynamic cepstra, the VTS enhancement is
only defined on the static cepstra. As a result, there
are two options for computing the dynamic cepstra.
In Tables 33.11 and 33.12, the dynamic cepstra were
computed from the enhanced static cepstra. In the cor-
responding Tables 33.13 and 33.14, the dynamic cepstra
were computed from the noisy static cepstra. In the for-

mer case, the entire feature vector is affected by the
enhancement algorithm, and in the latter, only the static
cepstra are modified.

Using the noisy dynamic cepstra turns out to be bet-
ter for the multistyle acoustic model, but worse for the
clean acoustic model. Under the clean acoustic model,
the benefit of the enhancement outweighs the distortion
it introduces. However, the multistyle acoustic model is
already able to learn and generalize the dynamic coef-
ficients from noisy speech. Table 33.14 shows that the
best strategy is to only enhance the static coefficients.

Finally, consider the effect of adding feature normal-
ization to the system. Normalization occurs just after the
full static and dynamic feature vector is created, and be-
fore it is used by the recognizer. Table 33.15 presents the
final accuracy achieved by adding CMVN to the result
of Table 33.14. Even though the accuracy of the multi-
style model was already quite good, CMVN reduces the
error rate by another 7.6% relative.

33.7 Unifying Model and Feature Techniques

The front- and back-end methods discussed so
far can be mixed and matched to good per-

formance. This section introduces two techniques
that achieve better accuracy through a tighter in-
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tegration of the front- and back-end robustness
techniques.

33.7.1 Noise Adaptive Training

Section 33.2 discussed how the recognizer’s HMMs can
be adapted to a new acoustical environment. Section 33.6
dealt with cleaning the noisy feature without retraining
the HMMs. It is logical to consider a combination of
both, where the features are cleaned to remove noise
and channel effects and then the HMMs are retrained to
take into account that this processing stage is not perfect.

It was shown in [33.19] that a combination of
feature enhancement and matched condition training
can achieve a lower word error rate than feature en-
hancement alone. This paper demonstrated how, by
introducing a variant of the enhancement algorithm from
Sect. 33.3.4, very low error rates could be achieved.

These low error rates are hard to obtain in prac-
tice, because they assume preknowledge of the exact
noise type and level, which in general is difficult to
obtain. On the other hand, this technique can be effec-
tively combined with the multistyle training discussed
in Sect. 33.2.1.

33.7.2 Uncertainty Decoding
and Missing Feature Techniques

Traditionally, the speech enhancement algorithms from
Sect. 33.6 output an estimate of the clean speech to be
used by the speech recognition system. However, the
accuracy of the noise removal process can vary from
frame to frame and from dimension to dimension in the
feature stream.

Uncertainty decoding [33.54] is a technique where
the feature enhancement algorithm associates a confi-
dence with each value that it outputs. In frames with
a high signal-to-noise ratio, the enhancement can be
very accurate and would be associated with high con-
fidence. Other frames, where some or all of the speech
has been buried in noise, would have low confidence.

The technique is implemented at the heart of
the speech recognition engine, where many Gaussian
mixture components are evaluated. When recognizing
uncorrupted speech cepstra, the purpose of these eval-
uations is to discover the probability of each clean
observation vector, conditioned on the mixture index,
px|m(x|m), for each Gaussian component in the speech
model used by the recognizer.

If the training and testing conditions do not match,
as is the case in noise-corrupted speech recognition,

one option is to ignore the imperfections of the noise
removal, and evaluate px|m(x̂|m). This is the classic case
of passing the output of the noise removal algorithm
directly to the recognizer.

With the uncertainty decoding technique, the joint
conditional PDF p(x, y|m) is generated and marginal-
ized over all possible unseen clean-speech cepstra:

p(y|m)=
∞∫

−∞
p(y, x|m)dx . (33.85)

Under this framework, instead of just providing
cleaned cepstra, the speech enhancement process also
estimates the conditional distribution p(y|x,m), as
a function of x. For ease of implementation, it is gener-
ally assumed that p(y|x) is independent of m:

p(y|x,m)≈ p(y|x)= αN
(
x; x̂(y), σ2

x̂ (y)
)
, (33.86)

where α is independent of x, and therefore can be ig-
nored by the decoder. Note that x̂ and σ2

x̂ are always
functions of y; the cumbersome notation is dropped for
the remainder of this discussion.

Finally, the probability for the observation y, con-
ditioned on each acoustic model Gaussian mixture
component m, can be calculated:

p(y|m)=
∞∫

−∞
p(y|x,m)p(x|m)dx

∝
∞∫

−∞
N
(
x̂; x, σ2

x̂

)
N
(
x;μm, σ

2
m

)
dx

= N
(
x̂;μm, σ

2
m +σ2

x̂

)
. (33.87)

This formula is evaluated for each Gaussian mixture
component in the decoder, p(x|m)= N(x,μm, σ

2
m).

As can be observed in (33.87), the uncertainty output
from the front end increases the variance of the Gaussian
mixture component, producing an effective smoothing
in cases where the front end is uncertain of the true value
of the cleaned cepstra.

Two special cases exist for uncertainty decoding. In
the absence of uncertainty information from the noise
removal process, we can either assume that there is no
uncertainty or that there is complete uncertainty.

If there were no uncertainty, then σ2
x̂ = 0. The prob-

ability of the observation y for each acoustic model
Gaussian mixture component m simplifies to:

p(y|m)= p(x̂|m)= N
(
x̂;μm, σ

2
m

)
. (33.88)

This is the traditional method of passing features directly
from the noise removal algorithm to the decoder.
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If there were complete uncertainty of any of the cep-
stral coefficients, the corresponding σ2

x̂ would approach
infinity. That coefficient would have no effect on the cal-
culation of p(y|m). This is desirable behavior, under the
assumption that the coefficient could not contribute to
discrimination.

Both of these extreme cases are similar to the
computations performed when using hard thresholds
with missing-feature techniques [33.55]. There has been
some success in incorporating heuristic soft thresholds
with missing-feature techniques [33.56], but without the
benefits of a rigorous probabilistic framework.

33.8 Conclusion

To prove a newly developed system, it can be tested
on any one of a number of standard noise-robust speech
recognition tasks. Because a great number of researchers
are publishing systematic results on the same tasks,
the relative value of complete solutions can be easily
assessed.

When building a noise-robust speech recognition
system, there exist several simple techniques that should
be tried before more-complex strategies are invoked.
These include the feature normalization techniques of
Sect. 33.3, as well as the model retraining methods of
Sect. 33.2.

If state-of-the-art performance is required with
a small amount of adaptation data, then the structured
techniques of Sects. 33.5 and 33.6 can be imple-
mented. Structured model adaptation carries with it
an expensive computational burden, whereas struc-
tured feature enhancement is more lightweight but less
accurate.

Finally, good compromises between the accu-
racy of model adaptation and the speed of feature
enhancement can be achieved through a tighter in-
tegration of the front and back end, as shown in
Sect. 33.7.
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The Business34. The Business of Speech Technologies

J. Wilpon, M. E. Gilbert, J. Cohen

With the fast pace of developments of commu-
nications networks and devices, immediate and
easy access to information and services is now the
expected norm. Several critical technologies have
entered the marketplace as key enablers to help
make this a reality. In particular, speech tech-
nologies, such as speech recognition and natural
language understanding, have changed the land-
scape of how services are provided by businesses
to consumers forever. In 30 short years, speech has
progressed from an idea in research laboratories
across the world, to a multibillion-dollar industry
of software, hardware, service hosting, and profes-
sional services. Speech is now almost ubiquitous in
cell phones. Yet, the industry is still very much in its
infancy with its focus being on simple low hang-
ing fruit applications of the technologies where
the current state of technology actually fits a spe-
cific market need, such as voice enabling of call
center services or voice dialing over a cell phone.

With broadband access to networks (and there-
fore data), anywhere, anytime, and using any
device, almost a reality, speech technologies will
continue to be essential for unlocking the potential
that such access provides. However, to unlock this
potential, advances in basic speech technologies
beyond the current state of the art are essential.
In this chapter, we review the business of speech
technologies and its development since the 1980s.
How did it start? What were the key inventions
that got us where we are, and the services inno-
vations that supported the industry over the past
few decades? What are the future trends on how
speech technologies will be used? And what are
the key technical challenges researchers must ad-
dress and resolve for the industry to move forward
to meet this vision of the future? This chapter is by
no means meant to be exhaustive, but it gives the
reader an understanding of speech technologies,
the speech business, and areas where continued
technical invention and innovation will be needed
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before the ubiquitous use of speech technologies
can be seen in the marketplace.
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34.1 Introduction

In 1969, the influential John Pierce wrote an article ques-
tioning the prospects of speech recognition, criticizing
the mad inventors and unreliable engineers working
in the field. In his article, entitled Whither speech
recognition?, Pierce argued that speech recognition was
futile because the task of speech understanding is too
difficult for any machine [34.1]. Such a speech under-
standing system would require tremendous advances
in linguistics, natural language, and knowledge of ev-
eryday human experiences. In this prediction he was
completely correct. Furthermore, this ultimate goal is
still not within sight in 2006. Pierce went on to de-
scribe the motivation for speech recognition research:
‘The attraction [of speech recognition] is perhaps sim-
ilar to the attraction of schemes for turning water into
gasoline, extracting gold from the sea, curing cancer, or
going to the moon.’ His influential article was success-
ful in curtailing, but not stopping, speech recognition
research.

What Pierce failed to foretell was that even limited
success in speech recognition would have interesting and
important applications, especially within the telecom-
munications industry. In the decades since Pierce’s
article, tens of thousands of speech recognition sys-
tems have been put into use, and have proven to be
important enabling technologies. From speech research
to speech engine products, delivery platforms, applica-
tion development, application tuning and maintenance,
and service hosting – speech technologies are respon-
sible for generating new revenue streams and vast cost
savings. Players range from small startups and univer-
sities to Fortune 500 companies – each with its own
particular focus on the revenue chain created by a group
of technologies.

In this chapter, we present a view on the applications
and services that are driving the need for speech recog-
nition and natural language understanding technologies
with a focus on those opportunities that provide the
broadest value to people and businesses. Current and fu-
ture needs are described and examined in terms of their
strengths, limitations, and the degree to which stake-
holder needs have been or have yet to be met. We start
with brief high-level business and technical overviews.
Next we drill down into the specific opportunity spaces
in several markets – Sect. 34.1 network-based, Sect. 34.2
mobile devices, Sect. 34.3 government, and Sect. 34.4
new emerging markets including multimodal and mul-
timedia applications. And finally, we present our view
on where we believe the speech industry is heading.

This chapter is not meant to be exhaustive, but to give
the reader an understanding of speech technologies, the
speech business, and areas where continued technical
invention and innovation will be needed before the ubiq-
uitous use of speech technologies can be seen in the
marketplace.

34.1.1 Economic Value
of Network-Based Speech Services

America’s increasing mobility on and off the job lead
users to demand access to automated services anytime
and anywhere using any access device. The selection of
user interface mode or combination of modes depends
on the device, the task, the environment, and the user’s
abilities or preferences. As such, industry demand has
been increasingly pointed toward a wide range of voice-
enabled services, such as:

• Consumer communication (voice dialing, unified
messaging, voice portals, and access to services for
people with disabilities)• E-commerce (business-to-business and business-to-
consumer)• Call center automation (help lines and customer
care)• Enterprise communication (unified messaging and
enterprise sales)

Network-based voice-enabled services imply scale.
That is, the ability to automate parts of or entire trans-
actions from billions of calls per year provides the
opportunity to radically change the cost structure of
companies’ telecommunications and call center oper-
ations. Speech-enabled automation for network services
can vastly enhance user experience while optimizing
revenue potential and cost savings for businesses; hence
their increased popularity.

Decreased Cost
Robust automation of call center functions radically
reduces agent counts and operational overhead, while
innovative, scalable technology reduces servicing costs.
Current call centers, for example, are characterized by
fragmentation of channels, limited customer insight, and
high dependency on live agent interactions, resulting in
high costs, and inconsistent customer experiences. Dra-
matic success can be achieved by utilizing speech-based
services. For example, call center human agents can cost
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5.50–12.00 $ per call , while speech-enabled automation
can cost less than 0.20 $ per call and are 40% faster on
average.

Network-hosted services reduce barriers to entry by
limiting the capital spending and the ongoing main-
tenance costs for companies. In addition, given the
complexity and maturity level of speech technologies
and services, it is increasingly more difficult and expen-
sive for individual companies:

1. to be responsible for maintaining up-to-date tech-
nologies on their platform, and

2. to be able to design ever more-complex speech
solutions to meet their call center needs.

Improved Customer Experience
As customers experience more-effective natural, conver-
sational, and personalized interaction that understands
and fulfills their requests, they begin to accept automa-
tion. Wait and call times are reduced even during peak
periods because of improved correct routing rates, in-
creased call completion rates, and a reduction in the rate
of agent transfers. This results in happier customers.

Revenue Generation
Redefined business models exploit new revenue oppor-
tunities with personal and customized services. New
services such as information search and retrieval services
(e.g., access to information available on the Internet),
are not viable in a mobile environment without the use
of speech technologies. Additionally, as will be dis-
cussed below, speech technologies provide the ability
to simplify complex interactive voice response (IVR)
menu structures. Therefore, businesses can offer an in-
creased number of automated service opportunities (e.g.,
e-commerce) than could otherwise be achieved using
touch-tone interfaces.

34.1.2 Economic Value
of Device-Based Speech Applications

Small devices have been a challenging platform for
speech systems because of their limited computing ca-
pability, short-lived batteries, imperfect audio systems,
and small audiences. Starting with the advent of the
cell phone is the mid 1990s, all of these constraints are
lifting.

The number of cell phone users has exploded world-
wide. The cell phone is an essential part of today’s
communication infrastructure in the developed world,
and the cell-phone infrastructure is invading the devel-

oping world because of the ease of deployment and the
economies of scale due to tremendous volumes. Audio
systems are carefully crafted in these devices because of
the essential part that voice quality plays in telephony.
Battery life has increased both because of technical ad-
vances, and due to engineering discipline caused by
consumer-led product analysis. Finally, computational
abilities are growing rapidly due to the demands for high-
bandwidth connectivity, multimodal use of devices, and
applications ranging from browsers to music players.

While there are improvements in mobile enterprise
systems and personal digital assistants (PDAs), the eco-
nomic gorilla in this space is, and will remain, the
cell phone and associated smart phones and feature
phones. (Smart phones have open operating systems,
while feature phones appear to have the capabilities
of smart phones while generally retaining the propri-
etary operating systems of their consumer cell-phone
counterparts.)

The value of the cell-phone market is immense. Gart-
ner predicts that in 2009, 1 billion cell phones will be
sold, at an average price (not necessarily to the con-
sumer) of 174 $. Given that speech services will be
available on about half that number (say 500 million),
and that second-tier (nonprimary) software services can
command 1–2% of the value of the devices in which
they are embedded, we estimate the economic value of
the speech market for embedded devices to be at least
870 million $ per year.

Note that cell phones are replaceable items with
an expected 2.5 year lifespan, so this economic market
will continue. Specialized services (games, dictation, or
other high-value applications) can add substantially to
the value of speech services, so our estimate should be
treated as a lower limit. In short, the embedded speech
market is about a billion dollars a year.

34.1.3 Technology Overview

Technology Landscape
Progress in speech and language technologies along
with advances in computing and electronic devices
over the past 50 years have resulted in a spectrum
of innovative human/computer applications and ser-
vices. The field has been transformed from the simple
speaker-dependent isolated-digit recognition systems
that were demonstrated in 1952 by Davis, Bid-
dulph, and Balashek of Bell Labs [34.2], to today’s
very large-vocabulary speaker-independent context-
dependent, IBM continuous speech recognition and
understanding systems as demonstrated by AT&T, BBN,
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Cambridge, Carnegie Mellon University (CMU), among
others [34.3–7]. This steady progress in acoustic and
language modeling, robust feature extraction, search
and network optimization has enabled speech-based
applications to advance from the simplest command-
and-control applications deployed in the 1980s, to
those in use today for network services and speech
data mining that require upwards of 1 M word vo-
cabularies. A few of the key technology innovations
include:

1. Acoustic/phonetic: initially studied by Davis
et al. [34.2] to extract salient spectral features from
filter-bank analysis that can better correlate phoneme
sets, such as vowels.

2. Linear predictive coding (LPC): developed by
Itakura and Atal in the late 1960s for speech cod-
ing, and has been shown to be central for extracting
features, such as cepstrum, from speech [34.8].

3. Dynamic programming (DP): proposed by Vintsyuk
[34.9] for the alignment of two speech utterances of
different lengths.

4. Hidden Markov models (HMMs): proven to con-
verge by Baum, Petrie, Soules and Weiss, and later
developed by Jellink and Baker at IBM [34.8,10] and
popularized by Larry Rabiner at Bell Labs [34.11]
for modeling speech – a departure from template-
based methods that were previously proposed by
Bell Labs. The combination of HMMs and Gaussian
mixture models (GMMs) are the heart and soul of
most of today’s speech recognition systems.

5. Stochastic language models (SLMs): proposed by
Jellink at IBM [34.12] for language modeling in
continuous speech recognition.

6. Discriminative training (DT): methods including
maximum mutual information (MMI) and minimum
classification error training (MCE) that aim to min-
imize the expected recognition error rate [34.13].

7. Large-margin classifiers: methods including support
vector machines (SVMs) and boosting, which at-
tempt to maximize the margins between correct and
incorrect classes, have proved to be essential for
spoken language understanding [34.14].

8. Neural networks: developed for speech recognition
at Institut Dalle Molle d’Intelligence Artificielle Per-
ceptive (IDIAP), International Computer Science
Institute (ICSI) and Oregon Graduate Institute of
Science and Technology (OGI) by Bourlard, Mor-
gan, and Hermansky, these nonlinear classifiers
proved useful in providing rapid probability esti-
mates for use in HMM decoders, and allowed the use

of a posterior probabilities rather than likelihoods in
search.

9. Digital signal processing: widely practiced by elec-
trical and communications engineers worldwide, this
opened the field of speech for moderate-computation
front-end processing using both fast Fourier trans-
form (FFT) and multiscale front-end processors.

10. JAVA, Windows Mobile CE, and BREW: these
operating system extensions allowed third-party ap-
plications to be added to both standard handsets
and smart phones, thereby accelerating innovation
in mobile platform offerings.

11. VTLN (vocal-tract-length normalization): a one-
parameter transformation which accounts, to first
order, for varying vocal-tract lengths between speak-
ers, was first noted by Helmholtz, but was shown
viable during the Rutgers summer workshop in
speech recognition by Andreou, Cohen, and Kamm
in 1994.

From Knowledge-Based
to Data-Driven Systems

Creating the underlying acoustic, language, and under-
standing models for speech applications has historically
been a task of finding a set of rules that maps dis-
tinct features, such as spectral features, key phrases,
etc., into predefined classes, such as words, phonemes,
etc. For example, to map acoustic cues into digits, Davis
et al. [34.2] provided a set of rules that relate filter-bank
spectral features into vowels; to train a language model
for speech recognition, a set of rules was identified in the
form of regular expressions that describe all the possible
variations on how users may be expected to interact with
the application; to build language understanding models,
Gorin et al. [34.15] provided a method for routing calls
by mapping a set of phrases into meanings. If a user says
‘I want to register’, for example, then the salient phrase
‘want to register’ maps the input request into a target
class registration, enabling the caller to register [34.16].

Although knowledge-based systems have led to
a series of successful applications including directory
assistance and travel reservation, these systems have
been found to be both brittle, since they reflect what the
designer is expecting the user to say, and expensive to
create and maintain, since they require extensive manual
effort to craft the grammars and rules. Over the past two
decades, there has been a migration from rule-based sys-
tems to data-driven, or statistical, systems. Data-driven
systems rely on machine learning algorithms to model
a set of features into a set of classes. Therefore, the
models can reflect what the users say as opposed to
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what designers believe what users may say. Statistical
models have been shown in both government applica-
tions and large-scale industrial applications to be both
robust, since they provide a rich representation for mod-
eling various effects, as well as efficient, since they are
easy to build once data becomes available.

The migration to statistical models led by the avail-
ability of speech and textual data has revolutionized
speech recognition and understanding research. The fa-
mous saying there is no data like more data has been
a key driver for improved speech recognition perfor-
mance. State-of-the-art recognizers are currently trained
with over 1000 hours of speech and several tens of
millions of words, compared with just a few hours of
speech over a decade ago. This migration to statisti-
cal models has also led to a new wave of advanced
speech and language processing applications. IBM and
Dragon [34.17] captured the speech dictation market
in the 1980s by demonstrating speaker-dependent sys-
tems based on stochastic language models and hidden
Markov models that can recognize several thousands
of words. AT&T began a trial in the mid 1990s which
applied statistical classification models for contact cen-
ter call routing [34.18]. Companies such as Nexidia
and Verint [34.19, 20] are today providing solutions for
contact center analytics, applying statistical models for
audio search of large volumes of conversational speech.

The State of the Art
Over the past decade, there have been numerous studies
on improving speech recognition accuracy [34.4,21–23].
Better training and adaptation methods have been on the
forefront of research. Several research institutions have
begun to apply discriminative approaches that can in-
directly reduce the word error rate as opposed to the
traditional maximum-likelihood methods that aim to in-
crease a likelihood function. Examples of such methods
include linear discriminative analysis (LDA), which is
essentially a linear transformation of the acoustic fea-
tures (or the model parameters) in such a way to increase
the ratio of inter- to intraclass distance. Other meth-
ods include MCE and MMI training methods. These
discriminative model training methods have been fairly
successful in improving word discrimination by increas-
ing the separation between the correct hypothesis and an
alternative hypothesis based on N-best methods or some
form of a word lattice [34.6].

Although word accuracy has been the most dominant
measure used to evaluate speech recognizers, deploying
speech recognition engines typically imposes several
other technical challenges. These challenges, which

have been the subject of significant research over the
past two decades, are detailed below.

Efficiency. Having faster decoders with a small memory
footprint is essential for supporting large-scale speech
recognition applications in the network and limited
vocabulary speaker-dependent speech applications on
handheld devices. Advances in this area have been pos-
sible due to a numerous set of algorithms including
the use of finite state transducers that enable effi-
cient representation of the recognition network through
general composition and determinization algorithms in
both time and space [34.24]. Other methods include
those that attempt to reduce the likelihood computation
by minimizing the number of Gaussian computations.
Such methods include Gaussian selection [34.25], which
works by ignoring the Gaussians that contribute mini-
mally to the state likelihood.

Robustness. Creating speech recognition systems that
are invariant to that extraneous background noise, chan-
nel conditions as well as speaker and accent variations
that are inherent in large-scale deployments of speech
services in a major challenge and has been the sub-
ject of significant research over the past two decades.
The basic problem is that adverse conditions as well
as speaker differences cause deterioration in recogni-
tion performance. For example, applying models trained
on wire-line speech to wireless applications typically
results in 10–20% absolute degradation in word accu-
racy. This level of degradation causes many applications
of speech technology to be unusable. Advances in
this area include the use of cepstral normalization
methods, such as cepstral mean subtraction or sig-
nal bias removal [34.25], which aim to remove the
component of the cepstrum that is mostly sensitive to
channel variations. Other methods include vocal-tract-
length normalization (VTLN) [34.22], which reduces
speaker differences attributed to variations in their vocal-
tract length. VTLN works by computing a factor that
enables compression/expansion of the spectrum. In the-
ory, this is equivalent to downsampling/upsampling
the speech signal. Other robustness methods include
maximum-likelihood linear regression (MLLR), which
adapts model parameters towards a speaker or an
environment.

Operational Performance. Although many speech
recognition applications demand a trade-off between
speed and accuracy, the operational performance of
these applications depends on additional measures such

Part
E

3
4
.1



686 Part E Speech Recognition

as latency, end-pointing, barge-in, rejection, and con-
fidence scoring. These measures affect the application
user experience. Barge-in, which is based on using sta-
tistical methods to determine whether speech is present
or not, enables users to speak while the prompt is
playing. Rejection and confidence scoring provide mea-
sures of goodness of the recognized speech. These
methods are essential for rejecting out-of-vocabulary
words and for providing the application with a reli-
ability measure of the recognition output. Although
methods for improving the operational performance
of speech recognition applications have traditionally
been rule based, state-of-the-art systems rely on sta-
tistical models to provide an additional degree of
robustness.

Multilingual Processing. The migration of speech
recognition technology towards statistical methods has
resulted in portable methods for multilingual pro-
cessing. LIMSI’s research shows that methods that
work well for English seem to work just as well for
other languages, especially for European languages.
Nevertheless, achieving robust high-accuracy multilin-
gual speech recognition requires continued research to
handle limited training data, to deal with tonal lan-
guages, and to provide word pronunciation dictionaries.
These advances are essential to provide both industry
and the military with necessary technologies to sup-
port various applications including surveillance, audio
mining, contact center automation, and speech transla-
tion [34.26].

Learning. The availability of large amounts of data is
a key driver for the timely creation of cost-effective
speech-based applications. This data, whether in audio
or text form, is not only an essential source for improving
the underlying speech and language technologies, but it
is also critical for identifying problematic areas within
a service that may need immediate attention. Logging,
transcribing, storing, and managing this data, however,
is often one of the most difficult tasks when scaling
voice-enabled IVR services.

As technologies continue to transition to becoming
more statistical, relying more heavily on speech data as
opposed to knowledge rules, the quality and transcrip-
tion accuracy of this data will continue to play a central
role in the success of deployed services. In addition, im-
proving the speed at which a dialog service is developed,
deployed, and maintained is essential not only for scal-
ing of these applications, but also for providing product
differentiation.

AT&T has created a general learning framework
based on daily feeds of speech service data to enable
them to perform three learning operations [34.27, 28]:

Active Learning. Minimize the effort needed to label
data by automatically identifying only those interesting
or problematic dialogs that, when manually transcribed
and labeled, would result in a significant improvement
in system performance.

Active Labeling. Automatically identify inconsistencies
in the manually labeled data. This process is applied for
detecting outliers and incorrectly labeled data.

Active Evaluation. Automatically tracks trends in the
performance of voice-enabled services to generate auto-
matic alerts to indicate when to update or adapt a service.

In addition to these research advancements that have
enabled widespread deployment of speech recognition
applications, it is important to note that an additional
important factor in creating usable speech applications
is the user experience (UE) design [34.29]. UE can be
considered as the technology front-end and plays an
essential role in the success of voice applications, espe-
cially during problematic situations caused by system
failures or by users not providing concise or accurate
information. Poor UE design can very easily over-
shadow the best technologies. Conversely, good UE
design can make up for deficiencies in poor technolo-
gies. The combination of statistical and robust methods
for voice recognition and understanding as well as good
UE design is what results in natural and intelligent voice
applications.

34.2 Network-Based Speech Services

34.2.1 The Industry

Little did Alexander Graham Bell and Thomas A. Wat-
son know in 1875 that the harmonic telegraph would

spawn industry after industry, revolutionizing the way
people do business.

One such broad industry is interactive voice response
(IVR) systems for business call centers and consumer
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services, which provides an automated communica-
tion mechanism between people (customers, employees,
suppliers, partners, stakeholders, etc.) and an organiza-
tion (businesses, enterprises, government agencies, etc.)
to accomplish or facilitate a task (customer care, infor-
mation request, and access to messaging and telephony
services such as voice dialing).

Initially dominated from the 1970s through the
1990s by telecommunication and computer giants
worldwide (e.g., AT&T, Lucent, ITT, Nortel, NTT,
BBN/GTE, IBM), starting in the 1980s small niche start-
ups that were nimble and singularly focused began to
emerge in the marketplace. The characteristics of these
companies were that they could react more quickly to
market demand than big industry could. The main focus
of these companies was to provide simple voice-enabled
services to the call center industry. Voice automation of
call center services and old-fashioned touch-tone-based
IVR services began to increase their acceptability in the
marketplace.

The industry has now matured into a highly di-
versified food chain that encompasses hundreds of
equipment suppliers (for example, automatic call distrib-
utor (ACDs), private branch eXchange (PBXs), media
servers, routers, phones, PCs, application servers),
software suppliers (for example, operating systems,
browsers, agent management systems, routing engines,
speech engines, and computer telephony integration sys-
tems), system integrators, service providers, application
developers, and user-interface designers.

The first voice-enabled service, automatic answer
network system for electrical request (ANSER), was
offer by Nippon Telephone and Telegraph (NTT) in
Japan [34.30]. The service was deployed in 1981 and
used very small-vocabulary isolated-word speech recog-
nition to automate customer access to banking services
typically handled through personal contact with human
agents. Today, it has been estimated that US compa-
nies spend well over 120 B $ annually on business calls
centers to deliver services to their customers, suppli-
ers and employees. According to the Yankee Group,
approximately 80% of that cost is spent on agent per-
sonnel costs, including direct expenses such as salaries,
and indirect expenses such as benefits, administration,
and buildings (Fig. 34.1). Automating even a fraction of
the calls currently handled by live agents will generate
tremendous cost savings.

On the consumer side, network services began en-
tering the marketplace in the 1980s, enabling people to
better access information and personal communications
services. Since then, voice-enabled personalized com-

munications services have expanded to include voice
dialing, voice access to messaging (both voice mail
and e-mail), and access to general information such as
news, weather, sports, stocks, directory assistance, etc.
In today’s web-based nomenclature, we could call this
group of services – voice portal services. These services
provide consumers with simple, easy-to-use access to
the services and information they use everyday from
wherever they are.

Seizing a real business opportunity for speech tech-
nologies, many companies rushed into the market to
provide speech recognition engine components. Such
companies included, Verbex, Threshold, Centigram,
Kurzweil, L&H, Interstate, Scott Instruments, Phillips,
VCS, and Dragon. These products sold for hundreds and
even thousands of dollars per engine, and were capable
of recognizing isolated words with vocabularies ranging
from two to a few thousands of words. While services
based on speech technologies generated large cost sav-
ings for businesses that deploy them, few, if any of the
speech vendors generated profits from selling speech en-
gines. Therefore, over the years most of these companies
merged with other companies or just disappeared.

In the mid 1990s, during the Internet boom, two new
speech vendors came to the marketplace that provided
much needed energy and marketing savvy to the industry
– Speechworks (started as ALTech by speech scientists
from MIT), and Nuance (started as Corona, a spin-off
from SRI). As these companies grew, so did the voice-
enabled services industry as a whole. Their focus, as with
the early pioneers, was on providing speech technologies
to the call center business market. However, both compa-
nies realized early on that providing only speech engine
products to their customers was not a sufficient business
model. While speech science has come a long way, there
was still much to do to support a viable industry. In par-
ticular, the process of creating a voice-enabled service
that is acceptable to consumers today is as much an art
as a science. Hence, both companies invested heavily
on providing a wide range of service development and
monitoring tools, reusable service templates, and pro-
fessional services (e.g., user-interface design support)
that helped their clients build and maintain world-class
services. This was, and continues to be, absolutely es-
sential to the widespread success of speech recognition
applications within the business community.

Over the decade since their entry into the market,
Speechworks (latter merged with ScanSoft) and Nuance
have been responsible for hundreds, if not thousands, of
successful network-based voice-enabled services. While
both of these companies succeeded greatly in helping
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Fig. 34.1 Call center costs

make speech recognition a household name, in 2005
both were merged into a single company – called Nu-
ance [34.31].

Over the past decade the market has differenti-
ated further with the creation of companies that host
services, but do not create or sell speech engines or
platforms (e.g., Tellme , beVocal, TelUreka, Convergys,
and West) [34.32–36]. These companies are very flexi-
ble in meeting market needs for quick service creation
and deployment, yet are completely dependent on others
(e.g., Nuance, IBM, Microsoft, and AT&T) for speech
technology innovation.

34.2.2 The Service Paradigm
and Historical View
of Service Deployments

It is important to bear in mind that today the speech tech-
nologies described above and elsewhere in this Hand-
book remain error-prone and will remain so for the fore-
seeable future. For this reason, successful network-based
voice-enabled services have been, and continue to be,
those that have the following important characteristics.

Simplicity. Successful voice-enabled services are natu-
ral, easy to use, and intuitive to the user. Additionally,
they provide real value to the businesses that deploy
them.

Evolutionary Growth. Most applications introducing
speech recognition were extensions of pre-existing IVR
services. For example, speech recognition as a touch-

tone replacement for IVR menus. Therefore, the users
were familiar with the services and generally accepted
them.

Tolerant of Errors. Given that speech recognizer will
make mistakes, the inconvenience to the user must be
minimized. This means that careful design of human–
machine interaction, (e.g., the call flow) is absolutely
essential in providing reliable and acceptable services.
Hence, a demand for skilled user interface designers has
occurred over the past decade.

This being said, there are some general questions
that one must ask when considering an application us-
ing current speech technologies. The answers to these
questions will help determine whether it is advisable
or possible to design a quality application using speech
technology. Some of these questions include:

• Are the potential users predominantly power or
novice users? Power (or repeat) users generally de-
sire a very simple design, i. e., the customers wants
to get in and get out as fast as possible. Examples, in
this space would include stock quotes and voice di-
aling. However, novice users require hand-holding
(e.g., more instructions) and error-handling capabil-
ities to enable them to achieve their goal effectively.
This would be the case for most business-related
customer-care IVR services.• What environment will the user be speaking in (e.g.,
a noisy airport, quiet home, VoIP on a PC)? While
advances to the robustness of speaker recognition
systems have occurs over the past decade, robustness
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still remains one of the key challenges for speech
scientists today.• What performance will a user of this service toler-
ate, and is speech recognition accurate enough to
meet those expectations? This is critical in setting
the expectations of all stakeholders, e.g., the busi-
ness deploying the service and the customer using
the service.• Does the benefit of using speech technology in
this application outweigh its cost, compared to al-
ternative technologies? This is obviously critical
in developing viable business cases for deploying
a voice-enabled service.

Over the years, as more and more voice-enabled
services have been development and deployed, speech
scientists and engineers have gained a much richer
understanding of the way people need to use speech
technologies to positively affect the usability of many
network-based services. For example, when people call
a call center, there is a problem that they want solved or
some information that they want. In addition, they often
do not even know the name of the problem they are try-
ing to solve. They generally only know the symptoms
of the problem – for example, I got a new bill and there
is something on it that I don’t understand, or I want in-
structions on faxing prescriptions in to a pharmacist, or
Can I claim my daughter as a dependent on my tax re-
turn? So, when we think of truly automating services
with speech technologies there are two necessary goals
that must be achieved:

• Determining why the customer is calling,• Fulfilling the request to complete a transaction.

From the 1980s to today, given the state of the art
in speech technologies, addressing the why question
was generally achieved by asking the caller to provide
the answer by navigating (via spoken command words
or touch tones) a sequence of menu choices. In these
system-controlled directed dialog services (i. e., guid-
ing the caller step-by-step for information), the burden
is placed squarely on the users to convert the thoughts in
their mind to the physical actions presented to them at
every level of the IVR menu. Users had to correctly navi-
gate through a maze of complex menus to get the service
they want. That is, users had to tailor their interaction to
fit the capabilities of the service and technologies, not
the other way around.

The first class of rudimentary or primitive directed-
dialog-based applications that began to appear in the
late 1980s and early 1990s were those services that

used speech technologies to replace functions that hu-
man operators/agents carried out within call centers,
thus reducing the cost of doing business for compa-
nies. Such low-hanging-fruit applications were able
to make use of the then state-of-the-art capabilities
in small-vocabulary isolated-word speech recognition
techniques, and innovations in word spotting and barge-
in technologies [34.37,38] to provide value to businesses
– saving billions of dollars by reducing costs of provid-
ing services to customers. Examples of such pioneering
applications included:

• Automation of operator services, deployed by
many telephone companies including AT&T’s
voice recognition call processing (VRCP) service
(1992) [34.39], Northern Telecom, Ameritech (now
AT&T) and New Jersey Bell (now Verizon),• Automation of directory assistance by Nynex (now
Verizon) and Northern Telecom• Control of network fraud developed by Texas Instru-
ments (TI), Sprint and AT&T,• Automation of banking services offered in 1981 by
NTT in Japan,• Reverse directory assistance in which a user enters
a telephone number to retrieve a name and address,
provided by Ameritech/AT&T and Bellcore (now
Telcordia) in 1992,• Information access services, such as a stock quota-
tion services trialed at BNR in 1993.

Throughout the mid 1990s and early 2000s, network-
based voice-enabled services established themselves as
mainstream in the IVR industry. Applications that aimed
to reduce the cost of doing business have completely
dominated the industry and provided much of the jus-
tification for continued research and development for
speech technologies. Over this time period, advances
in processing and memory capabilities and in speech
technologies themselves have enabled new applications
to be deployed that require larger vocabularies (i. e.,
thousands of words), complex grammatical structures
with continuous speech recognition, and more-complex
directed dialog design. Such applications, which have
provided real value to both business and their consumers,
are now pervasive throughout the IVR industry in several
business sectors including:

• Telecommunications• Banking, finance, and insurance• Retail sales• Energy• Education
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• Travel• Healthcare• Government

Across these industries there has been some com-
mon themes on the types of applications deployed that
provide both a value-added service and that can be sup-
ported given the limitations in capabilities within speech
technologies today. This commonality has brought
a high degree of reuse of knowledge across industries,
and thus has enabled quicker and lower-cost develop-
ment of voice-enabled services. Examples of horizontal
applications that cut across industries include:

• Customer care routing (i. e., routing a customer’s call
to the proper subapplication via speech commands)• Corporate and white-pages directory assistance (e.g.,
speech-based 411 for name and address listing re-
trieval)• Corporate information access (e.g., account balance,
order status, flight arrival/departure information,
tracing shipments, locating retail stores, resetting
passwords)• Personal information access (e.g., voice dialing, ac-
cess to messaging, stock quotes, news, weather,
sports)

34.2.3 Paradigm Shift
from Directed-Dialog-
to Open-Dialog-Based Services

Directed-dialog services have been the mainstay of the
voice-enabled services market since the mid 1980s.
The main characteristics and assumptions of successful
directed-dialog-based services have been:

• They consist of a small number of easily understood
user options with a simple easy-to-follow call flow.• The customer is not vague with his/her spoken input.• The application does not need to combine statements
of intent with a lot of additional information within
the same utterance (that is, extra information that
goes along with an intent, for example, Gee, I’m
having a problem with my March bill).

However, directed-dialog design imposes several
limitations on network services that are obviously de-
signed to work for millions of consumers. The biggest
is that people tend to use their own words or phrases
in describing a problem, and they are often vague in
their request and need the opportunity to clarify their
intentions. They sometimes change their minds in the
course of a dialog, mix all kinds of information to-

gether, and their meaning often depends on the context
of where there are within the conversation. In the end,
depending on the specific service, a business’s end-
users self-misroute themselves through their existing
directed-dialog-based IVR 20–60% of the time. Simply
stated, people find it hard to navigate menus. Users can-
not change their minds/context, recover from mistakes,
skip steps, or add relevant information. In the end, cus-
tomers are frustrated. This should not be a surprise to
anyone who has used an IVR service. So, while directed-
dialog-based services have been adequate to create the
voice-enabled services market over the past couple of
decades, they are too inflexible and limiting to allow
the market to move forward and become ubiquitous in
network applications.

In the 1990s, the Defense Advanced Research
Projects Agency (DARPA) began a program to sup-
port open-dialog research. The air travel information
system (ATIS) was an extensive project aimed at ex-
tending our knowledge in speech recognition for simple
services to those requiring more-complex interactions.
Universities, such as MIT and industrial labs such as
BBN, IBM, and AT&T were the first to use natural-
language understanding and simple dialog management
to enable services to have simpler, easy-to-use interfaces
to services. Research in open-dialog-based call routing
services, led by AT&T, over the past decade has focused
on spoken natural-language understanding (NLU) and
dialog management (DM) technologies for call classi-
fication, whose function, along with large-vocabulary
speech recognition, is to determine first, why a person is
calling, and second to fulfill their needs through a con-
versation. The innovation of open-dialog-based services
enables a natural interaction between a customer and
an automated service, therefore simulating human-to-
human-like interactions. That is, open dialog services
shift the burden of determining how to use a service
from the user to the service and associated speech tech-
nologies. These technologies, while challenging to the
speech and AI Research communities, will enable the
voice-enabled market to explode – breaking through the
barriers created by menu-based services.

AT&T’s research formed the basis for AT&T’s
customer care system called How May I Help You
(HMIHY), which was deployed in the network ini-
tially in 2000 by AT&T consumer services [34.18].
The HMIHY service, when fully operational through-
out the US, handled about 3.5 million voice dialogues
with customers every month. This service was the first
open-dialog spoken natural-language system to be fully
deployed in the world. It significantly improved cus-
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tomer satisfaction as represented by four measures,
namely:

• Decreased repeat calls by 37% (customers who can-
not navigate touch-tone menus hang up and redial)• Decreased the rate of customers switching to another
long-distance company by 18%• Decreased customer call agent times by 10%• Decreased customer complaints by 78%

Following this success, in 2002 AT&T launched its
VoiceTone IVR service, which took advantage of the
new advances in natural-language understanding and di-
alog management. Since then, many open-dialog-based
services have been developed and deployed. Success-
ful characteristics of these services fall into several
categories, including:

• Automation of new customer transaction services
that previously had been off-limits due to limitations
in traditional menu-based touch-tone and simple
speech recognition technologies.• Increased self-service completion rate.• Improved navigation and content delivery and a re-
duction of misdirected calls, as well as substantially
shortened call times.• A reduction in customer callbacks resulting in in-
creased customer satisfaction. This will positively
impact the client’s ability to meet their objectives
and improve their customer retention rates.• Customer perception of a more-personal experi-
ence through the use of both external sources
of information (for example, account information
and attributes, offer information and attributes, and
business-targeted outcomes and goals) and through
flexible interaction with the customer (for example,
contact conditions and attributes, caller intent, and
response).

The following interaction is an example of an open
dialog interaction possible through VoiceTone.

VoiceTone: Hello, this is Barney Health Care, how
may I help you?

User: My medicine ran out last week.
VoiceTone: Would you like to refill your prescrip-

tion?
User: Yep uh my refill I.D. number is

PB14720.
VoiceTone: Okay, I have ordered for you a new pre-

scription. Is there anything else I can
help you with?

User: No thanks.

VoiceTone: Thank you for calling Barney Health
Care. Goodbye.

34.2.4 Technical Challenges that Lay Ahead
for Network-Based Services

History aside, the true vision of automating network-
based services is to provide the user with access to
services independent of the user’s communication de-
vice or location. That is where speech technologies
become necessary. Advances of speech technologies in
several dimensions have been and will continue to be es-
sential to the viability of deploying automated services
in the future. That is, we have not solved the problem.
Amongst the key challenges that must be addressed are

1. speech technologies are still too fragile to use
2. too expensive to deploy
3. too hard for developers to use to design network

services

Improving Performance. Performance is important not
only for meeting the business success criteria but also
for ensuring high-quality customer experience.

In the area of performance, improving the robust-
ness and accuracy of speech recognition, the breath of
natural-language understanding beyond call classifica-
tion, the naturalness of text-to-speech synthesis, and the
flexibility of dialog management are subjects of current
focus. This area represents the bulk of the research over
the past few decades and is important for meeting busi-
ness success criteria and ensuring high-quality customer
experience.

Speeding up Service Deployment Through Automa-
tion and Reuse. Automation is critical for reducing
the development effort during both creation and mainte-
nance of these services.

For increased automation, novel self-learning al-
gorithms for reducing overall development resources
during the creation of natural-language applications are
being applied. In particular, they use the active family
of methods, which includes active learning for reduc-
ing transcription and labeling effort, active labeling
for ensuring high-quality labeled data necessary to cre-
ate natural-language understanding models, and active
evaluation for evaluating and adapting models auto-
matically with no human intervention. Automation in
these technical areas is critical for reducing the devel-
opment effort during creation and maintenance of these
services.
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Increased Scalability. Scalability is a key component of
the mass deployment of cost-effective natural-language
dialog services. Improving the efficiency of speech algo-
rithms and their implementation (i. e., speed, memory,
and size), leveraging standards, and exploiting reusable
data and libraries is the focus of much research.

Adoption of Technology and Application Standards.
Understanding the need to scale application devel-
opment, in 1995, AT&T created the phone markup
language (PML) application program interface (API) for
rapid creation of interaction voice response services. In
1999, PML was released with the founding of the voice
extensible mark-up language (VXML) forum by AT&T,
Lucent, Motorola, and IBM, responsible for developing
and promoting the VXML standard currently used in-
dustry wide. Today, VXML is the standard environment

for development of most IVR services worldwide. Go-
ing forward the W3C voice browser group is working on
expanding the capabilities of VXML to include support
open-dialog services, and especially services that re-
quire multimodalities of the input devices, such as voice,
touch, writing, etc. This will drive the effort of unifying
network-based telecommunications services with web-
and device-based services into a single environment that
makes it easy for application developers to create new
and innovative services [34.40, 41].

Additionally, standard interfaces, such as the media
resource control protocol (MRCP) [34.42], that allow
for rapid integration of new speech engines into ser-
vice delivery platforms have begun to emerge into the
marketplace. Such standards enable improvements and
advances in speech technologies to find their way more
quickly into the field.

34.3 Device-Based Speech Applications

34.3.1 The Industry

Portable devices such as cell phones offer a unique op-
portunity for speech recognition technologies, either
by themselves or as part of a multimodal inter-
face. If these devices communicate wirelessly, they
tend to support both IP networking and standard
cell-telephone communications, and thus the devices
support both telephone interchanges and web-based data
exchange.

It has always been challenging to design an interface
on a small device that enables fluent use of the device,
while allowing full access to its capabilities. For a cell
phone, the 12-button interface is a copy of the touch-tone
phone keypad, which itself is a representation of the 10-
hole dial ring of the original telephones. This interface
was designed in a time when the phone number was the
only critical information that the system required, and it
was very efficient at delivering that information to the
network.

With the advent of new services, a user often wants to
input text, video, pictures, or other nondigit information.
While the keypad is useable for many purposes, typing
a 7 four times to produce an ‘S’ is tedious for all but the
most dedicated teenage text messenger.

The interface on a standard PDA device is even more
limited, although it can be assisted by the touch-sensitive
screen, which often accepts handwriting or stylus inputs.
It is possible to build a completely graphical operating

system on this type of device, and early devices were
button-poor boxes with touch-sensitive screens. While
these devices were successful in the market as personal
information managers (Palm controlled this market for
many years), new devices have become less successful
because they violate the one-hand usability criterion for
mobile devices – that is – if you cannot use it with one
hand, then you cannot use it while walking, driving, or
carrying something, and thus the device is much less
useable than it would otherwise be.

Speech has always been a natural command-and-
control information exchange, at first between people,
and then for people to control machines. This approach
has come late to mobile devices because of the limited
capabilities of the devices, the abominable design of
early PDA acoustic systems, and the limited insight of
the technological community.

34.3.2 The Device-Based Speech
Application Marketplace

Embedded speech recognition is a relatively recent phe-
nomenon. The markets for these devices range widely,
but are evolving as devices evolve.

Early applications were mobile-phone dialing.
AT&T was instrumental in designing and fielding
a speaker-dependent digit and name recognizer with
their automobile-based mobile telephone in the mid
1980s [34.42]. While the design included both digits
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and names, the devices which were built and marketed
contained only name recognition. The adventure was not
a marketing success.

Mobile phones (remember the bag phone?) were rel-
atively rapidly supplanted by smaller cell phones in the
late 1990s and early 2000s. As computation became
possible in smaller platforms, and battery technology
improved, it became possible to build digital cell phones
that were luggable, and, in the past half decade, which
have become pocket devices. These communications
instruments now have substantial computing capabil-
ity, and are often multiply connected, using the digital
cell-phone channel, a side-channel for text (SMS), and
often a separate IP network and even a wireless fidelity
(WIFI) network. While early cell phones had lim-
ited capacity, as their computing capabilities improved,
speech researchers discovered that dynamic program-
ming methods allowed digit and name recognition to be
integrated into these devices [34.43]. These techniques
were offered by AT&T, Motorola, NEC, Siemens, Qual-
comm, and many other laboratories. This plethora of
speaker-dependent applications were widely deployed,
but failed the market usability test, as they were too com-
plicated for the blinking-12 generation [34.44]. Name
recognition for voice dialing is embedded in more than
40 million cell phones, and is widely ignored by the user
population.

Since 2002, speaker-independent recognition has
been available on many mobile phones, and it is now
available on close to 100 million devices. This technol-
ogy allows speakers to simply pick up and use digit and
name recognition for dialing and command-and-control
applications on cell phones. It meets the requirements for
simple and robust applications, and has become a com-
mon application used by technological sophisticates.
Microsoft offered both AutoPC and PocketPC speech
solutions, but neither achieved traction in the market
place. The PocketPC phone voice command became the
number-one application seller for the CE platform, but
that fact only attests to the small market which was
served. It appears that the population at large has yet
to discover this capability in their devices (a failure of
marketing), and thus this modern technology is only now
gaining attention. Media review has been enthusiastic.

There are other markets for embedded speech tech-
nology, although most remain skeletal. Games and toys
can sometimes benefit from a speech interface, and Has-
bro and other toy manufacturers have fielded a series of
small toys and plush animals that both respond to voice
and talk to the user (in this class is a very capable R2D2
robot, which is being reissued in the mid-2006 time

frame). These devices have not risen above the novelty
level, and remain uncommon.

Navigation and automobile command and control is
a relatively successful market for speech recognition on
noncomputing platforms. The advent on On-Star in the
US market delayed sophisticated speech recognition, as
the system was fielded with a very crude discrete speech
recognition system, and remained in that state for sev-
eral years. Only in the past year has On-Star begun to
field continuous speaker-independent recognition (from
IBM). The market success of this venture will be in-
teresting to watch, but is far from assured. Automobile
systems (including navigation) use speech as output, but
speech recognition has not yet become a common input.

PDAs would seem to be ideal for speech systems, but
for several years the audio systems in IPAQs and other
PDA devices offered audio quality ranging from incon-
sistent to abominable. (It is easy to mix audio and digital
signals in computing platforms, and this is especially
true of very small devices.) Continuous speech recog-
nition was demonstrated on an IPAQ platform in 2003
by Voice Signal in English, and was simultaneously an-
nounced by Phillips for Mandarin. Neither company has
fielded a commercial product on these devices for dicta-
tion, and the field remains unserved. (In the case of the
Voice Signal demonstration, an outboard audio system
was used to mitigate the IPAQ native systems.) Microsoft
now offers a voice dialing system on its Windows CE
systems that combine phones with PDAs.

The continuing increase in both memory and
computing capability in cell phones allows dictation
recognition in recent devices. Discrete large-vocabulary
recognition in cell phones was announced in a commer-
cial device (Samsung P-207) by Voice Signal in 2005,
and continuous recognition was demonstrated in 2006.
Nuance has also announced offerings, both embedded
and distributed speech recognition (DSR)-server based.
While text creation for email, messaging, and internal
annotations seems an obvious requirement for com-
municating platforms, the market remains small. It is
unclear whether communications (SMS), mobile search,
location-based services, or some other application will
ultimately become the market maker for this technology.

34.3.3 Technical Challenges
that Enabled Mass Deployment

There have been many technical challenges to suc-
cessful speech recognition in mobile devices, although
some of these are being addressed by continuing tech-
nical advancement. Additionally, the rather limited

Part
E

3
4
.3



694 Part E Speech Recognition

processing and memory resources that are available on
mobile devices, compared to the seemingly unlimited
resources available for network applications, imposes
unique technical challenges for even the simplest mo-
bile applications, let alone the complex applications
that can be deployed within a telecommunications
network.

Speech recognition algorithms range from the
very simple – dynamic-programming-based speaker-
independent small-vocabulary recognition systems –
to the extraordinarily sophisticated HMM-based large-
vocabulary continuous recognition.

Dynamic programming may be used to create an
acoustic pattern matching algorithm, as described in
Sakoe and Chiba [34.43]. While this pattern matching
works well for a single speaker in a consistent environ-
ment, it produces a brittle matching algorithm that fails
in moderate noise or for other speakers. On the other
hand, the basic algorithm simply captures the speech to
be modeled, derives a straightforward time-based model,
and allows this model to be compared with a later spoken
utterance. Because it is an acoustic matching algorithm,
and must be trained by the user, the initial memory cost
is very low. However, because the algorithm knows very
little about speech or the signal that it is to model, the
reference models tend to be memory intensive. Thus
these algorithms can run in small-memory systems (as
they are also not very compute intensive), but work only
for small vocabularies (digits or 10 names, in typical
applications).

Early implementations of dynamic programming
algorithms used the digital signal processing (DSP) com-
putation engine that is part of many cell phones. There
was ample computation, and the low memory require-
ments allowed name recognition. Sensory announced
toolkits for these technologies in 1997, and software for
DSPs in 1999. Major cell-phone handset manufacturers
(Nokia, Siemens, Motorola, NEC, Qualcomm, and oth-
ers) supported internal speech laboratories that produced
similar software throughout the 1980s and 1990s.

Modern cell phones have two separate processing
systems – a digital signal processor and a second which
is the user interface (UI) processor. The market leader
for the UI processor is ARM, which first was designed
in 1985, and has become dominant in the field. Mod-
ern ARM processors run at speeds from tens to hundred
of MHz. In cell-phone systems designed in 2005 and
2006, these ARM processors can support applications
independent of the cell-phone functionality of the de-
vices, and often allow after-the-fact programming using
BREW, Microsoft CE, or JAVA.

The UI processor has become a sophisticated plat-
form in cell phones. While the DSP has become a closed
system dedicated to cell-phone functionality, the user
interface processor has become an open computing plat-
form. Memory in modern cell phones ranges from 16
to 500 MB. Thus, these UI processors have computing
capabilities ranging from those of the 286 to those of
the Pentium I, except that they do not do native floating
point. Audio systems in cell phones, with the excep-
tion of Bluetooth systems, tend to be well designed,
and microphone placement is often optimized to min-
imize mouth sounds and extraneous noise. There are
no remaining technical constraints on the implementa-
tion of speech recognition applications in these devices.
Successful products now require user applications that
are intuitive and discoverable, but these requirements
are essentially independent of the speech recognition
technology.

In remote-control applications, speech recognition
has had mixed success. Standard remote-control devices
remain technically difficult for speech applications, as
they are generally built around 4 bit or 8 bit processors.
(This is sensible if battery life is the primary factor, as it
is in these devices). Some advanced remote-control de-
vices (see Sensory for examples) provide limited speech
recognition input, but this remains a novelty market.

There has been an industry call for a general solution
to the remote control problem for advanced television
services, since the blinking-12 generation cannot man-
age video on demand, the premier cost-plus service
in television. Research has been focused on array-
microphone solutions centered on cable boxes or other
devices, but solutions remain suboptimal. This arena
remains in flux.

34.3.4 History of Device-Based ASR

Embedded ASR solutions emerged from the develop-
ment of word spotting as a topic of government interest
during the 1970s. The general idea was that one could
spot words in running speech by simply building a model
of the acoustic signal that was the word or words of in-
terest, and then search incoming speech for that acoustic
event. The signal processing was, in general, LPC based,
and very efficient. The search algorithm was a general-
ized dynamic program, which worked by attempting to
match a warped version of the speech sample to the in-
coming speech, starting at all possible start points, and
aborting if the score became too improbable.

Wide use was made of the Itakura distance,
which Itakura claimed was an information-based mea-
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sure [34.45]. The computation of the matching distance
could be made very efficient, and the task could be car-
ried out in early signal processing chips. On the other
hand, the acoustic models of the example speech were
quite large, and thus in early cell phones using this tech-
nology it was only possible to search for 10 or 20 names,
despite the much larger phonebook capabilities.

Voice dialing using the dynamic programming
method was available in the mid 1980s on several wired
devices. Among these was the Freedom Phone, sold by
Southwest Bell in the 1980s, which had a 50 item dy-
namic time warping (DTW)-based speech recognition
system and also a speaker trained digit system. About the
same time, Bell Laboratories built a voice dialer (called
the Victory Dialer) for a car phone which recognized
names.

In 1987, this DTW technology was used by Interstate
Electronics to build a car-phone dialer that would dial
either names or digits. The digit dialer was speaker inde-
pendent, and was trained from a small database of digits,
while the name recognizer had to be trained by the user.
This dialer was plugged into the handset connector on
a car phone, and the handset was, in turn, plugged into
the dialer. The technology was extremely effective for
its time, and the company sold several thousand of these
devices. Unfortunately, the car phone market (the radio-
phones) was quickly supplanted by cell phones, and the
market for these dialing devices disappeared.

34.3.5 Modern Use of ASR

While DTW technology was used by cell-phone manu-
facturers and a few other companies (ART – Advanced
Recognition Technology, an Israeli company, was the
most effective private purveyor) throughout the late
1980s and 1990s, the field was overtaken by much
more-robust HMM technology. In 2002, Voice Signal
introduced the first HMM-based speaker-independent
digit dialer in the A500, a Samsung phone, and a year
later introduced speaker-independent name dialing in
the A610. From that time onwards, HMM technol-
ogy has proven to be an effective and robust method
of voice recognition in cell-phone platforms, and has
even been extended to dictation systems of many
thousands of words. The two largest providers of
speaker-independent voce dialing were ART (now part
of Nuance), and Voice Signal. The market is just emerg-
ing, although more than 75 million cell phones contain
this technology.

The conjunction of mobile platforms and speech
recognition is beginning to have an effect on the as-

sistive technology community. It is now possible to use
cell phones with only a single button push, and small-
footprint synthesizers allow the use of these devices by
visually impaired people. (Some devices say the name of
any button pushed.) This market is not well established
in the United States, but there is government support for
such devices in the European Community.

34.3.6 Government Applications
of Speech Recognition

General Service Overview
Government interest in speech recognition and in speech
processes in general, covers many facets of the indus-
try. Among the most interesting and unique are the uses
of speech recognition in command-and-control applica-
tions, low-bandwidth communications, and intelligence
functions.

Speech recognition interfaces are now being devel-
oped for aircraft simulators, and are specified as part of
the standard avionics in the Joint Strike Fighter. The con-
tinuing DARPA speech programs, largely concentrated
on speech and language recognition and interpretation
of broadcast and conversational information, can be
expected to yield systems that make transcription and
analysis of intelligence information easier in the future.
Other programs, such as TRANSTEC, are attempting
to create mobile platforms that assist communications
between speakers of non-intersecting languages. While
current devices are concentrated on Arabic and Man-
darin, the technology is being created to be easily ported
to other languages, and commercial opportunities are
awaiting enough technical advances to make the markets
financially rewarding.

Technical Challenges
to Overcome for Deployment

Technological evolution has made state-of-the-art
speech recognition available in many devices and pro-
cesses, and the availability of memory and computing
power follows that availability in the commercial space,
delayed by a year or two.

This delay is due to a multiplicity of factors. For field
use, systems must be able to work over a large temper-
ature and humidity range, and must tolerate physical
abuse found in combat situations. Among the cur-
rent platforms of choice are the Panasonic Toughbook
and others of its type (there is a MIL standard, 810,
which specifies insensitivity to temperature, humidity,
liquid spills, salt, gunfire, acceleration and other fac-
tors). While central processing unit (CPU) speeds tend
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to lag the commercial space, they tend to catch up within
a year or two, so any process available on a commer-
cial laptop today can be expected to run on a hardened
processor in a short while.

On the other hand, acoustic requirements for mili-
tary systems are generally assumed to be extreme, with
operating equipment (tanks or airplanes), and military
field operations (gunfire, crowds, etc.) forming the most
challenging problems. Speech systems for translation
are now being tested in Iraq, and have generally met
with a positive response, although the technical pro-
gram managers tend to be very conservative, and system
integration time is very long. Speech recognition solu-
tions have been deployed experimentally in the US Navy,
Marines, and Air Force, but large-scale deployments
have not yet been made.

Initial Uses of Speech Technologies
Two interesting applications of speech recognition are in
general intelligence applications and in low-bandwidth
communications systems.

With the advent of competent large-vocabulary
speech recognition and highly intelligible speech syn-
thesis, a low-bandwidth communications process can be
completed by simply recognizing the speech into words,
sending the text, and reconstructing the audio at the other
end from the word string.

For general intelligence applications, an effort has
been underway for many years with (D)ARPA funding
of large-vocabulary speech recognition for the Depart-
ment of Defense. In its original instantiation, the DARPA
project of the 1970s defined the goals of a computer-
based speech recognition system to recognize continu-
ous speech, using a vocabulary of 1000 words, in real
time. This project, called the Speech Understanding Re-
search program, was funded at CMU, Stanford Research
Institute (SRI), MIT’s Lincoln Laboratory, Systems De-
velopment Corporation (SDC), and Bolt, Beranek, and
Newman (BBN), and became the basis for speech recog-
nition research worldwide. This project and its follow
on allowed Dragon Systems to develop commercial dis-
crete, then continuous speech recognition systems first
on plug-in personal computer (PC) boards, and then on
the native PC platforms themselves.

DARPA has since funded several follow-on projects
in speech recognition, and in 1993 they funded a summer
workshop in speech recognition at Rutgers University,
where recorded spontaneous speech was, for the first
time, the target of the research community. These efforts
were aimed at intelligence applications, where it was
assumed that some entity would transcribe everything

available to it and mine that information for intelli-
gence purposes. Recently the focus of DARPA programs
has been on applications of speech recognition tech-
nology including automatic translation and information
extraction systems, in the global autonomous language
exploitation (GALE) program. The intelligence applica-
tions of speech recognition remain the stuff of fiction and
fantasy reporting, while commercial applications grow
at a very slow rate.

Speaker Identification/Verification
Over the past few years, with the rise of international
terrorism and the concomitant growth of automated fi-
nancial interactions and identity theft, the government
has begun to pay attention to the entire question of bio-
metrics in personal identification. While biometrics is
a larger field than speech recognition, the speech por-
tion of a biometric suite has the ability to enhance system
performance, while allowing identity to be assessed from
audio signals. Audio is the one biometric that does not
depend on having the identification target present for
either system training, system test, or both.

The United States has fielded a handheld biometrics
system for use in military activities, called hand-
held interagency identity detection equipment (HIIDE)
(http://www.securimetrics.com/solutions/hiide.html),
but this system does not yet contain speech recogni-
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Fig. 34.2 Plot showing results from 21 systems for the 2002
primary condition in the one-speaker detection task
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tion. In preparation for its inclusion in such systems,
the government has been holding annual technology
system performance evaluations with publicly avail-
able data and public results (although the identities of
the participants are not part of the public results). In
Fig. 34.2, one can observe the change in performance
from 2002 to 2005 [34.46]. These improvements are
due to more-sophisticated statistical modeling, increas-
ing use of support vector machines (SVMs) rather than
GMMs, and the extension of the scoring technology
from short-term spectral analysis to long-term linguisti-
cally motivated features.

Speaker ID can be used in many ways, but the most
common two are for speaker identification and speaker
verification. While the technology improvements al-
low improved performance in both regimes, the open
questions tend to be different.

Speaker verification assumes that the speaker’s
biometric identification (in this case, his voice) is ac-
companied by a claim of the speaker’s identity. The task
is to verify that the speaker is or is not the claimed
person. This is the scenario of the National Institute of
Standards and Technology (NIST) tests, where the er-
ror rates are computed over hundreds of thousands of

trials. In this task, computation tends to be a secondary
constraint (think, for instance, of an access system in
which the talker speaks several words or sentences into
a microphone, and then is granted access to a partic-
ular physical installation), while accuracy is crucially
important. The acoustic channel is typically not an is-
sue, since in most scenarios the speaker is a cooperative
user of a system, which makes his life easier.

In the second scenario, one is typically attempting to
do speaker identification (maybe speaker spotting) over
a much larger collection of data, and the identity claim
is missing. In that case, one must ask for each conversa-
tion whether the speaker is one of a known population
of speakers, or whether the speaker is someone else. In
this technology, the accuracy of the system tends to be
less good, since the acoustic channel is not controlled
(microphone, telephone, cell phone, etc.), but the task
is more likely to be sorting data into interesting or un-
interesting piles, and it may be assumed that secondary
testing will be done on the output.

The reader can imagine more scenarios where
speaker identification might be used, both in govern-
ment and in industrial applications, and the technology
is approaching usability for many of these.

34.4 Vision/Predications of Future Services – Fueling the Trends

Several technology trends and new technologies will
fuel the growth in capabilities over the next few years.
As the wireless network bandwidth pro capita and the
speed of CPUs keep growing, rich and interactive mul-
timodal and multimedia applications will continue to
migrate from the core network to the periphery hosted
by mobile devices, providing ubiquitous multimedia
communication services anywhere and anytime to con-
sumers and road warrior professionals. At the same
time, broadband access is increasing at impressive rates
and reached 65% of the American households by the
end of 2005.

Although this scenario seems to suggest that video,
data, and voice services are relentlessly converging to
a seamless integrated internet protocol (IP) network, it is
still unclear what kind of applications and standards will
succeed in fostering next-generation human–machine
communication services. It is certain, however, that these
multimedia services, powered by a new breed of ma-
chines, will be operating globally supporting multiple
languages, and will provide input access through a vari-
ety of different modalities (such as speech, gesture, pen,

etc.). With this growth and complexity, improvements
in service performance and deployment scalability that
require minimal human intervention will be critical.
Therefore, automatic learning techniques will become
an essential component of these new services. Min-
ing of heterogeneous information and data (call logs,
speech, call center information, etc.) will also be an in-
tegrated part of these multimedia services to help extract
trends and knowledge that can aid in improving business
operation.

Predicating the future is always a risking task. That
said, in this section we postulate several treads we envi-
sion seeing as the industry moves forward as it continues
to mature into a mainstream market.

34.4.1 Multimodal-Based Speech Services

The widespread availability of broadband access, VoIP,
and powerful mobile devices are fostering a new wave
of human–computer interfaces that support multiple
modalities, thus bridging and eventually blurring the de-
vice and network voice-enabled service markets. These
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so-called multimodal user interfaces combine interactive
multimedia output where audio, video, graphics, and text
are accurately synchronized under time constraints, with
several modes of input such as speech, keyboard, point-
ing devices, handwriting, and gestures. One example is
the AT&T’s multimodal access to city help (MATCH)
multimodal service prototype (Fig. 34.3), which enables
users to use speech, gesture, or the combination of
the two modalities to access and retrieve information
about cities and sites in the US [34.47]. This inte-
gration of speech and visual interfaces provide richer,
more-versatile, and robust user interfaces than tradi-
tional speech input alone. Multimodal applications offer
the ability to adapt the user experience to the actual
terminal capabilities of the access device.

Although multimodal applications using mobile de-
vices have received significant interest over the past five
years, the central idea of using speech to manipulate
a computer device goes back to the desktop dictation sys-
tems of the early 1980s. Several companies, including
Dragon, Microsoft, and IBM, provided desktop solu-
tions for speech dictation supporting speech, mouse, and
keyboard input. These systems, which sold hundreds of
thousands of copies primarily to the medical and le-
gal industries, allowed users to click and talk. Speech
recognition errors were corrected by clicking and either
speaking or picking a word from a menu selection. Al-
though early incarnations of these systems, which were
essentially speaker dependent, required several training
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Fig. 34.3 AT&T’s MATCH multimodal service prototype

hours of speech and required users to pause between
words, later systems that were available in the mid
1990s supported a much larger vocabulary set (> 5000
words), required only a few minutes of training data, and
performed continuous speech recognition.

Today, the Internet revolution and the availabil-
ity of powerful handheld devices are facilitating the
widespread of a new wave of multimodal applications.
These applications support speech, gesture, and hand-
writing recognition, imposing new technical challenges
to factor in speech recognition, natural-language un-
derstanding, and dialog management technologies as
well as user-interface design, which is currently re-
stricted to multimedia and video gaming applications.
Major players in the industry such as Microsoft and
IBM, have recognized the potential of this new multi-
modal market, proposing limited solutions to extend the
concept of web browsing with speech input. Recently,
Microsoft integrated its speech server into Microsoft
Exchange 2007. Exchange is one of the most widely
used messaging platforms for enterprises, thus position-
ing Microsoft well for providing flexible user designs
for messaging services. Microsoft founded the speech
application language tags (SALT) forum to promote
voice applications as well as multimodal navigation in
a web browser environment [34.48]. SALT interoper-
ates with existing web standards, introducing a few
new tags for speech control. IBM and Motorola, on
the other hand, proposed and alternative approach
to multimodal called XHTML + voice (X+V). X+V
extends the existing Voice XML standards and com-
plements them with a presentation layer built around
XHTML [34.41]. In 2002, W3C launched a multi-
modal interaction working group with the purpose of
finding common agreement upon a general architecture
and an approach to define multimodal applications. The
next generation of multimodal services will take ad-
vantage of integration of modalities to achieve robust
performances.

Among the technology challenges when dealing
with multimodal interfaces is the need to provide
synchronization among the different input modali-
ties. Several organizations, including AT&T, IBM,
CMU, and IDIAP, have been actively pursing differ-
ent strategies for synchronized modality integration.
In AT&T’s multimodal systems for information ac-
cess to restaurants and subways, for example, users
can circle with a pen, speak directly to a mobile de-
vice, and/or write on the screen. Mutual disambiguation,
when using speech and gesture inputs simultane-
ously, is supported using a multimodal finite-state
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transducer, which outputs a semantic lattice represen-
tation [34.47]. The lattice is interpreted by a multimodal
dialog manager, which produces the next dialog ac-
tion. A multimodal generator renders a graphical
response with eventual animation together with a text-
to-speech synthesizer. Multimodal integration can also
be viewed as combing different streams, firing at dif-
ferent rates, using an asynchronous HMM. Whether
using finite-state transducers or asynchronous HMMs
to support multimodal interfaces, there is an inher-
ent limitation in performance attributed to the lack
of multimodal data. Rapid creation of multimodal
applications with limited training data is a major tech-
nology challenge the research community is addressing
today.

Multimodal interfaces will solve many of the current
limitations of voice applications. They provide not only
a mobile access to information but also a richer selection
process through the visual interface. This visual inter-
face significantly improves the user experience when
dealing with complex applications such as maps that re-
quire special dialog strategies including disambiguation,
clarification, relaxation, and constraining. Multimodal-
ities provide several enhancements to a spectrum of
applications including:

1. Information access and navigation: speech input
alone for retrieving information about restaurants
and travel directions, for example, can be sig-
nificantly enhanced with a multimodal interface,
supporting speech, gesture and global positioning
systems (GPS).

2. Instant messaging: with the availability of powerful
mobile devices, multimodal interfaces provide users
with a richer and a more-flexible interface for com-
munication using text messaging, clicking, and/or
speaking into handheld devices.

3. Meetings and conferencing: multimodalities provide
users engaged in meetings and conference calls the
ability to geocollaborate and plan on the same project
or event.

4. Gaming: combining gestures, pointing, and speech
facilitates new types of video games in which play-
ers can speak and gesture simultaneously to perform
a task. It will also aid people who have dyslexia (dif-
ficulties with movement) and dysgraphia (difficulties
with handwriting) to apply speech as a primary
modality to play games.

5. Diagnostics: combining speech and gesture provide
an easy-to-use interface to diagnose products and
services, such as airplanes.

34.4.2 Increased Automation
of Service Development Process

The task of creating customized spoken dialog applica-
tions is traditionally labor intensive, requiring significant
data resources and A tremendous level of expertise.
As a result, despite efforts to modularize and reuse
components of the dialog, it is not surprising that
only a few hundred speech services were actually de-
ployed in 2003 for large business customers. These
services tend to be highly customized and are typically
designed independently of any other sources of informa-
tion, such as a website, or human–human conversational
data.

AT&T has been pursuing a new research direction
to scale this industry by completely automating the
process of creating spoken, or chat-based, dialog ap-
plications by leveraging the wealth of information on
business websites. Given that most businesses main-
tain a website, the goal has been to leverage that
information to design, create, and maintain a new
line of automated services requiring no human inter-
vention. A prototype system of these new types of
services (WebTalk) has been created by AT&T. WebTalk
employs speech, language, and machine learning tech-
nologies to enable customers to enter into an automated
chat-based or a spoken-language-dialog-based conver-
sation. It includes a website analyzer that automatically
downloads web pages, analyzes them, and constructs
dialog-oriented task knowledge.

Information extraction is a key component of the
AT&T WebTalk system. It enables the system to ex-
tract key entities, such as a list of products and services,
contact information, definitions, questions/answers, etc.
This information, along with a general-purpose DM, en-
ables WebTalk to exchange in a natural-language dialog
without actually involving a person in the loop either
during the creation or the maintenance process.

34.4.3 Complex Problem Solving

At the heart of a spoken dialog system is the dia-
log manager, the component which decides what the
system should say at each point in the conversation.
Whereas all of the other elements of a spoken dialog
system, such as speech recognition, language under-
standing, and text-to-speech, are based on probabilistic
methods and optimized based on data, dialog managers
have historically been handcrafted by user-interface ex-
perts. Because speech recognition errors are common,
this design task is extremely complex and, in prac-
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tice, the dialog manager is often the weakest link in
a spoken dialog system, causing conversations be either
be very structured or to go wildly off-track after even
a single speech recognition error. As a result, deployed
telephone-based spoken dialog systems have been lim-
ited to highly structured tasks where user’s behavior
can be constrained effectively (such as banking or sim-
ple travel transactions) or can be predicted accurately
using natural-language understanding technologies for
call routing.

A family of new approaches to building dialog man-
agers seeks to extend the reach of dialog systems by
improving the ability of the dialog manager to cope
with speech recognition errors, hence better enabling
the automation the class of more-complex problem
solving services. Conventional approaches make binary
accept/reject decisions about each speech recognition
result, and use accepted speech recognition results to
form a single hypothesis for the dialog state. Inevitably,
a speech recognition error will be accepted into this
dialog state, which can cause a system to get stuck and
lead to an unnatural and unproductive conversation. New
techniques in development today are aimed at represent-
ing the state of the conversation as a Bayesian network,
which allows three important improvements [34.49,50].
First, a Bayesian network maintains multiple hypothe-
ses for the dialog state: every speech recognition result
is viewed as having some probability of being correct,
and these probabilities are aggregated over the course of
the dialog, preventing the system from getting stuck on
a single hypothesis. Second, this aggregation process can
incorporate models estimated from data of how users ac-
tually behave, rather than designer intuitions about how
users might behave. Finally, automated planning in the
form of partially observable Markov decision processes
can be applied in a principled manner to ensure that the
system always chooses an optimal action.

For example, consider the troubleshooting domain,
in which a user is trying to restore a faulty product or ser-
vice (such as an Internet connection) to a working state.
Dialog systems in this domain today are highly con-
strained, for example asking a series of yes/no questions.
While this approach avoids engendering more-complex
speech, a forced regiment of questions can be tedious for
callers who can feel trapped when a system cannot un-
derstand, for example, But I’ve already tried rebooting
my computer and that didn’t work. To build better dialog
systems in this domain, more mixed initiative capabil-
ities are required, which allow users to take control of
the conversation, offer new information, or revisit an
earlier part of the conversation.

Advanced dialog management techniques are theo-
retically well-grounded and appear able to deliver these
capabilities. That said, several important research chal-
lenges remain, and chief among these is scalability:
tracking many hypotheses for the current dialog state
is computationally difficult, and performing planning
using this representation is exceptionally difficult. Even
so, early results show that approximate techniques ap-
pear to reduce the complexity dramatically with little
loss of performance [34.50]. There is more work to do,
but advanced dialog management techniques should be-
gin to filter into mainstream commercial applications in
the next few years.

34.4.4 Speech Mining

As the volume of accumulated speech data grows, we
are faced with the analytical challenge of finding in-
formation of interest for the researchers, developers,
executives, and customers, that can explain what is
happening, and why, within a deployed service. Min-
ing heterogeneous spoken dialog data for the purpose
of improving system operation and extracting business
intelligence is a fertile growth area for new research ini-
tiatives at many research and industrial labs around the
world.

Data mining is concerned with the science, tech-
nology, and engineering of discovering patterns and
extracting potentially useful or interesting information
automatically or semiautomatically from data [34.51].
Data mining was introduced in the 1990s and has
deep roots in the fields of statistics, artificial intel-
ligence, and machine learning. With the advent of
inexpensive storage space and faster processing over
the past decade or so, data mining research has
started to penetrate new grounds in areas of speech
and audio processing as well as spoken language di-
alog. This has been fueled by the influx of audio
data that are becoming more widely available from
a variety of multimedia sources including webcasts,
conversations, music, meetings, voice messages, lec-
tures, television, and radio. Algorithmic advances in
automatic speech recognition have also been a ma-
jor, enabling technology behind the growth in data
mining. Current state-of-the-art large-vocabulary, con-
tinuous speech recognizers are now trained on a record
amount of data – several hundreds of millions of
words and thousands of hours of speech. Pioneer-
ing research in robust speech processing, large-scale
discriminative training, finite-state automata, and sta-
tistical hidden Markov modeling have resulted in
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real-time recognizers that are able to transcribe spon-
taneous speech with a word accuracy exceeding 85%.
With this level of accuracy, the technology is now
highly attractive for a variety of speech mining
applications.

Speech mining research includes many ways of
applying machine learning, speech processing, and
language processing algorithms to benefit and serve
commercial applications. It also raises and addresses
several new and interesting fundamental research chal-
lenges in areas of prediction, search, explanation,
learning, and language understanding. These basic
challenges are becoming increasingly important in rev-
olutionizing business processes by providing essential
sales and marketing information about services, cus-
tomers, and product offerings. They are also enabling
a new class of learning systems to be created that can
infer knowledge and trends automatically from data,
analyze and report application performance, and adapt
and improve over time with minimal or zero human
involvement.

Effective techniques for mining speech, audio, and
dialog data can impact numerous business and gov-
ernment applications. The technology for monitoring
conversational speech to discover patterns, capture
useful trends, and generate alarms is essential for in-
telligence and law-enforcement organizations as well as
for enhancing call centers operations. It is useful for an-
alyzing, monitoring, and tracking customer preferences
and interactions to better establish customized sales and
technical support strategies. It is also an essential tool
in media content management for searching through
large volumes of audio warehouses to find information,
documents, and news.

34.4.5 Mobile Devices

The mobile devices market continues to expand. While
cell phones are predicted to reach steady-state volumes
of about a billion devices a year starting in 2009, the
sophistication and variety of additional services contin-
ually stresses the existing user interface. Many services
remain undiscovered by the majority of cell phone users.

Manufacturers continue to produce specialized de-
vices. The IPod music player by Apple has been
a tremendous success, as has been the Razor cell phone
by Motorola. In both these cases, the device capabilities
are secondary to their industrial design. The prediction
for the future is that the form of these devices and their
user interfaces have become more important than the
actual function of these devices. Consumer demand,
at least in the United States, seems to be driven by
marketing and consumer appeal.

That said, there are new markets opening because
of recent advances. The government is exploring hand-
held electronic platforms for the soldier of the future.
Handheld devices are being used in advanced medi-
cal facilities for patient information on demand, and
for prescription ordering directly from the doctor to the
pharmacy. Handheld navigation systems are a rapidly
growing market segment, as larger memories, high-
resolution designs, and accurate GPS location systems
offer outstanding performance value.

All of these devices could incorporate speech inter-
faces. In navigation systems, speech output is essential
to allow hands-free/eyes-free driver directions. Speech
recognition is clearly the input method of the future,
but the exact course of the introduction of this interface
technology remains unclear.

34.5 Conclusion

In this chapter, we have presented a broad view of
speech technologies from the viewpoint of the users
of the various technologies. We showed how, begin-
ning in the 1980s, even though speech recognition
technologies were not very advanced, there were many
lower-hanging-fruit applications that were deployed and
that were tremendously successful. These applications,
although quite simple (i. e., command-and-control appli-
cations), nonetheless provided real value to the people
and/or businesses that deployed them and were the basis
of continued research throughout the private and pub-
lic sectors. Moving into the 1990s, speech services and

speech engine products moved into the mainstream of
network-based IVR services. Later in the decade and
through the first decade of the 2000s, increased inno-
vations and advances in microprocessor technologies
enabled speech technologies to be a mainstay on small
devices, such as cell phones, and enabled a new class
of complex network-based speech services that begin to
understand human speech instead of merely recognizing
the words, thus enabling more-human-like interactions
between people and machines.

Where is the industry heading? We will see much
more automation of telecommunications services, and
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for individuals, access to information and services at
any time, with any device, and from anywhere, as well
as in any language will be the norm. New advances
in speech technologies will allow people, governments,
educational institutions, and businesses to be informed
immediately of any important event and to solve prob-
lems automatically. In this networked economy of
anytime, anywhere, and any channel communications,
customers continue to demand services that are quick,
convenient, comprehensive, and personalized – this is,
where speech is a necessary and valuable innovation.
Business is done in real time and conducted with high

mobility. Call centers and government services must
evolve into 24 × 365 multimedia-based service centers
that combine networking with voice interaction, web
technologies, and natural-language voice processing.
Speech researchers, though advancing the state of art
from an academic exercise to over a billion-dollar mar-
ket in about 30 years, have still only scratched the surface
of the algorithms and capabilities that are required for
speech to become ubiquitous in all facets of our lives.
This is the challenge we all face, and the fun we will all
have as we move forward to make this future become
a reality.
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Spoken Dialo35. Spoken Dialogue Systems

V. Zue, S. Seneff

Spoken dialogue systems are a new breed of in-
terfaces that enable humans to communicate with
machines naturally and efficiently using a con-
versational paradigm. Such a system makes use of
many human language technology (HLT) compo-
nents, including speech recognition and synthesis,
natural language understanding and generation,
discourse modeling, and dialogue management.
In this contribution, we introduce the nature of
these interfaces, describe the underlying HLTs on
which they are based, and discuss some of the
development issues. After providing a histori-
cal perspective, we outline some new research
directions.
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Speech is the most natural means for humans to commu-
nicate; nearly all of us can talk and listen to one another
without special training. Speech is flexible; it can free
our eyes and hands to attend to other tasks. Speech is
also very efficient; one can typically speak several times
faster than one can type or write. Nowadays, with the
pervasiveness of telephones and cell phones, speech is
also one of the most inexpensive ways for us to commu-
nicate. It is therefore not surprising that speech-based
interfaces are in the minds of every techno-visionary,
science fiction writer, and Hollywood producer.

Other authors of this volume have discussed au-
tomatic speech recognition, an important and as yet
unsolved problem in its own right, with a clear set of
applications that include document preparation and au-
dio indexing. However, speech recognition by itself is
only a part of the interface solution. Human communica-
tion is predicated on the assumption that we understand
one another. In fact, this understanding is often couched
in other parts of the dialogue – how can one possi-
bly make sense out of a sentence what about that one?
without knowledge of the previous dialogue? Many ap-

plications that lend themselves to spoken input/output –
inquiring about weather or making travel arrangements
– are in fact exercises in information access and/or in-
teractive problem solving. The solution is often built
up incrementally, with both the user and the computer
playing active roles in the dialogue. Therefore, several
language-based input and output technologies must be
developed and integrated to reach this goal. The re-
sulting spoken dialogue systems are the subject of this
contribution.

Many speech-based interfaces can be considered
conversational, and they may be differentiated by the
degree to which the system maintains an active role in
the conversation. At one extreme are system-initiative,
or directed-dialogue transactions where the computer
takes complete control of the interaction by requir-
ing that the user answer a set of prescribed questions,
much like the touch-tone implementation of interac-
tive voice response (IVR) systems. In the case of air
travel planning, for example, a directed-dialogue sys-
tem could ask the user to Please say just the departure
city. Since the user’s options are severely restricted,
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Table 35.1 Transcript of an actual conversation between an agent (A) and a client (C) over the phone. Typical
conversational phenomena are annotated on the right

C: Yeah, [umm] I’m looking for the Buford Cinema. Disfluency

A: OK, and you’re wanting to know what’s showing there or . . . Interruption

C: Yes, please. Confirmation

A: Are you looking for a particular movie?

C: [umm] What’s showing. Clarification

A: OK, one moment. Back channel

. . .

A: They’re showing A Troll In Central Park.

C: No. Inference

A: Frankenstein. Ellipsis

C: What time is that on? Co-reference

A: Seven twenty and nine fifty.

C: OK, any others? Fragment

. . .

Table 35.2 Transcript of an actual phone conversation between a spoken dialogue system (S) and a novice user (U), using
the system for the second time. The system’s capabilities are illustrated on the right

U: I’d like to fly from Boston to Minneapolis on Tuesday – no, Wednesday November 21. Understand mid-stream correction

S: Okay, flights from Boston to Minneapolis Saint Paul on Wednesday November twenty
first. Can you provide the approximate departure time or airline preference?

Solicit necessary information
from user

U: Yeah, I’d like to fly United and I’d like to leave in the afternoon. Permit multiple utterances

S: Okay, United flights from Boston to Minneapolis Saint Paul departing between twelve
p.m. and six p.m. on Wednesday November twenty first. One moment please... There
are no nonstop flights. There are more than three flights. The earliest departure leaves
at 1:45 p.m. and arrives at 6:07 p.m.

Confirm understanding;
summarize alternatives

U: Do you have something leaving around 4:45? Allow negotiation

S: Okay, United flights from Boston to Minneapolis Saint Paul leaving at 4:45 p.m.
on Wednesday November twenty first. One moment please... What about a flight
connecting in Chicago o’Hare leaving at 4:45 p.m., would that work? I also have
a flight connecting in Chicago o’Hare leaving at 5:45 p.m.

Articulate pertinent information

U: 4:45. Understand fragments in context

S: United flight 1661 connecting to United flight 1107 in Chicago O’Hare has been added
to your itinerary. You depart Boston at 4:45 p.m. and arrive in Minneapolis Saint Paul
at 9:08 p.m. What date will you be returning on?

U: I’d like to return the following Tuesday. Understand relative dates

. . .

successful completion of such transactions is easier to
attain, and indeed some successful demonstrations and
deployment of such systems have been made [35.1].
However, system-initiated dialogue may cause users to
be annoyed due to its inherent inflexibility when the
task becomes more complex, involving many turns or
exchanges. In fact, user-experience studies [35.2] show
that people much preferred more-natural user interfaces
over system-initiated ones.

At the other extreme are user-initiative systems
whereby the user has complete freedom in what they
say to the system, (e.g., I want to visit my grandmother)

while the system remains relatively passive, asking only
for clarification when necessary. In this case, the user
may feel uncertain as to what capabilities exist, and
may, as a result, stray quite far from the domain of
competence of the system, leading to great frustration
because nothing is understood. Lying between these two
extremes are systems that incorporate a mixed-initiative,
goal-oriented dialogue, in which both the user and the
computer participate actively to solve a problem inter-
actively using a conversational paradigm. It is this latter
mode of interaction that is the primary focus of this
contribution.
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Of course there is not a black-and-white distinc-
tion between mixed- and system-initiative systems. Most
system-initiative systems support powerful metacom-
mands such as back up and start over, which are certainly
examples of user initiative. Probably the most effective
systems will turn out to be those that can gracefully
transition between a more-flexible mode and a mode
that guides and restricts the user, based on monitoring
user behavior. For instance, when Carnegie Mellon Uni-
versity’s Let’s Go! system [35.3, 4] was deployed to the
public, it was changed considerably from its original
configuration to increase the amount of user prompting,
in order to enhance the yield on successful interactions.
It is likely that extensive dialogue context-dependent
help mechanisms, which would take the form of sugges-
tions or prompts, would be beneficial for transitioning
novice users into experts.

One way for developers to discover what form
natural human–computer interaction might take is to ex-
amine human–human interactions during joint problem
solving [35.5]. Table 35.1 shows the transcript of a con-
versation between an agent (A) and a client (C) over
the phone. As illustrated by this example, spontaneous
dialogue is replete with disfluencies, interruption, confir-
mation, clarification, ellipsis, co-reference, and sentence
fragments. Some of the utterances cannot be understood
properly without knowing the context in which they
appear. While many of the conversational phenomena il-
lustrated here are still ongoing research challenges, some

of the mixed-initiative spoken dialogue systems devel-
oped over the past decade can help users solve problems
interactively with good success. Table 35.2 shows the
transcript of an actual conversation between such a sys-
tem [35.6] and a novice user calling the system for the
second time. This example illustrates the state of the art
at the writing of this contribution.

The last decade has witnessed the emergence of
some spoken dialogue systems with limited capabilities.
Despite this moderate success, the ultimate deployment
of such interfaces will require continuing improvement
of the core human language technologies (HLTs) and
the exploration of many uncharted research territories.
In this contribution, we introduce the nature of the spo-
ken dialogue systems, describe the underlying HLTs on
which they are based, and discuss some of the devel-
opment issues. After providing a historical perspective,
we outline some of the new research directions. Given
space limitations, it is not possible to provide adequate
coverage of the entire field. Instead, we will draw from
our own experience in developing such systems at MIT
since the late 1980s to illustrate our points [35.7–14],
and we will provide extensive references. Interested
readers are referred to the recent proceedings of the
Eurospeech Conference, the International Conference
of Spoken Language Processing, the International Con-
ference of Acoustics, Speech, and Signal Processing,
the International Symposium on Spoken Dialogue, and
other relevant publications [35.15].

35.1 Technology Components and System Development

35.1.1 System Architecture

Figure 35.1 shows the major components of a typi-
cal spoken dialogue system. The spoken input is first
processed through the speech recognition component.
The natural language component, working in concert
with the recognizer, produces a meaning representation
for the utterance. For the information retrieval applica-
tion illustrated in this figure, the meaning representation
can be used to retrieve the appropriate information in
the form of text, tables, and graphics. If the infor-
mation in the utterance is insufficient or ambiguous,
the system may choose to query the user for clar-
ification. If verbal conveyance of the information is

Fig. 35.1 A generic block diagram for a typical spoken
dialogue system

desired, then natural language generation and text-to-
speech synthesis are utilized to produce the spoken
responses. Throughout the process, discourse informa-
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tion is maintained and fed back to the speech recognition
and language understanding components, so that sen-
tences can be properly understood in context. Finally,
a dialogue component manages the interaction between
the user and the computer. The nature of the dialogue
can vary significantly depending on whether the sys-
tem is creating or clarifying a query prior to accessing
an information database, or perhaps negotiating with
the user in a post-information-retrieval phase to re-
lax or somehow modify some aspects of the initial
query.

While speech may be the modality of choice, as
is the case with phone-based interactions and hands-
busy/eyes-busy settings, there are clearly cases where
speech is not a good modality, especially, for exam-
ple, on the output side when the information contains
maps, images, or large tables of information that
cannot be easily explained verbally. Human commu-
nication is inherently multimodal, employing facial,
gestural, and other cues to communicate the un-
derlying linguistic message. Thus, speech interfaces
should be complemented by visual and sensory motor
channels.

Communication can be enhanced by enabling the
user to choose among many different modalities, in-
cluding gesturing, pointing, writing, and typing on the
input side [35.16,17], along with graphics and a talking
head on the output side [35.18], to achieve the task in
hand in the most natural and efficient manner.

The development of spoken dialogue systems offers
a set of new challenges to speech and natural language
researchers, and raises several important research issues,
some of which will be discussed next.

35.1.2 Spoken Input Processing

Spoken language understanding involves the trans-
formation of the speech signal into a meaning
representation that can be used to interact with the
specific application back-end. This is typically accom-
plished in two steps, the conversion of the signal to a set
of words (i. e., speech recognition), and the derivation of
the meaning from the word hypotheses (i. e., language
understanding). A discourse component is often used
to properly interpret the meaning of an utterance in the
larger context of the interaction.

Often this meaning representation takes the form
of a simple list of (attribute: value) pairs encoding user-
specified constraints. Thus, the sentence, Show me flights
from San Francisco to Denver leaving in the morning
on March ninth could be represented by the following

simple structure:

{ action: display

topic: flights

source: SFO

destination: BOS

departure_interval: morning

date: Mar09 }

Automatic Speech Recognition
Techniques for automatic speech recognition are similar
to those described in other contributions in this vol-
ume by Young, Mohri et al., and Picheny and Nahamoo.
However, some issues that are particular to spoken dia-
logue input offer additional challenges. Input to spoken
dialogue systems is often generated extemporaneously
– especially from novice users of these systems. Such
spontaneous speech typically contains disfluencies (i. e.,
unfilled and filled pauses such as umm and aah, as well
as word fragments). In addition, the input utterances are
likely to contain words outside the system’s working
vocabulary – a consequence of the fact that present-day
technology can only support the development of systems
within constrained domains. Thus far, some attempts
have been made to deal with the problem of disfluency.
For example, researchers have improved their systems’
recognition performance by introducing explicit acous-
tic models for the filled pauses [35.19, 20]. Similarly,
trash models have been used to detect the presence of
word fragments or unknown words [35.21], and proce-
dures have been devised to learn the new words once
they have been detected [35.22, 23]. Suffice it to say,
however, that the detection and learning of unknown
words continues to be a problem that needs our collective
attention. A related topic is utterance- and word-level re-
jection, in the presence of either out-of-domain queries
or unknown words [35.24, 25]. Many systems incorpo-
rate some form of confidence scoring to try to identify
problematic inputs [35.1, 26, 27]. The system can then
try an alternative strategy to either help the user, or back
off to a more-directed dialogue and/or one that requires
explicit confirmation.

It is perhaps not surprising that some of the first con-
versational systems available to the general public were
accessible via telephone [35.1, 28, 29], in many cases
replacing presently existing interactive voice response
(IVR) systems. Telephone quality speech is significantly
more difficult to recognize than high-quality recordings,
both because of the limited bandwidth and the noise and
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distortions introduced in the channel [35.30]. The acous-
tic condition deteriorates further for cellular telephones,
either analog or digital.

Natural Language Understanding
Speech recognition systems typically implement lin-
guistic constraints as a statistical language model (i. e.,
n-gram) that specifies the probability of a word given its
predecessors. While these language models have been
effective in reducing the search space and improving
performance, they do not begin to address the issue of
speech understanding. On the other hand, most natu-
ral language systems are developed with text input in
mind; it is usually assumed that the entire word string
is known with certainty. This assumption is clearly false
for speech input, where many alternative word hypothe-
ses are competing for the same time span in any sentence
hypothesis produced by the recognizer (e.g., euthanasia
and youth in Asia,) and some words may be more reli-
able than others because of varying signal robustness.
Furthermore, spoken language is often agrammatical,
containing fragments, disfluencies, and partial words.
Language understanding systems designed for text in-
put may have to be modified in fundamental ways to
accommodate spoken input.

Natural language analysis has traditionally been pre-
dominantly syntax-driven – a complete syntactic analy-
sis is performed which attempts to account for all words
in an utterance. However, when working with spoken
material, researchers quickly came to realize that such an
approach [35.31–33] can break down dramatically in the
presence of unknown words, novel linguistic constructs,
recognition errors, and spontaneous speech events.

Due to these problems, many researchers have turned
towards more semantic-driven approaches, at least for
spoken language tasks in constrained domains. In such
approaches, a meaning representation is derived by spot-
ting key words and phrases in the utterance [35.34].
While this approach loses the constraint provided by
syntax, and may not be able to interpret complex lin-
guistic constructs adequately, the need to accommodate
spontaneous speech input has outweighed these poten-
tial shortcomings. In fact, many systems have abandoned
the notion of achieving a complete syntactic analysis
of every input sentence, favoring a more-robust strat-
egy that can still be used to produce an answer when
a full parse is not achieved [35.35–37]. This can be ac-
complished by identifying parsable phrases and clauses,
and providing a separate mechanism for gluing them
together to form a complete meaning analysis [35.36].
Ideally, the parser includes a probabilistic framework

with a smooth transition to parsing fragments when
full linguistic analysis is not achievable. Examples of
systems that incorporate such stochastic modeling tech-
niques can be found in [35.38, 39].

How should the speech recognition component in-
teract with the natural language component in order to
obtain the correct meaning representation? One of the
most popular strategies is the so-called N-best inter-
face [35.40], in which the recognizer proposes its best
N complete sentence hypotheses one by one, stopping
with the first sentence that is successfully analyzed by
the natural language component. In this case, the natural
language component acts as a filter on whole sentence
hypotheses. Alternatively, competing recognition hy-
potheses can be represented in the form of a stochastic
word graph or lattice [35.41], which is significantly more
compact than an N-best list, thus permitting a deeper
search if desired. A pruned lattice can easily represent
an N-best list of several thousand unique utterances.
Sausages [35.42] provide an even more compact rep-
resentation, reducing the memory requirement by as
much as 100-fold by essentially collapsing a lattice into
a sequence of N-best word hypotheses.

In an N-best list, many of the candidate sentences
may differ minimally in regions where the acoustic infor-
mation is not very robust. While confusions such as an
and and are acoustically reasonable, one of them can of-
ten be eliminated on linguistic grounds. In fact, many of
the top N sentence hypotheses might be eliminated be-
fore reaching the end if syntactic and semantic analyses
take place early on in the search. One possible solution,
therefore, is for the speech recognition and natural lan-
guage components to be tightly coupled, so that only
the acoustically promising hypotheses that are linguis-
tically meaningful are advanced. For example, partial
theories can be arranged on a stack, prioritized by score.
The most promising partial theories are extended us-
ing the natural language component as a predictor of all
possible next-word candidates; none of the other word
hypotheses are allowed to proceed. Therefore, any the-
ory that completes is guaranteed to parse. Researchers
are beginning to find that such a tightly coupled inte-
gration strategy can achieve higher performance than an
N-best interface, often with a considerably smaller stack
size [35.43–46]. The future is likely to see increasing use
of linguistic analysis at earlier stages in the recognition
process.

Discourse Modeling
Human verbal communication is a two-way process
involving multiple, active participants. Mutual under-
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standing is achieved through direct and indirect speech
acts, turn taking, clarification, and pragmatic considera-
tions. Discourse analysis allows a conversational system
to understand an utterance in the context of the previous
interaction. As such, discourse can be considered to be
part of the input processing stage. To communicate nat-
urally, a system must be able to handle phenomena such
as deictic (e.g., verbal pointing as in I’ll take the sec-
ond one) and anaphoric reference (e.g., using pronouns
as in what’s their phone number) to allow users to refer
to items currently in focus efficiently. An effective sys-
tem should also be able to handle ellipsis and fragments
so that a user does not have to fully specify each query.
For instance, if a user says, I want to go from Boston
to Denver, followed with, show me only United flights,
he/she clearly does not want to see all United flights, but
rather just the ones that fly from Boston to Denver. The
ability to inherit information from preceding utterances
is particularly helpful in the face of recognition errors.
The user may have asked a complex question involving
several restrictions, and the recognizer may have mis-
understood a single word, such as a flight number or an
arrival time. If a good context model exists, the user can
then utter a short correction phrase, and the system will
be able to replace just the misunderstood word, prevent-
ing the user from having to repeat the entire utterance,
running the risk of further errors.

There is a related question of how to forget context
appropriately. For example, if a user provides a new
airline, the remainder of the context can be sensibly
preserved. However, if the user provides a new departure
city not served by the specified airline, pragmatics must
play a role in recognizing that the airline in question
should be deleted from context.

35.1.3 Spoken Output Processing

On the output side, a spoken dialogue system must be
able to convey the information to the user in natural
sounding sentences. This task is typically accomplished
in two steps. First, the information – whether it be ex-
pressed in tabular, database query language, or hypertext
forms – must be converted into well-formed natural sen-
tences. If a spoken response is desired, the sentences
must then be fed to a text-to-speech (TTS) system to
generate the speech signal for playback.

Natural Language Generation
Spoken language generation serves two important roles.
First and foremost, it provides a verbal response to the
user’s queries, which is essential in applications where

visual displays are unavailable. In addition, it can pro-
vide feedback to the user in the form of a paraphrase,
confirming the system’s proper understanding of the in-
put query. Although there has been much research on
natural language generation (NLG), dealing with the cre-
ation of coherent paragraphs [35.47, 48], the language
generation component of a spoken dialogue system typ-
ically produces the response one sentence at a time,
without paragraph-level planning.

Research in language generation for spoken dialogue
systems has not received nearly as much attention as
has language understanding, especially in the US, per-
haps due to the funding priorities set forth by the major
government sponsors. In many cases, output sentences
are simply word strings, in text or prerecorded acous-
tic format, that are invoked when appropriate. In some
cases, sentences are generated by concatenating tem-
plates after filling slots by applying recursive rules along
with appropriate constraints [35.49]. There has also been
some work using more-corpus-based methods for lan-
guage generation in order to provide more variation in
the surface realization of the utterance [35.50].

Spoken dialogue systems can behave quite differ-
ently depending on what input and output modalities are
available to the user. In displayless environments such
as the telephone, it might be necessary to tailor the dia-
logue so as not to overwhelm the user with information.
When displays are available however, it may be more
desirable simply to summarize the information to the
user, and to show them a table or image, etc. [35.51].
Similarly, the nature of the interaction will change if al-
ternative input modalities, such as pen or gesture, are
available to the user.

Speech Synthesis
The conversion of text to speech is the final stage of
output generation (see Part D of this Handbook). TTS
systems in the past were primarily rule driven, requiring
the system developers to possess extensive acoustic–
phonetic and other linguistic knowledge [35.52]. These
systems are typically highly intelligible, but suffer
greatly in naturalness. In recent years, we have seen the
emergence of a new, concatenative approach, brought
on by inexpensive computation/storage, and the avail-
ability of large corpora [35.53–55]. In this corpus-based
approach, units excised from recorded speech are con-
catenated to form an utterance. The selection of the units
is based on a search procedure subject to a predefined
distortion measure. The output of these TTS systems is
often judged to be more natural than that of rule-based
systems [35.56].
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The language generation and text-to-speech compo-
nents of most spoken dialogue systems are not closely
coupled; the same text is generated whether it is to be
read or spoken. Furthermore, systems typically expect
the language generation component to produce a tex-
tual surface form of a sentence (throwing away valuable
linguistic and prosodic knowledge) and then require the
text-to-speech component to produce linguistic analy-
sis anew. In concept-to-speech generation [35.57], one
already knows the parse [35.58], and this knowledge
can simplify the synthesizer’s task. Such a close cou-
pling can also potentially produce higher-quality output
speech than could be achieved with a decoupled sys-
tem, since it permits finer control of prosody. Whether
language generation and speech synthesis components
should be tightly integrated, or can remain modular
but effectively coupled by augmenting text output with
a markup language (e.g., SABLE [35.59]) remains to
be seen. Clearly however, these two components would
benefit from a shared knowledge base.

35.1.4 Dialogue Management

The dialogue management component of a spoken dia-
logue system manages the interaction between the user
and the computer. The technology for building this
component is one of the least developed in the HLT
repertoire, especially for the mixed-initiative dialogue
systems considered in this contribution. Although there
has been some theoretical work on the structure of
human–human dialogue [35.60], this has not led to ef-
fective insights for building human–machine interactive
systems. As mentioned previously, there is also con-
siderable debate in the speech and language research
communities about whether modeling human–machine
interactions after human–human dialogues is necessary
or appropriate [35.61–63].

Dialogue modeling means different things to dif-
ferent people. For some, it includes the planning and
problem solving aspects of human–computer interac-
tions [35.64]. In the context of this chapter, we define
dialogue modeling as the planning, for each turn, of the
system’s side of the conversation, including verbal, tab-
ular, and graphical response, as well as any clarification
requests.

Dialogue modeling and management serves many
roles [35.65–68]. In the early stages of the conversation
the role of the dialogue manager might be to gather in-
formation from the user, possibly clarifying ambiguous
input along the way, so that, for example, a complete
query can be produced for the application database. The

dialogue manager must be able to resolve ambiguities
that arise due to recognition error (e.g., Did you say
Boston or Austin?) or incomplete specification (e.g., On
what day would you like to travel?).

In later stages of the conversation, after informa-
tion has been accessed from the database, the dialogue
manager might be involved in some negotiation with
the user. For example, if there were too many items
returned from the database, the system might suggest
additional constraints to help narrow down the number
of choices. Pragmatically, the system must be able to ini-
tiate requests so that the information can be reduced to
digestible chunks (e.g., I found ten flights; do you have
a preferred airline or connecting city?).

In addition to these two fundamental operations, the
dialogue manager must also inform and guide the user by
suggesting subsequent subgoals (e.g., Would you like me
to price your itinerary?), offer assistance upon request,
help relax constraints or provide plausible alternatives
when the requested information is not available (e.g., I
don’t have sunrise information for Oakland, but in San
Francisco . . . ), and initiate clarification subdialogues
for confirmation. In general the overall goal of the di-
alogue manager is to take an active role in directing
the conversation towards a successful conclusion for the
user.

The dialogue manager can influence other sys-
tem components by, for example, dynamically making
dialogue context-dependent adjustments to language
models or discourse history. At the highest level, it
can help detect the appropriate broad subdomain (e.g.,
weather, air travel, or urban navigation). Within a par-
ticular domain, certain queries could introduce a focus
of attention on a subset of the lexicon. For instance, in
a dialogue about a trip to France, the initial user utter-
ance, I’m planning a trip to France, would allow the
system to greatly enhance the probabilities on all the
French destinations. Finally, whenever the system asks
a directed question, the language model probabilities
can be altered so as to favor appropriate responses to the
question. For example, when the system asks the user
to provide a date of travel, the system could temporar-
ily enhance the probabilities of date expressions in the
response.

A challenging area of research is recovery from
the inevitable misunderstandings that a system will
make [35.69]. Errors could be due to many different
phenomena (e.g., acoustics, speaking style, disfluencies,
out-of-vocabulary words, parse coverage, or understand-
ing gaps), and it can be difficult to detect that there is
a problem, determine what the problem is caused by,
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and convey to the user an appropriate response that
will fix the problem. This is another responsibility of
dialogue management. One of the most challenging as-
pects of spoken dialogue system development is the
design of an appropriate framework for managing the
dialogue interaction. For system-initiative designs, it is
usually possible to define the dialogue flow in terms of
a finite interconnected graph encoding a dialogue state
sequence, often referred to as a call-flow diagram. Each
state encodes an action to be taken and conditions under
which to move to a set of possible next states. How-
ever, developers are realizing that even for such scripted
systems an explicit enumeration of all possible states
and state transitions can quickly become unwieldy for
systems with any degree of complexity. Modest exten-
sions to this basic design to support augmented transition
networks (ATNs) can lead to a great deal more shar-
ing of common subdialogues among multiple situations,
somewhat analogous to subroutine calls in programming
languages [35.70].

To handle flexible dialogue interaction, the most
straightforward technique is a so-called electronic-form
(e-form)-based dialogue management strategy. The e-
form specifies a set of slots to be filled in, and an agenda
specifies the order in which to prompt the user for any
missing values [35.71]. An important step towards fur-
ther generalization can be achieved by decomposing

the problem into a static declarative table describing
the domain knowledge and a temporally ordered script
controlling the turn-by-turn operations [35.72, 73]. The
declarative table specifies the entities, attributes, and
goals of the domain, while the script executes a se-
quence of actions based on a specification of Boolean
or arithmetic conditions. The conditions test variables
in a dialogue state table, which are updated at each turn
based on the user query and the system reply. Research
at Carnegie Mellon on dialogue management has simi-
larly migrated from the notion of a script-based strategy
to an agenda-based strategy, the basic distinction being
that the agenda specifies a goal plan in terms of a hi-
erarchy without the explicit temporal order inherent in
a script, thus allowing greater flexibility [35.74, 75].

Another very powerful approach to dialogue man-
agement, so-called plan-based systems [35.76], is
emerging out of the artificial intelligence (AI) commu-
nity. An AI-style approach to dialogue management also
characterizes the information state update (ISU) strategy
described in [35.25]. Context information is collected
into a central data structure containing, principally, a dia-
logue move tree capturing conversational threads and an
activity tree representing the past and planned activities.
It will be interesting to see if these systems can converge
in design with the computer-science-based approaches
adopted in the speech community.

35.2 Development Issues

Spoken dialogue systems require first and foremost
the availability of high-performance human language
technology components such as speech recognition and
language understanding. However, the development of
these systems also demands that we pay close attention
to a host of other issues. While many of these issues may
have little to do with human language technologies per
se, they are nonetheless crucial to successful system de-
velopment. In this section, we will outline two of these
development issues.

35.2.1 Data Collection

Developing spoken dialogue systems is a classic
chicken-and-egg problem. In order to develop the sys-
tem capabilities, one needs to have a large corpus of
data for system development, training, and evaluation.
In order to collect data that reflect actual usage, one
needs to have a system that users can speak to. Such

a corpus is critical for techniques that exploit machine
learning, but even when the grammar is manually de-
veloped, it is impossible for linguists to imagine the
rich variety of user utterances that occur in natural
usage.

Figure 35.2 illustrates a typical cycle of system de-
velopment. For a new domain or language, one must
first develop some limited natural language capabilities,
thus enabling an experimenter-in-the-loop, or wizard-of-
oz, data collection paradigm, in which an experimenter
types the spoken sentences to the system, after removing
spontaneous speech artifacts. This process has the ad-
vantage of eliminating potential recognition errors. The
resulting data are then used for the development and
training of the speech recognition and natural language
components. As these components begin to mature, it
becomes feasible to collect more data using the system-
in-the-loop, or wizardless, paradigm, which is both more
realistic and more cost effective. Performance evalua-
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Fig. 35.2 Illustration of data collection procedures

tion using newly collected data will facilitate system
refinement.

The means and scale of data collection for system
development and evaluation has evolved considerably
over the last decade. This is true for both the speech
recognition and speech understanding communities, and
can be seen in many of the systems in the recent auto-
matic railway information systems for Europe (ARISE)
project [35.77], and elsewhere. At MIT, for example, the
VOYAGER urban navigation system was developed in
1989 by recruiting 100 subjects to come to our laboratory
and ask a series of questions to an initial wizard-based
system [35.7]. In contrast, the data collection proce-
dure for the more-recent JUPITER weather information
system consists of deploying a publicly available sys-
tem, and recording the interactions [35.14]. There are
large differences in the number of queries, the number
of users, and the range of issues which the data provide.
By using a system-in-the-loop form of data collection,
system development and evaluation become iterative
procedures. If unsupervised methods were used to aug-
ment the system ASR and NLU capabilities, system
development could become continuous [35.78].

Figure 35.3 shows, over a two-year period, the cu-
mulative amount of data collected from real users using
the MIT JUPITER system and the corresponding word
error rates (WER) of our recognizer. Before we made the
system accessible through a toll-free number, the WER
was about 10% for laboratory-collected data. The WER
more than tripled during the first week of data collection.
As more data were collected, we were able to build bet-
ter lexical, language, and acoustic models. As a result,
the WER continued to decrease over time. This negative
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Fig. 35.3 Comparison of recognition performance and the
number of utterances collected from real users over time in
the MIT weather domain. Note that the x-axis has a non-
linear time scale, reflecting the time when new versions of
the recognizer were released. WER = word error rate.

correlation suggests that making the system available to
real users is a crucial aspect of system development. If
the system can provide real and useful information to
users, they will continue to call, thus providing us with
a constant supply of useful data. However, in order to
get users to actually use the system, it needs to be pro-
viding real information to the user. Otherwise, there is
little incentive for people to use the system other than
to play around with it, or to solve toy problem scenarios
that may or may not reflect problems of interest to real
users.

35.2.2 Evaluation

One of the issues that faces developers of spoken dia-
logue systems is how to evaluate progress, in order to
determine if they have created a usable system. Devel-
opers must decide what metrics to use to evaluate their
systems to ensure that progress is being made. Met-
rics can include component evaluations, but should also
assess the overall performance of their system.

For systems that conduct a transaction, it is possi-
ble to tell whether or not a user has completed a task.
In these cases, it is also possible to measure accompa-
nying statistics such as the length of time to complete
the task, the number of turns, etc. It has been noted
however, that such statistics may not be as important as
user satisfaction [35.79, 80]. For example, a spoken di-
alogue interface may take longer than some alternative,
yet users may prefer it due to other factors (less stress-
ful, hands free, etc.). A better form of evaluation might
be a measure of whether users liked the system, whether

Part
E

3
5
.2



714 Part E Speech Recognition

they called to perform a real task (rather than browsing),
and whether they would use it again, or recommend it to
others. Evaluation frameworks such as [35.81] attempt
to correlate system measurements with user satisfaction,
in order to better quantify these effects [35.82].

Although there have been some recent efforts in
evaluating language output technologies (e.g., TTS com-
parisons [35.56]), evaluation for ASR and NLU have
been more common since they are more amenable to
automatic methods where it is necessary to decide what
a correct answer is. ASR evaluation has tended to be
the most straightforward, although there are a range of
phenomena that are not necessarily obvious how to eval-
uate (e.g., crosstalk, mumbling, partial words). NLU
evaluation can also be performed by comparing some
form of meaning representation with a reference. The
problem with NLU understanding is that there is no com-
mon meaning representation among different research
sites, so cross-site comparison becomes difficult. In the
DARPA (Defense Advanced Research Projects Agency)
spoken language systems (SLS) program for example,
the participants ultimately could agree only on com-
paring to an answer coming from a common database.
Unfortunately, this necessarily led to the creation of
a large document defining principals of interpretation

for all conceivable queries [35.83]. In order to keep
the response across systems consistent, systems were
restricted from taking the initiative, which is a major
constraint on dialogue research.

One way to show progress for a particular system
is to perform longitudinal evaluations for recognition
and understanding. In the case of JUPITER, as shown
in Fig. 35.3, we continually evaluate on standard test
sets, which we can redefine periodically in order to keep
from tuning to a particular data set [35.14, 84]. Since
data continually arrive, it is not difficult to create new
sets and re-evaluate older system releases on these new
data.

Some systems make use of dialogue context to pro-
vide constraints for recognition, for example, favoring
candidate hypotheses that mention a date after the sys-
tem has just asked for a date. Thus, any reprocessing of
utterances in order to assess improvements in recogni-
tion or understanding performance at a later time need
to be able to take advantage of the same dialogue con-
text as was present in the original dialogue with the user.
To do this, the dialogue context must be recorded at the
time of data collection, and reutilized in the subsequent
offline processing, in order to avoid giving the original
system an unwarranted advantage.

35.3 Historical Perspectives

35.3.1 Large-Scale Government Programs

Research and development of spoken dialogue sys-
tems flourished in the 1990s, largely due to government
funded research programs in the US and Europe. In
the late 1980s the DARPA spoken language systems
(SLS) program was initiated in the US [35.83,85], while
the Esprit speech understanding and dialog (SUNDIAL)
program was underway in Europe [35.86]. The task do-
mains for these two programs were remarkably similar
in that both involved database access for travel planning,
with the US program concentrating on air travel, and the
European program on both air and train travel. All of
the systems focused within a narrowly defined area of
expertise, and vocabulary sizes were generally limited
to several thousand words. By the end of the millen-
nium, these systems could typically run in real time on
standard workstations with no additional hardware.

The DARPA SLS program focused entirely on the in-
put side – starting with spoken input and ending with the
extraction of the entities from a flight database. By re-

quiring that all system developers use the same database,
it has been possible to compare the performance of var-
ious systems based on their ability to extract the correct
information from the database, using a set of prescribed
training and test data, and a set of interpretation guide-
lines. Unlike the SLS program, however, the European
SUNDIAL project aimed at building systems that could
be publicly deployed. For this reason, the SUNDIAL
project designated dialogue modeling and spoken lan-
guage generation as integral parts of the research
program. As a result, this has led to some interesting
advances in Europe in dialogue control mechanisms.

Since the end of the SUNDIAL and SLS pro-
grams in 1993, and 1995 respectively, there have
been other sponsored programs in spoken dialogue
systems. In the European automatic railway informa-
tion systems for Europe (ARISE) project, participants
developed train timetable information systems cov-
ering three different languages [35.77]. In the US,
a DARPA communicator program [35.87, 88] empha-
sized dialogue-based interactions incorporating both

Part
E

3
5
.3



Spoken Dialogue Systems 35.4 New Directions 715

speech input and output technologies. One of the proper-
ties of this program was that participants used a common
system architecture to encourage component sharing
across sites [35.89]. Participants in this program devel-
oped both their own dialogue domain, and a common
complex travel task [35.90].

35.3.2 Some Example Systems

In addition to the research sponsored by these larger
programs, there have been many other independent ini-
tiatives as well. Some of these systems are research
prototypes [35.64,91,92], whereas others are actual de-
ployed systems [35.1, 29, 38, 93]. Please see Zue and
Glass [35.94] for a more comprehensive, comparative
description of some of them. In the remainder of this
section, we will briefly describe a selected subset of the
systems to allow readers to gain a sense of the breadth
of systems being developed.

There is a strong predominance in the research com-
munity on systems supporting database access. Even
within this space, the subtopics of air and train travel
have dominated [35.6,64,93,95–100], partially as a con-
sequence of the funding opportunities, but also due to
the fact that the level of complexity is well matched to
research goals, in terms of supporting mixed-initiative
dialogue and some degree of planning. The Waxholm
project at KTH (the Royal Institute of Technology) in
Sweden [35.92, 101] concerns boat traffic in the Stock-
holm archipelago, a slight departure from the main
theme. Carnegie Mellon’s Let’s Go! application, pro-
viding information on bus schedules within metropolitan
Pittsburgh [35.3, 4], is noteworthy because it has been

deployed and made available to the general public. This
system has a fairly large vocabulary, since there are
nearly 15 000 unique bus stops along nearly 2500 routes.
The system is accessible via telephone, and receives
calls on a regular basis. A recent evaluation experiment
showed a similar precipitous drop in performance once
the system migrated from the research lab into the public
domain as we observed with our Jupiter system. Despite
the fact that the raw word error rate on transcripts was
60%, sentence understanding error rate was only 45%,
and 44% of the dialogues were successfully completed.

Another system that illustrates migration from re-
search into practical deployment is AT&T’s How May
I Help You? application [35.38]. This system launched
a whole new approach to language understanding, where
the goal was simply to map a user’s first sentence after
the How may I help you? prompt into one of several
semantic classes, in order to route the call to the cor-
rect operator or automated subsystems, which can in
turn be machine-initiated dialogue systems. A statisti-
cal approach to understanding seemed essential for this
task, but it has led to widespread adoption of statistical
methods for a broader space of applications.

Two other popular topics for dialogue systems are
directory assistance [35.26, 29, 102] and map-based
navigation [35.7, 103, 104]. While directory assistance
is an easier task in terms of dialogue planning than
flight scheduling, it can be associated with a very-
large-vocabulary name-recognition problem, leading to
research on error recovery subdialogues. City guide do-
mains are typically multimodal and critically depend
on map displays to provide visual feedback to the
user.

35.4 New Directions

35.4.1 User Simulation

One of the most critical barriers to widespread de-
ployment of spoken dialogue systems is the costly
development cycle that is critically dependent upon
interaction with human users to expose system weak-
nesses, guide grammar development, and provide
domain-specific language model data. Most problem-
atic is the initial stage when the system inadequacies
are so apparent that potential users quickly become dis-
couraged and lose interest. One promising strategy to
accelerate system development at the early stage in-
volves a user simulation paradigm in which a computer

role plays the user side of a simulated conversation. At
each turn, the simulated user interprets each system re-
sponse and decides, using a simple stochastic model,
what to say next. In the case of a scripted dialogue
this can be pretty straightforward: when the system asks
for a date, provide one. Flexible dialogue design poses
a more-challenging task to the simulator, but the result is
a more-interesting dialogue with greater potential to re-
veal inadequacies in the dialogue manager that can then
be repaired by developers.

The simulated user response can be represented di-
rectly in terms of attribute–value pairs, thus bypassing
speech recognition and natural language understanding.
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Alternatively, it can be converted into a well-formed
sentence, using either a formal language generation
system or a template-based approach, associating each
set of attribute–value pairs with a set of sentence
patterns to choose from. The most complete user
simulation model involves speech synthesis, produc-
ing a waveform that can then be directly processed
through the speech recognizer to introduce recogni-
tion errors. Recognition errors can also be simulated
stochastically.

One of the earliest attempts at user simulation
was the work by Levin et al. [35.105, 106] where the
simulator was used mostly to tune the parameters of
a dialogue manager in the flight domain. Simulation
experiments by Lopez-Gozar [35.107] allowed them to
evaluate two different recognition front-ends and two
different user confirmation strategies, within a fast-food
domain. Chung [35.108] developed a user simulation
in a flexible restaurant guide domain and showed how
it could pinpoint design errors and allow developers
to improve system behavior, for example in offering
alternatives when the specified constraints yielded no
matches from the database. Chung et al. [35.109] ex-
tended this work to include automatic generation of
language-model data for the recognizer, harvested from
simulation runs. Filisko and Seneff [35.110] exploited
user simulation to model both compliant and non-
compliant behavior in an error recovery subdialogue,
for large-vocabulary city-name acquisition tasks. Re-
cently, user simulation has played a critical role in
research in Markov decision processes for dialogue
modeling [35.111].

35.4.2 Machine Learning
and Dialogue Management

Statistical methods and machine learning techniques
have been extremely successful in a number of dif-
ferent technologies related to speech processing, e.g.,
speech recognition, language understanding, informa-
tion extraction, and language translation. However, these
techniques have been unusually slow to penetrate the
dialogue management domain. The main reason is
that such techniques depend critically on large cor-
pora of manually annotated data, and, for dialogue
systems, this translates into the need for detailed, an-
notated log files for thousands of user dialogues with
a pre-existing system. Another roadblock has been
uncertainty in how to formulate a tractable machine
learning paradigm for the highly heuristic task of di-
alogue management.

These barriers are beginning to break down in re-
cent years, however, and the community witnessed its
first workshop devoted to Statistical and Empirical Ap-
proaches for Spoken Dialogue Systems in the summer of
2006 [35.112]. A powerful method for side-stepping the
data collection issue is to collect synthetic data from user
simulation runs, although one ultimately has to confirm
that the results carry over to real users. The beauty of
simulation is that the user’s intended actions are known,
so that no manual annotation is required. And the devel-
oper can simulate compliant or noncompliant behavior,
known or unknown vocabulary choices, etc., in con-
trolled experiments, generating enormous amounts of
training data effortlessly.

Levin et al. [35.113] were pioneers in introduc-
ing machine learning techniques combined with user
simulation, in experiments where they showed that a rea-
sonable policy could be learned in the flight domain
through trial and error. Bayesian reinforcement learning,
Markov decision processes (MDPs), and Bayesian belief
networks (BBNs) [35.114] have evolved into the more-
complex partially observable Markov decision process
(POMDP) model [35.115], which is beginning to catch
on as a method to replace heuristic rules governing
dialogue management decisions. However, it is as yet
unclear whether these techniques can scale to realistic
domains.

Machine learning techniques can in many cases be
put to better use in solving a restricted part of the di-
alogue management problem rather than attempting to
replace an existing dialogue manager completely. For
example, user simulation data can be used to create
a decision tree [35.116], and subsequently to produce
a rule-based system for deciding whether to invoke
implicit or explicit confirmation, or to seek a spoken
spelling of a potentially unknown word [35.110]. Bohus
and Rudnicky [35.27] have developed a data-driven ap-
proach that integrates information across multiple turns
to aid in the decision process for implicit versus ex-
plicit confirmation. Straightforward machine learning
techniques have also been successfully applied to the
task of deciding whether to reject a user’s utterance
due to suspicions of gross recognition error [35.25].
Johnston and Bangalore [35.117] borrowed techniques
from the statistical machine translation community to
train a set of edit rules, leading to more-robust han-
dling of multimodal inputs. Through an automated
intent-mapping algorithm, Tur [35.118] has shown how
annotated data from one domain can be used to build an
initial speech understanding model for a new but related
domain.
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35.4.3 Portability

Creating a robust, mixed-initiative dialogue system can
require a tremendous amount of effort on the part of
researchers. In order for this technology to ultimately be
successful, the process of porting existing technology to
new domains and languages must be made easier.

Over the past few years, many research efforts have
been directed towards making it easier for non-experts
to create new domains. Systems which modularize their
dialogue manager try to take advantage of the fact that
a dialogue can often be broken down into a smaller
set of subdialogues (e.g., dates, addresses), in order
to make it easier to construct dialogue interaction for
a new domain [35.1, 119, 120]. Researchers at Oregon
Graduate Institute have introduced rapid-development
toolkits for creating spoken dialogue systems [35.119],
which have been used by students to create their
own systems [35.121]. MIT’s SpeechBuilder frame-
work [35.122] allows novice developers to configure
and compile a dialogue system using an intuitive
Web-based interface. At Carnegie Mellon University,
researchers are exploring ideas to formalize dialogue
systems around the concept of speech graffiti, arguing
that users would be willing to comply to a simplified
sublanguage of English in order to gain the advantage
of substantially improved recognition and understand-
ing performance [35.123]. A grammar is automatically
derived from an appliance specification script, making
it relatively easy for developers to create systems based
on the speech graffiti language syntax. To date, these
approaches have been applied only to directed dialogue
strategies, and their utility has not been demonstrated
beyond toy systems. Much more research is needed in
this area before complex dialogue strategies will be able
to generalize to new domains with minimal effort and
expertise.

Currently, the development of speech recognition
and language understanding technologies has been do-
main and language specific, requiring a large amount of
annotated training data. However, it may be costly, or
even impossible, to collect a large amount of training
data for certain applications or languages. Therefore,
an important research topic is to produce a conversa-
tional system in a new domain and language given at
most a small amount of domain-specific training data.
To achieve this goal, the algorithmic aspects of the
system must be cleanly separated from the application-
specific aspects. Automatic or semiautomatic methods
will greatly benefit the acquisition of the acoustic mod-
els, language models, grammars, semantic structures for

language understanding, and dialogue models required
by a new application. Real deployment of multilingual
spoken language technology cannot take place without
adequately addressing this issue.

35.4.4 Multimodal, Multidomain,
and Multilingual Application
Development

In this section, we mention several examples of
multimodal, multilingual, and multidomain systems rep-
resentative of the state of the art in these dimensions.
Multimodality is an especially exciting topic recently
due to the widespread adoption of Internet telephony,
offering the potential for effortless interaction at a Web
page via microphone input at the computer. Our own re-
search on a multimodal restaurant-domain application
has allowed us to explore a number of design issues
related to both multimodal input (e.g., drawing a line
along a street on a map while asking, What restaurants
are on this street?), and multimedia output, interfac-
ing with Google maps to provide richly informative
visual feedback, which in turn reduces the importance
of verbal summarization [35.11]. To provide an inte-
grated search in multimodal understanding, Johnston
and Bangalore [35.124] developed a novel strategy for
tight coupling between speech and mouse clicks via
a joint interpretation within a weighted finite-state trans-
ducer (FST) framework. Another example of a rather
unique multimodal dialogue system is WITAS (Wal-
lenberg Laboratory for Information Technology and
Autonomous Systems) [35.125], which allows the user
to interact with a simulated robotic helicopter, via speech
and mouse clicks on a map. The user can instruct the
virtual helicopter to fly to different locations, follow
vehicles, and deliver goods. A system supporting E-
mail applications, AthosMail, which is both multimodal
(speech and touch tone) and multilingual (English,
Finnish, and Swedish) is described in [35.126]. This
system allows users to navigate a set of email messages
by voice to read, mark, and delete selected messages.

A challenge in spoken dialogue systems is the
notion of supporting multiple domains under a sin-
gle access point. This introduces the requirement of
navigation among the different domains. In our own
research [35.127] we have configured systems that al-
low users to discuss weather, flights, flight status, traffic,
and a city guide in a single phone call, although users
must refer to each domain by name to explicitly request
a domain switch. A system that supports interaction
in Chinese in two domains, weather and stock quotes,
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is described in [35.128], which addresses both dia-
logue portability issues and seamless domain switching.
A domain-independent goal-oriented table-driven ap-
proach to dialogue management is accomplished by

externalizing domain-dependent knowledge in a sepa-
rate table. Another table determines which domain to
invoke to answer each question, turn-by-turn, with high
accuracy.

35.5 Concluding Remarks

In this paper, we have attempted to outline some of
the important research challenges that must be ad-
dressed before spoken language technologies can be
put to pervasive use. The timing for the development
of human language technology is particularly oppor-
tune, since the world is mobilizing to develop the
information highway that will be the backbone of fu-
ture economic growth. Human language technology
will play a central role in providing an interface that

will drastically change the human–machine communi-
cation paradigm from programming to conversation.
It will enable users to access, process, manipulate,
and absorb a vast amount of information efficiently.
While much work needs to be done, the progress
made collectively by the community thus far gives
us every reason to be optimistic about fielding such
systems, albeit with limited capabilities, in the near
future.
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Overview of S36. Overview of Speaker Recognition

A. E. Rosenberg, F. Bimbot, S. Parthasarathy

An introduction to automatic speaker recognition
is presented in this chapter. The identifying char-
acteristics of a person’s voice that make it possible
to automatically identify a speaker are discussed.
Subtasks such as speaker identification, verifica-
tion, and detection are described. An overview of
the techniques used to build speaker models as
well as issues related to system performance are
presented. Finally, a few selected applications of
speaker recognition are introduced to demonstrate
the wide range of applications of speaker recog-
nition technologies. Details of text-dependent
and text-independent speaker recognition and
their applications are covered in the following two
chapters.
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36.1 Speaker Recognition

36.1.1 Personal Identity Characteristics

Human beings have many characteristics that make it
possible to distinguish one individual from another.
Some individuating characteristics can be perceived
very readily such as facial features and vocal qual-
ities and behavior. Others, such as fingerprints, iris
patterns, and DNA structure are not readily perceived
and require measurements, often quite complex mea-
surements, to capture distinguishing characteristics. In
recent years biometrics has emerged as an applied sci-
entific discipline with the objective of automatically
capturing personal identifying characteristics and using
the measurements for security, surveillance, and forensic
applications [36.1]. Typical applications using biomet-
rics secure transactions, information, and premises to

authorized individuals. In surveillance applications, the
goal is to detect and track a target individual among
a set of nontarget individuals. In forensic applications
a sample of biometric measurements is obtained from
an unknown individual, the perpetrator. The task is to
compare this sample with a database of similar mea-
surements from known individuals to find a match.

Many personal identifying characteristics are based
on physiological properties, others on behavior, and
some combine physiological and behavioral proper-
ties. From the point of view of using personal identity
characteristics as a biometric for security, physiological
characteristics may offer more intrinsic security since
they are not subject to the kinds of voluntary varia-
tions found in behavioral features. Voice is an example
of a biometric that combines physiological and behav-
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726 Part F Speaker Recognition

ioral characteristics. Voice is attractive as a biometric
for many reasons. It can be captured non-intrusively
and conveniently with simple transducers and recording
devices. It is particularly useful for remote-access trans-
actions over telecommunication networks. A drawback
is that voice is subject to many sources of variabil-
ity, including behavioral variability, both voluntary and
involuntary. An example of involuntary variability is
a speaker’s inability to repeat utterances precisely the
same way. Another example is the spectral changes that
occur when speakers vary their vocal effort as back-
ground noise increases. Voluntary variability is an issue
when speakers attempt to disguise their voices. Other
sources of variability include physical voice variations
due to respiratory infections and congestion. External
sources of variability are especially problematic, includ-
ing variations in background noise, and transmission and
recording characteristics.

36.1.2 Speaker Recognition Definitions

Different tasks are defined under the general heading
of speaker recognition. They differ mainly with respect
to the kind of decision that is required for each task.
In speaker identification a voice sample from an un-
known speaker is compared with a set of labeled speaker
models. When it is known that the set of speaker models
includes all speakers of interest the task is referred to
as closed-set identification. The label of the best match-
ing speaker is taken to be the identified speaker. Most
speaker identification applications are open-set, mean-
ing that it is possible that the unknown speaker is not
included in the set of speaker models. In this case, if no
satisfactory match is obtained, a no-match decision is
provided.

In a speaker verification trial an identity claim is
provided or asserted along with the voice sample. In
this case, the unknown voice sample is compared only
with the speaker model whose label corresponds to the
identity claim. If the quality of the comparison is sat-
isfactory, the identity claim is accepted; otherwise the
claim is rejected. Speaker verification is a special case of
open-set speaker identification with a one-speaker target
set. The speaker verification decision mode is intrinsic to
most access control applications. In these applications,
it is assumed that the claimant will respond to prompts
cooperatively.

It can readily be seen that in the speaker identifica-
tion task performance degrades as the number of speaker
models and the number of comparisons increases. In
a speaker verification trial only one comparison is

required, so speaker verification performance is inde-
pendent of the size of the speaker population.

A third speaker recognition task has been defined
in recent years in National Institute of Standards and
Technology (NIST) speaker recognition evaluations; it
is generally referred to as speaker detection [36.2, 3].
The NIST task is an open-set identification decision as-
sociated exclusively with conversational speech. In this
task an unknown voice sample is provided and the task
is to determine whether or not one of a specified set of
known speakers is present in the sample. A complicat-
ing factor for this task is that the unknown sample may
contain speech from more than one speaker, such as in
the summed two sides of a telephone conversation. In
this case, an additional task called speaker tracking is
defined, in which it is required to determine the inter-
vals in the test sample during which the detected speaker
is talking. In other applications where the speech sam-
ples are multispeaker, speaker tracking has also been
referred to as speaker segmentation, speaker indexing,
and speaker diarization [36.4–10]. It is possible to cast
the speaker segmentation task as an acoustical change
detection task without creating models. The time instants
where a significant acoustic change occurs are assumed
to be the boundaries between different speaker segments.
In this case, in the absence of speaker models, speaker
segmentation would not be considered a speaker recog-
nition task. However, in most reported approaches to this
task some sort of speaker modeling does take place. The
task usually includes labeling the speaker segments. In
this case the task falls unambiguously under the speaker
recognition heading.

In addition to decision modes, speaker recognition
tasks can be categorized by the kind of speech that is
input. If the speaker is prompted or expected to provide
a known text and if speaker models have been trained
explicitly for this text, the input mode is said to be text
dependent. If, on the other hand, the speaker cannot be
expected to utter specified texts the input mode is text
independent. In this case speaker models are not trained
on explicit texts.

36.1.3 Bases for Speaker Recognition

The principal function associated with the transmission
of a speech signal is to convey a message. However,
along with the message, additional kinds of informa-
tion are transmitted. These include information about
the gender, identity, emotional state, health, etc. of the
speaker. The source of all these kinds of information
lie in both physiological and behavioral characteristics.
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Overview of Speaker Recognition 36.1 Speaker Recognition 727

The physiological features are shown in Fig. 36.1 show-
ing a cross-section of the human vocal tract. The shape
of the vocal tract, determined by the position of articula-
tors, the tongue, jaw, lips, teeth, and velum, creates a set
of acoustic resonances in response to periodic puffs of
air generated by the glottis for voiced sounds or ape-
riodic excitation caused by air passing through tight
constrictions in the vocal tract. The spectral peaks asso-
ciated with periodic resonances are referred to as speech
formants. The locations in frequency and, to a lesser de-
gree, the shapes of the resonances distinguish one speech
sound from another. In addition, formant locations and
bandwidths and spectral differences associated with the
overall size of the vocal tract serve to distinguish the
same sounds spoken by different speakers. The shape
of the nasal tract, which determines the quality of nasal
sounds, also varies significantly from speaker to speaker.
The mass of the glottis is associated with the basic funda-
mental frequency for voiced speech sounds. The average
basic fundamental frequency is approximately 100 Hz
for adult males, 200 Hz for adult females, and 300 Hz
for children. It also varies from individual to individual.

Speech signal events can be classified as segmen-
tal or suprasegmental. Generally, segmental refers to
the features of individual sounds or segments, whereas
suprasegmental refers to properties that extend over sev-
eral speech sounds. Speaking behavior is associated with
the individual’s control of articulators for individual
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Fig. 36.1 Physiology of the human vocal tract (Reproduced
with permission from L. H. Jamieson [36.11])

speech sounds or segments and also with suprasegmental
characteristics governing how individual speech sounds
are strung together to form words. Higher-level speaking
behavior is associated with choices of words and syntac-
tic units. Variations in fundamental frequency or pitch
and rhythm are also higher-level features of the speech
signal along with such qualities as breathiness, strength
of vocal effort, etc. All of these vary significantly from
speaker to speaker.

36.1.4 Extracting Speaker Characteristics
from the Speech Signal

A perceptual view classifies speech as containing low-
level and high-level kinds of information. Low-level
features of speech are associated with the periphery in
the brain’s perception of speech and are relatively ac-
cessible from the speech signal. High-level features are
associated with more-central locations in the perception
mechanism. Generally speaking, low-level speaker fea-
tures are easier to extract from the speech signal and
model than high-level features. Many such features are
associated with spectral correlates such as formant loca-
tions and bandwidths, pitch periodicity, and segmental
timings. High-level features include the perception of
words and their meaning, syntax, prosody, dialect, and
idiolect.

It is not easy to extract stable and reliable for-
mant features explicitly from the speech signal. In most
instances it is easier to carry out short-term spectral
amplitude measurements that capture low-level speaker
characteristics implicitly. Short-term spectral measure-
ments are typically carried out over 20–30 ms windows
and advanced every 10 ms. Short speech sounds have du-
rations less than 100 ms whereas stressed vowel sounds
can last for 300 ms or more. Advancing the time win-
dow every 10 ms enables the temporal characteristics of
individual speech sounds to be tracked and the 30 ms
analysis window is usually sufficient to provide good
spectral resolution of these sounds and at the same time
short enough to resolve significant temporal character-
istics. There are two principal methods of short-term
spectral analysis, filter bank analysis and linear pre-
dictive coding (LPC) analysis. In filter bank analysis
the speech signal is passed through a bank of band-
pass filters covering a range of frequencies consistent
with the transmission characteristics of the signal. The
spacing of the filters can be uniform or, more likely,
spaced nonuniformly, consistent with perceptual cri-
teria such as the mel or bark scale [36.12], which
provides a linear spacing in frequency below 1000 Hz
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728 Part F Speaker Recognition

and logarithmic spacing above. The output of each fil-
ter is typically implemented as a windowed, short-term
Fourier transform using fast Fourier transform (FFT)
techniques. This output is subject to a nonlinearity
and low-pass filter to provide an energy measurement.
LPC-derived features almost always include regression
measurements that capture the temporal evolution of
these features from one speech segment to another. It is
no accident that short-term spectral measurements are
also the basis for speech recognizers. This is because
an analysis that captures the differences between one
speech sound and another can also capture the differ-
ence between the same speech sound uttered by different
speakers, often with resolutions surpassing human per-
ception.

Other measurements that are often carried out are
correlated with prosody such as pitch and energy track-
ing. Pitch or periodicity measurements are relatively
easy to make. However, periodicity measurement is
meaningful only for voiced speech sounds so it is neces-
sary also to have a detector that can discriminate voiced
from unvoiced sounds. This complication often makes it
difficult to obtain reliable pitch tracks over long-duration
utterances.

Long-term average spectral and fundamental fre-
quency measurements have been used in the past for
speaker recognition, but since these measurements pro-
vide feature averages over long durations they are not
capable of resolving detailed individual differences.

Although computational ease is an important
consideration for selecting speaker-sensitive feature
measurements, equally important considerations are the
stability of the measurements, including whether they
are subject to variability, noise, and distortions from
one measurement of a speaker’s utterances to another.
One source of variability is the speaker himself. Fea-
tures that are correlated with behavior such as pitch
contours – pitch measured as a function of time over
specified utterances – can be consciously varied from
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Fig. 36.2 Block diagram of a speaker recognition system

one token of an utterance to another. Conversely, co-
operative speakers can control such variability. More
difficult to deal with are the variability and distortion
associated with recording environments, microphones,
and transmission media. The most severe kinds of vari-
ability problems occur when utterances used to train
models are recorded under one set of conditions and test
utterances are recorded under another.

A block diagram of a speaker recognition is shown
in Fig. 36.2, showing the basic elements discussed in this
section. A sample of speech from an unknown speaker
is input to the system. If the system is a speaker veri-
fication system, an identity claim or assertion is also
input. The speech sample is recorded, digitized, and an-
alyzed. The analysis is typically some sort of short-term
spectral analysis that captures speaker-sensitive features
as described earlier in this section. These features are
compared with prototype features compiled into the
models of known speakers. A matching process is in-
voked to compare the sample features and the model
features. In the case of closed-set speaker identification,
the match is assigned to the model with the best matching
score. In the case of speaker verification, the matching
score is compared with a predetermined threshold to
decide whether to accept or reject the identity claim.
For open-set identification, if the matching score for
the best matching model does not pass a threshold test,
a no-match decision is made.

36.1.5 Applications

As mentioned, the most widespread applications for au-
tomatic speaker recognition are for security. These are
typically speaker verification applications intended to
control access to privileged transactions or information
remotely over a telecommunication network. These are
usually configured in a text-dependent mode in which
customers are prompted to speak personalized verifi-
cation phrases such as personal identification numbers
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Overview of Speaker Recognition 36.2 Measuring Speaker Features 729

(PINs) spoken as a string of digits. Typically, PIN utter-
ances are decoded using a speaker-independent speech
recognizer to provide an identity claim. The utterances
are then processed in a speaker recognition mode and
compared with speaker models associated with the iden-
tity claim. Speaker models are trained by recording and
processing prompted verification phrases in an enroll-
ment session.

In addition to security applications, speaker verifi-
cation may be used to offer personalized services to
users. For example, once a speaker verification phrase
is authenticated, the user may be given access to a per-
sonalized phone book for voice repertory dialing.

A forensic application is likely to be an open-set
identification or verification task. A sample of speech ex-
ists from an unknown perpetrator. A suspect is required
to speak utterances contained in the suspect speech
sample in order to train a model. The suspect speech
sample is compared both with the suspect and nonsus-
pect models to decide whether to accept or reject the
hypothesis that the suspect and perpetrator voices are
the same.

In surveillance applications the input speech mode
is most likely to be text independent. Since the speaker
may be unaware that his voice is being monitored, he
cannot be expected to speak specified texts. The decision
task is open-set identification or verification.

Large amounts of multimedia data, including speech,
are being recorded and stored on digital media. The ex-
istence of such large amounts of data has created a need

for efficient, versatile, and accurate data mining tools
for extracting useful information content from the data.
A typical need is to search or browse through the data,
scanning for specified topics, words, phrase, or speak-
ers. Most of this data is multispeaker data, collected
from broadcasts, recorded meetings, telephone conver-
sations, etc. The process of obtaining a list of speaker
segments from such data is referred to as speaker index-
ing, segmentation, or diarization. A more-general task
of annotating audio data from various audio sources
including speakers has been referred to as audio diariza-
tion [36.10].

Still another speaker recognition application is to
improve automatic speech recognition by adapting
speaker-independent speech models to specified speak-
ers. Many commercial speech recognizers do adapt their
speech models to individual users, but this cannot be
regarded as a speaker recognition application unless
speaker models are constructed and speaker recognition
is a part of the process. Speaker recognition can also
be used to improve speech recognition for multispeaker
data. In this situation speaker indexing can provide a ta-
ble of speech segments assigned to individual speakers.
The speech data in these segments can then be used to
adapt speech models to each speaker. Speech recognition
of multispeaker speech samples can be improved in an-
other way. Errors and ambiguities in speech recognition
transcripts can be corrected using the knowledge pro-
vided by speaker segmentation assigning the segments
to the correct speakers.

36.2 Measuring Speaker Features

36.2.1 Acoustic Measurements

As mentioned in Sect. 36.1, low-level acoustic features
such as short-time spectra are commonly used in speaker
modeling. Such features are useful in authentication sys-
tems because speakers have less control over spectral
details than higher-level features such as pitch.

Short-Time Spectrum
There are many ways of representing the short-time
spectrum. A popular representation is the mel-frequency
cepstral coefficients (MFCC), which were originally
developed for speaker-independent speech recognition.
The choice of center frequencies and bandwidths of the
filter bank used in MFCC were motivated by the prop-
erties of the human auditory system. In particular, this

representation provides limited spectral resolution above
2 kHz, which might be detrimental in speaker recog-
nition. However, somewhat counterintuitively, MFCCs
have been found to be quite effective in speaker recog-
nition.

There are many minor variations in the definition
of MFCC but the essential details are as follows. Let
{S(k), 0 ≤ k < K} be the discrete Fourier transform
(DFT) coefficients of a windowed speech signal ŝ(t).
A set of triangular filters are defined such that

w j (k)=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(k/K) fs− fc j−1
fc j− fc j−1

, l j ≤ k ≤ c j ,

fc j+1 −
( k

K

)
fs/ fc j+1 − fc j , c j < k ≤ u j ,

0 , elsewhere ,
(36.1)
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730 Part F Speaker Recognition

where fc j−1 and fc j+1 are the lower and upper limits of
the pass band for filter j with fc0 = 0 and fc j < fs/2 for
all j, and l j , c j and u j are the DFT indices corresponding
to the lower, center, and upper limits of the pass band
for filter j. The log-energy at the outputs for the J filters
are given by

e( j)= ln

⎡
⎢⎢⎢⎢⎣

1
u j∑

k=l j

w j (k)

u j∑
k=l j

‖S(k)‖2w j (k)

⎤
⎥⎥⎥⎥⎦ , (36.2)

and the MFCC coefficients are the discrete cosine trans-
form of the filter energies computed as

C(k)=
J∑

j=0

e( j) cos

[
k

(
j− 1

2

)
π

J

]
,

k = 1, 2, . . . , K . (36.3)

The zeroth coefficient C(0) is set to be the average log-
energy of the windowed speech signal. Typical values of
the various parameters involved in the MFCC computa-
tion are as follows. A cepstrum vector is calculated using
a window length of 20 ms and updated every 10 ms. The
center frequencies fc j are uniformly spaced from 0 to
1000 Hz and logarithmically spaced above 1000 Hz. The
number of filter energies is typically 24 for telephone-
band speech and the number of cepstrum coefficients
used in modeling varies from 12 to 18 [36.13].

Cepstral coefficients based on short-time spec-
tra estimated using linear predictive analysis and
perceptual linear prediction are other popular represen-
tations [36.14].

Short-time spectral measurements are sensitive to
channel and transducer variations. Cepstral mean sub-
traction (CMS) is a simple and effective method to
compensate for convolutional distortions introduced by
slowly varying channels. In this method, the cepstral
vectors are transformed such that they have zero mean.
The cepstral average over a sufficiently long speech
signal approximates the estimate of a stationary chan-
nel [36.14]. Therefore, subtracting the mean from the
original vectors is roughly equivalent to normalizing
the effects of the channel, if we assume that the aver-
age of the clean speech signal is zero. Cepstral variance
normalization, which results in feature vectors with unit
variance, has also been shown to improve performance in
text-independent speaker recognition when there is more
than a minute of speech for enrollment. Other feature
normalization methods, such as feature warping [36.15]

and Gaussianization [36.16], map the observed feature
distribution to a normal distribution over a sliding win-
dow, and have been shown to be useful in speaker
recognition.

It has been long established that incorporating dy-
namic information is useful for speaker recognition and
speech recognition [36.17]. The dynamic information
is typically incorporated by extending the static cepstral
vectors by their first and second derivatives computed as:

ΔCk =

l∑
t=−l

tct+k

l∑
t=−l

|t|
, (36.4)

ΔΔCk =

l∑
t=−l

t2ct+k

l∑
t=−l

t2

. (36.5)

Pitch
Voiced sounds are produced by a quasiperiodic opening
and closing of the vocal folds in the larynx at a fun-
damental frequency that depends on the speaker. Pitch
is a complex auditory attribute of sound that is closely
related to this fundamental frequency. In this chapter,
the term pitch is used simply to refer to the measure of
periodicity observed in voiced speech.

Prosodic information represented by pitch and en-
ergy contours has been used successfully to improve
the performance of speaker recognition systems [36.18].
There are a number of techniques for estimating pitch
from the speech signal [36.19] and the performance
of even simple pitch-estimation techniques is adequate
for speaker recognition. The major failure modes oc-
cur during speech segments that are at the boundaries
of voiced and unvoiced sounds and can be ignored for
speaker recognition. A more-significant problem with
using pitch information for speaker recognition is that
speakers have a fair amount of control over it, which
results in large intraspeaker variations and mismatch
between enrollment and test utterances.

36.2.2 Linguistic Measurements

In traditional speaker authentication applications, the
enrollment data is limited to a few repetitions of a pass-
word, and the same password is spoken to gain access
to the system. In such cases, speaker models based on
short-time spectra are very effective and it is difficult to
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Overview of Speaker Recognition 36.3 Constructing Speaker Models 731

extract meaningful high-level or linguistic features. In
applications such as indexing broadcasts by speaker and
passive surveillance, a significant amount of enrollment
data, perhaps several minutes, may be available. In such
cases, the use of linguistic features has been shown to
be beneficial [36.18].

Word Usage
Features such as vocabulary choices, function word fre-
quencies, part-of-speech frequencies, etc., have been
shown to be useful in speaker recognition [36.20]. In
addition to words, spontaneous speech contains fillers
and hesitations that can be characterized by statistical
models and used for identifying speakers [36.20, 21].
There are a number of issues with speaker recognition
systems based on lexical features: they are susceptible
to errors introduced by large-vocabulary speech recog-
nizers, a significant amount of enrollment data is needed
to build robust models, and the speaker models are likely
to characterize the topic of conversation as well as the
speaker.

Phone Sequences and Lattices
Models of phone sequences output by speech recog-
nizers using phonotactic grammars, typically phone
unigrams, can be used to represent speaker character-
istics [36.22]. It is assumed that these models capture
speaker-specific pronunciations of frequently occurring
words, choice of words, and also an implicit charac-
terization of the acoustic space occupied by the speech
signal from a given speaker. It turns out that there is
an optimal tradeoff between the constraints used in the

recognizer to produce the phone sequences and the ro-
bustness of the speaker models of phone sequences. For
example, the use of lexical constraints in the automatic
speech recognition (ASR) reproduces phone sequences
found in a predetermined dictionary and prevents phone
sequences that may be characteristic of a speaker but not
represented in the dictionary.

The phone accuracy computed using one-best output
phone strings generated by ASR systems without lexical
constraints is typically not very high. On the other hand,
the correct phone sequence can be found in a phone
lattice output by an ASR with a high probability. It has
been shown that it is advantageous to construct speaker
models based on phone-lattice output rather than the
one-best phone sequence [36.22]. Systems based on one-
best phone sequences use the counts of a term such as
a phone unigram or bigram in the decoded sequence. In
the case of lattice outputs, these raw counts are replaced
by the expected counts given by

E[C(τ |X)] =
∑

Q

p(Q|X)C(τ |Q) , (36.6)

where Q is a path through the phone lattice for the
utterance X with associated probability p(Q|X), and
C(τ |Q) is the count of the term τ in the path Q.

Other Linguistic Features
A number of other features that have been found to
be useful for speaker modeling are (a) pronunciation
modeling of carefully chosen words, and (b) prosodic
statistics such as pitch and energy contours as well as
durations of phones and pauses [36.23].

36.3 Constructing Speaker Models

A speaker recognition system provides the ability to
construct a modelλs for speaker s using enrollment utter-
ances from that speaker, and a method for comparing the
quality of match of a test utterance to the speaker model.
The choice of models is determined by the application
constraints. In applications in which the user is expected
to say a fixed password each time, it is beneficial to
develop models for words or phrases to capture the tem-
poral characteristics of speech. In passive surveillance
applications, the test utterance may contain phonemes or
words not seen in the enrollment data. In such cases, less-
detailed models that model the overall acoustic space of
the user’s utterances tend to be effective. A survey of
general techniques that have been used in speaker mod-

eling follows. The methods can be broadly classified
as nonparametric or parametric. Nonparametric models
make few structural assumptions and are effective when
there is sufficient enrollment data that is matched to the
test data. Parametric models allow a parsimonious rep-
resentation of the structural constraints and can make
effective use of the enrollment data if the constraints are
appropriately chosen.

36.3.1 Nonparametric Approaches

Templates
This is the simplest form of speaker modeling and is
appropriate for fixed-password speaker verification sys-
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tems [36.24]. The enrollment data consists of a small
number of repetitions of the password spoken by the
target speaker. Each enrollment utterance X is a se-
quence of feature vectors {xt}T−1

t=0 generated as described
in Sect. 36.2, and serves as the template for the password
as spoken by the target speaker. A test utterance Y con-

sisting of vectors {yt}T
′−1

t=0 , is compared to each of the
enrollment utterances and the identity claim is accepted
if the distance between the test and enrollment utterances
is below a decision threshold. The comparison is done
as follows. Associated with each pair of vectors, xi and
y j , is a distance, d(xi , y j ). The feature vectors of X and
Y are aligned using an algorithm referred to as dynamic
time warping to minimize an overall distance defined as
the average intervector distance d(xi , y j ) between the
aligned vectors [36.12].

This approach is effective in simple fixed-password
applications in which robustness to channel and trans-
ducer differences are not an issue. This technique is
described here mostly for historical reasons and is rarely
used in real applications today.

Nearest-Neighbor Modeling
Nearest-neighbor models have been popular in non-
parametric classification [36.25]. This approach is often
thought of as estimating the local density of each class
by a Parzen estimate and assigning the test vector to the
class with the maximum local density. The local den-
sity of a class (speaker) with enrollment data X at a test
vector y is defined as

pnn( y; X)= 1

V [dnn( y, X)] , (36.7)

where dnn( y, X) = minx j∈X ‖y− x j‖ is the nearest-
neighbor distance and V (r) is the volume of a sphere
of radius r in the D-dimensional feature space. Since
V (r) is proportional to r D,

ln[pnn( y; X)] ≈ −D ln[dnn( y, X)] . (36.8)

The log-likelihood score of the test utterances Y with
respect to a speaker specified by enrollment X is given
by

snn(Y; X)≈−
∑
y j∈Y

ln[dnn( y, X)] , (36.9)

and the speaker with the greatest s(Y; X) is identified.
A modified version of the nearest-neighbor model,

motivated by the discussion above, has been success-
fully used in speaker identification [36.26]. It was found

empirically that a score defined as

s′nn(Y; X)= 1

Ny

∑
y j∈Y

min
xi∈X

‖y j − xi‖2

+ 1

Nx

∑
x j∈X

min
yi∈Y

‖yi − x j‖2

− 1

Ny

∑
y j∈Y

min
yi∈Y; j =i

‖yi − y j‖2

− 1

Nx

∑
x j∈X

min
xi∈X; j =i

‖xi − x j‖2 (36.10)

gives much better performance than snn(Y; X).

36.3.2 Parametric Approaches

Vector Quantization Modeling
Vector quantization constructs a set of representative
samples of the target speaker’s enrollment utterances
by clustering the feature vectors. Although a variety of
clustering techniques exist, the most commonly used is
k-means clustering [36.14]. This approach partitions N
feature vectors into K disjoint subsets Sj to minimize
an overall distance such as

D=
J∑

j=1

∑
xi∈S j

(xi −μ j ) , (36.11)

where μ j = (1/N j )
∑

xi∈S j
xi is the centroid of the N j

samples in the j-th cluster. The algorithm proceeds in
two steps:

1. Compute the centroid of each cluster using an initial
assignment of the feature vectors to the clusters.

2. Reassign xi to that cluster whose centroid is closest
to it.

These steps are iterated until successive steps do not
reassign samples.

This algorithm assumes that there exists an initial
clustering of the samples into K clusters. It is difficult
to obtain a good initialization of K clusters in one step.
In fact, it may not even be possible to reliably estimate
K clusters because of data sparsity. The Linde–Buzo–
Gray (LBG) algorithm [36.27] provides a good solution
for this problem. Given m centroids, the LBG algorithm
produces additional centroids by perturbing one or more
of the centroids using a heuristic. One common heuristic
is to choose the μ for the cluster with the largest variance
and produce two centroids μ and μ+ ε. The enrollment
feature vectors are assigned to the resulting m+1 cen-
troids. The k-means algorithm described previously can
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then be applied to refine the centroid estimates. This pro-
cess can be repeated until m = M or the cluster sizes fall
below a threshold. The LBG algorithm is usually ini-
tialized with m = 1 and computes the centroid of all the
enrollment data. There are many variations of this algo-
rithm that differ in the heuristic used for perturbing the
centroids, the termination criteria, and similar details.
In general, this algorithm for generating VQ models has
been shown to be quite effective. The choice of K is
a function of the size of enrollment data set, the applica-
tion, and other system considerations such as limits on
computation and memory.

Once the VQ models are established for a target
speaker, scoring consists of evaluating D in (36.11) for
feature vectors in the test utterance. This approach is
general and can be used for text-dependent and text-
independent speaker recognition, and has been shown
to be quite effective [36.28]. Vector quantization models
can also be constructed on sequences of feature vectors,
which are effective at modeling the temporal structure
of speech. If distance functions and centroids are suit-
ably redefined, the algorithms described in this section
continue to be applicable.

Although VQ models are still useful in some situa-
tions, they have been superseded by models such as the
Gaussian mixture models and hidden Markov models,
which are described in the following sections.

Gaussian Mixture Models
In the case of text-independent speaker recognition
(the subject of Chap. 38) where the system has no
prior knowledge of the text of the speaker’s utterance,
Gaussian mixture models (GMMs) have proven to be
very effective. This can be thought of as a refinement
of the VQ model. Feature vectors of the enrollment ut-
terances X are assumed to be drawn from a probability
density function that is a mixture of Gaussians given by

p(x|λ)=
K∑

k=1

wk pk(x|λk) , (36.12)

where 0≤wk ≤ 1 for 1≤ k ≤ K ,
∑K

k=1 wk = 1, and

pk(x|λk)= 1

(2π)D/2|Σk|1/2

× exp

(
−1

2
(x−μk)TΣ−1

k (x−μk)

)
,

(36.13)

λ represents the parameters (μi ,Σi , wi )K
i=1 of the distri-

bution. Since the size of the training data is often small,

it is difficult to estimate full covariance matrices reliably.
In practice, {Σk}Kk=1 are assumed to be diagonal.

Given the enrollment data X, the maximum-
likelihood estimates of the λ can be obtained using
the expectation-maximization (EM) algorithm [36.12].
The K -means algorithm can be used to initialize the
parameters of the component densities. The poste-
rior probability that xt is drawn from the component
pm(xt |λm) can be written

P(m|xt, λ)= wm pm(xt |λm)

p(xt |λ)
. (36.14)

The maximum-likelihood estimates of the parameters of
λ in terms of P(m|xt, λ) are

μm =

T∑
t=1

P(m|xt, λ)xt

T∑
t=1

P(m|xt, λ)

, (36.15)

Σm =

T∑
t=1

P(m|xt, λ)xt xT
t

T∑
t=1

P(m|xt, λ)

−μmμT
m , (36.16)

wm = 1

T

T∑
t=1

P(m|xt, λ) . (36.17)

The two steps of the EM algorithm consist of computing
P(m|xt, λ) given the current model, and updating the
model using the equations above. These two steps are
iterated until a convergence criteria is satisfied.

Test utterance scores are obtained as the average
log-likelihood given by

s(Y|λ)= 1

T

T∑
t=1

log[p( yt |λ)] . (36.18)

Speaker verification is often based on a likelihood-
ratio test statistic of the form p(Y|λ)/p(Y|λbg) where λ
is the speaker model and λbg represents a background
model [36.29]. For such systems, speaker models can
also be trained by adapting λbg, which is generally
trained on a large independent speech database [36.30].
There are many motivations for this approach. Gen-
erating a speaker model by adapting a well-trained
background GMM may yield models that are more ro-
bust to channel differences, and other kinds of mismatch
between enrollment and test conditions than models es-
timated using only limited enrollment data. Details of
this procedure can be found in Chap. 38.
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Speaker modeling using GMMs is attractive for
text-independent speaker recognition because it is sim-
ple to implement and computationally inexpensive.
The fact that this model does not model tempo-
ral aspects of speech is a disadvantage. However,
it has been difficult to exploit temporal structure to
improve speaker recognition performance when the
linguistic content of test utterances does not overlap
significantly with the linguistic content of enrollment
utterances.

Hidden Markov Models
In applications where the system has prior knowledge
of the text and there is significant overlap of what was
said during enrollment and testing, text-dependent sta-
tistical models are much more effective than GMMs.
An example of such applications is access control to
personal information or bank accounts using a voice
password. Hidden Markov models (HMMs) [36.12]
for phones, words, or phrases, have been shown to
be very effective [36.31, 32]. Passwords consisting
of word sequences drawn from specialized vocabu-
laries such as digits are commonly used. Each word
can be characterized by an HMM with a small num-
ber of states, in which each state is represented by
a Gaussian mixture density. The maximum-likelihood
estimates of the parameters of the model can be
obtained using a generalization of the EM algo-
rithm [36.12].

The ML training aims to approximate the underly-
ing distribution of the enrollment data for a speaker.
The estimates deviate from the true distribution due
to lack of sufficient training data and incorrect mod-
eling assumptions. This leads to a suboptimal classifier
design. Some limitations of ML training can be over-
come using discriminative training of speaker models
in which an attempt is made to minimize an over-
all cost function that depends on misclassification or
detection errors [36.33–35]. Discriminative training
approaches require examples from competing speak-
ers in addition to examples from the target speaker.
In the case of closed-set speaker identification, it is
possible to construct a misclassification measure to
evaluate how likely a test sample, spoken by a tar-
get speaker, is misclassified as any of the others. One
example of such a measure is the minimum classifi-
cation error (MCE) defined as follows. Consider the
set of S discriminant functions {gk(x;Λs), 1 ≤ s ≤ S},
where gk(x;Λs) is the log-likelihood of observation
x given the models Λs for speaker s. A set of
misclassification measures for each speaker can be de-

fined as

ds(x;Λ)=−gs(x;Λs)+Gs(x;Λ), (36.19)

whereΛ is the set of all speaker models and Gs(x;Λ) is
the antidiscriminant function for speaker s. Gs(x;Λ) is
defined so that ds(x;Λ) is positive only if x is incorrectly
classified. In speech recognition problems, Gs(x;Λ) is
usually defined as a collective representation of all com-
peting classes. In the speaker identification task, it is
often advantageous to construct pairwise misclassifica-
tion measures such as

dss′ (x;Λ)=−gs(x;Λs)+ g′s
(
x;Λ′s

)
, (36.20)

with respect to a set of competing speakers s′, a sub-
set of the S speakers. Each misclassification measure is
embedded into a smooth empirical loss function

lss′ (x;Λ)= 1

1+ exp(−αdss′ (x;Λ))
, (36.21)

which approximates a loss directly related to the number
of classification errors, and α is a smoothness parameter.
The loss functions can then be combined into an overall
loss given by

l(x;Λ)=
∑

s

∑
s′∈Sc

lss′ (x;Λ)δs(x) , (36.22)

where δs(x) is an indicator function which is equal to 1
when x is uttered by speaker s and 0 otherwise, and Sc is
the set of competing speakers. The total loss, defined as
the sum of l(x;Λ) over all training data, can be optimized
with respect to all the model parameters using a gradient-
descent algorithm. A similar algorithm has been devel-
oped for speaker verification in which samples from
a large number of speakers in a development set is used
to compute a minimum verification measure [36.36].

The algorithm described above is only to illustrate
the basic principles of discriminative training for speaker
identification. Many other approaches that differ in their
choice of the loss function or the optimization method
have been developed and shown to be effective [36.35,
37].

The use of HMMs in text-dependent speaker verifi-
cation is discussed in detail in Chap. 37.

Support Vector Modeling
Traditional discriminative training approaches such as
those based on MCE have a tendency to overtrain on
the training set. The complexity and generalization abil-
ity of the models are usually controlled by testing on
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a held-out development set. Support vector machines
(SVMs) [36.38] provide a way for training classifiers
using discriminative criteria and in which the model
complexity that provides good generalization to test
data is determined automatically from the training data.
SVMs have been found to be useful in many classifica-
tion tasks including speaker identification [36.39].

The original formulation of SVMs was for two-class
problems. This seems appropriate for speaker verifi-
cation in which the positive samples consist of the
enrollment data from a target user and the negative sam-
ples are drawn from a large set of imposter speakers.
Many extensions of SVMs to multiclass classification
have also been developed and are appropriate for speaker
identification. There are many issues with SVM mod-
eling for speaker recognition, including the appropriate
choice of features and the kernel. The use of SVMs for
text-independent speaker recognition is the subject of
Chap. 38.

Other Approaches
Most state-of-the-art speaker recognition systems use
some combination of the modeling methods described
in the previous sections. Many other interesting models
have been proposed and have been shown to be useful in
limited scenarios. Eigenvoice modeling is an approach
in which the speaker models are confined to a low-
dimensional linear subspace obtained using independent
training data from a large set of speakers. This method
has been shown to be effective for speaker modeling
and speaker adaptation when the enrollment data is too
limited for the effective use of other text-independent
approaches such as GMMs [36.40]. Artificial neural net-
works [36.41] have also been shown to be useful in
some situations, perhaps in combination with GMMs.
When sufficient enrollment data is available, a method
for speaker detection that involves comparing the test
segment directly to similar segments in enrollment data
has been shown to be effective [36.42].

36.4 Adaptation

In most speaker recognition scenarios, the speech
data available for enrollment is too limited for train-
ing models that adequately characterize the range of
test conditions in which the system needs to operate.
For example, in fixed-password speaker authentica-
tion systems used in telephony services, enrollment
data is typically collected in a single call. The en-
rollment and test conditions may be mismatched in
a number of ways: the telephone handset that is
used, the location of the call, which determines the
kinds of background noises, and the channel over
which speech is transmitted such as cellular or land-
line networks. In text-independent modeling, there
are likely to be additional problems because of mis-
match in the linguistic content. A very effective
way to mitigate the effects of mismatch is model
adaptation.

Models can be adapted in an unsupervised way using
data from authenticated utterances. This is common in
fixed-password systems and can reduce the error rate
significantly. It is also necessary to update the decision
thresholds when the models are adapted. Since the selec-
tion of data for model adaptation is not supervised, there
is the possibility that models are adapted on imposter ut-
terances. This can be disastrous. The details of unsuper-
vised model and threshold adaptation and the various
issues involved are explained in detail in Chap. 37.

Speaker recognition is often incorporated into other
applications that involve a dialog with the user. Feedback
from the dialog system can be used to supervise model
adaptation. In addition, meta-information available from
a dialog system such as the history of interactions can be
combined with speaker recognition to design a flexible
and secure authentication system [36.43].

36.5 Decision and Performance

36.5.1 Decision Rules

Whether they are used for speaker identification or
verification, the various models and approaches pre-
sented in Sect. 36.3 provide a score s(Y |λ) measuring

the match between a given test utterance Y and
a speaker model λ. Identification systems yield a set
of such scores corresponding to each speaker in a tar-
get list. Verification systems output only one score
using the speaker model of the claimed speaker. An
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accept or reject decision has to be made using this
score.

Decision in closed-set identification consists of
choosing the identified speaker Ŝ as the one that cor-
responds to the maximum score:

Ŝ= arg max
j

s(Y |λ j ) , (36.23)

where the index j ranges over the whole set of target
speakers.

Decision in verification is obtained by comparing the
score computed using the model for the claimed speaker
Si given by s(Y |λi ) to a predefined threshold θ. The
claim is accepted if s(Y |λi )≥ θ, and rejected otherwise.

Open-set identification relies on a step of closed-set
identification eliciting the most likely identity, followed
by a verification step to determine whether the hypothe-
sized identity match is good enough.

36.5.2 Threshold Setting
and Score Normalization

Efficiency and robustness require that the score s(Y |λ)
be quite readily exploited in a practical application. In
particular, the threshold θ should be as insensitive as
possible across users and application context.

When the score is obtained in a probabilistic frame-
work or can be interpreted as a (log) likelihood ratio
(LLR), Bayesian decision theory [36.44] states that an
optimal threshold for verification can be theoretically
set once the desired false acceptance cfa and false rejec-
tion cfr, and the a priori probability pimp of an impostor
trying to enter the system, are specified. The optimal
choice of the threshold is given by:

θ∗ = cfa

cfr

pimp

1− pimp
. (36.24)

In practice, however, the score s(Y |λ) does not be-
have as theory would predict since the statistical models
are not ideal. Various normalization procedures have
been proposed to alleviate this problem. Initial work by
Li and Porter [36.45] has inspired a number of score
normalization techniques that intend to make the statis-
tical distribution of s(Y |λ) as independent as possible
across speakers, acoustic conditions, linguistic content,
etc. This has lead to a number of threshold normal-
ization schemes, such as the Z-norm, H-Norm, and
T-norm, which use side information, the distance be-
tween models, and speech material from a development
set to determine the normalization parameters. These
normalization procedures are discussed in more detail in
Chaps. 37, 38 and [36.46]. Even so, the optimal threshold

for a given operating condition is generally estimated ex-
perimentally from development data that is appropriate
for a given scenario.

36.5.3 Errors and DET Curves

The performance of an identification system is related to
the probability of misclassification, which corresponds
to cases when the identified speaker is not the actual one.

Verification systems are evaluated based on two
types of errors: false acceptance, when an impostor
speaker succeeds in being verified with an erroneous
claimed identity, and false rejection, when a target user
claiming his/her genuine identity is rejected. The a pos-
teriori estimates of the probabilities pfa and pfr of these
two types of errors vary in the opposite way from each
other when the decision threshold θ is varied. The
tradeoff between pfa and pfr (sometimes mapped to
the probability of detection pd, defined as 1− pfr) is
often displayed in the form of a receiver operating char-
acteristic (ROC), a term commonly used in detection
theory [36.44]. In speaker recognition systems a dif-
ferent representation of the same data, referred to as
the detection error tradeoff (DET) curve, has become
popular.

The DET curve [36.47] is the standard way to depict
the system behavior in terms of hypotheses separability
by plotting pfa as a function of pfr. Rather than the prob-
abilities themselves, the normal deviates corresponding
to the probabilities are plotted. For a particular threshold
value, the corresponding error rates pfa and pfr appear
as a specific point on this DET curve. A popular point is
the one where pfa = pfr, which is called the equal error
rate (EER). Plotting DET curves is a good way to com-
pare the potential of two methods in a laboratory but it
is not suited for predicting accurately the performance
of a system when deployed in real-life conditions.

The decision threshold θ is often chosen to optimize
a cost that is a function of the probability of false accep-
tance and false rejection as well as the prior probability
of an imposter attack. One such function is called the
detection cost function (DCF), defined as [36.48]

C = pimpcfa pfa+ (1− pimp)cfr pfr . (36.25)

The DCF is indeed a way to evaluate a system under
a particular operating condition and to summarize into
a single figure its estimated performance in a given ap-
plication scenario. It has been used as the primary figure
of merit for the evaluation of systems participating in the
yearly NIST speaker recognition evaluations [36.48].
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36.6 Selected Applications for Automatic Speaker Recognition

Text-dependent and text-independent speaker recogni-
tion technology and their applications are discussed in
detail in the following two Chaps. 37 and 38. A few inter-
esting, but perhaps not primary, applications of speaker
recognition technology are described in this section.
These applications were chosen to demonstrate the wide
range of applications of speaker recognition.

36.6.1 Indexing Multispeaker Data

Speaker indexing can be approached as either a super-
vised or unsupervised task. Supervised means that prior
speaker models exist for the speakers of interest included
in the data. The data can then be scanned and processed
to determine the segments associated with each of these
speakers. Unsupervised means that prior speaker models
do not exist. The type of approach taken depends on the
type and amount of prior knowledge available for par-
ticular applications. There may be knowledge of the
identities of the participating speakers and there may
even be independent labeled speech data available for
constructing models for these speakers, such as in the
case of some broadcast news applications [36.6,49,50].
In this situation the task is supervised and the techniques
for speaker segmentation or indexing are basically the
same as used for speaker detection [36.9, 50, 51].

A more-challenging task is unsupervised segmenta-
tion. An example application is the segmentation of the
speakers in a two-person telephone conversation [36.4,9,
52,53]. The speaker identities may or may not be known
but independent labelled speech data for constructing
speaker models is generally not available. Following
is a possible approach to the unsupervised segmenta-
tion problem. The first task is to construct unlabeled
single-speaker models from the current data. An initial
segmentation of the data is carried out with an acoustic
change detector using a criterion such as the generalized
likelihood ratio (GLR) [36.4,5] or Bayesian information
criterion (BIC) [36.8,54,55]. The hypothesis underlying
this process is that each of the resulting segments will
be single-speaker segments. These segments are then
clustered using an agglomerative clustering algorithm
with a criterion for measuring the pairwise similarity
between segments [36.56–58]. Since in the cited appli-
cation the number of speakers is known to be two, the
clustering terminates when two clusters are obtained.
If the acoustic change criterion and the matching cri-
terion for the clustering perform well the two clusters
of segments will each contain segments mostly from

one speaker or the other. These segment clusters can
then be used to construct protospeaker models, typically
GMMs. Each of these models is then used to resegment
the data to provide an improved segmentation which, in
turn, will provide improved speaker models. The process
can be iterated until no further significant improvement
is obtained. It then remains to apply speaker labels
to the models and segmentations. Some independent
knowledge is required to accomplish this. As mentioned
earlier, the speakers in the telephone conversation may
be known, but some additional information is required
to assign labels to the correct models and segmentations.

36.6.2 Forensics

The perspective of being able to identify a person on the
basis of his or her voice has received significant interest
in the context of law enforcement. In many situations,
a voice recording is a key element, and sometimes the
only one available, for proceeding with an investigation,
identifying or clearing a suspect, and even supporting an
accusation or defense in a court of law.

The public perception is that voice identification is
a straightforward task, and that there exists a reliable
voiceprint in much the same way as there are finger-
prints or genetic (DNA) prints. This is not true in general
because the voice of an individual has a strong behav-
ioral component, and is only partly based on anatomical
properties. Moreover, the conditions under which the
test utterance is recorded are generally not known or
controlled. The test voice sample might be from an
anonymous call, wiretapping, etc. For these reasons,
the use of voice recognition in the context of forensic
applications must be approached with caution [36.59].

The four procedures that are generally followed in
the forensic context are described below.

Nonexpert Speaker Recognition
by Lay Listener(s)

This procedure is used in the context of a voice lineup
when a victim or a witness has had the opportunity of
hearing a voice sample and is asked to say whether
he or she recognizes this voice, or to determine if
this voice sample matches one of a set of utterances.
Since it is difficult to set up such a test in a con-
trolled way and calibrate to the matching criteria an
individual subject may use, such procedures can be used
only to suggest a possible course of action during an
investigation.
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Expert Speaker Recognition
Expert study of a voice sample might include one or
more of aural–perceptual approaches, linguistic analy-
sis, and spectrogram examination. In this context, the
expert takes into account several levels of speaker char-
acterization such as pitch, timbre, diction, style, idiolect,
and other idiosyncracies, as well as a number of physi-
cal measurements including fundamental frequencies,
segment durations, formants, and jitter. Experts pro-
vide a decision on a seven-level scale specified by the
International Association for Identification (IAI) stan-
dard [36.60] on whether two voice samples (the disputed
recording and a voice sample of the suspect) are more or
less likely to have been produced by a the same person.
Subjective heterogeneous approaches coexist between
forensic practitioners and, although the technical inva-
lidity of some methods has been clearly established,
they are still used by some. The expert-based approach
is therefore generally used with extreme caution.

Semiautomatic Methods
This category refers to systems for which a super-
vised selection of speech segments is conducted prior
to a computer-based analysis of the selected material.
Whereas a calibrated metric can be used to evaluate the
similarity of specific types of segments such as words
or phrases, these systems tend to suffer from a lack of
standardization.

Automatic Methods
Fully automated methods using state-of-the-art tech-
niques offer an attractive paradigm for forensic speaker
verification. In particular, these automatic approaches
can be run without any (subjective) human interven-
tion, they offer a reproducible procedure, and they lend
themselves to large-scale evaluation. Technological im-
provements over the years, as well as progress in the
presentation, reporting, and interpretation of the results,
have made such methods attractive. However, levels of
performance remain highly sensitive to a number of ex-
ternal factors ranging from the quality and similarity of
recording conditions, the cooperativeness of speakers,
and the potential use of technologies to fake or disguise
a voice.

Thanks to a number of initiatives and workshops (in
particular the series of ISCA and IEEE Odyssey work-
shops), the past decade has seen some convergence in
terms of formalism, interpretation, and methodology be-
tween forensic science and engineering communities. In
particular, the interpretation of voice forensic evidence
in terms of Bayesian decision theory and the growing

awareness of the need for systematic evaluation have
constituted significant contributions to these exchanges.

36.6.3 Customization: SCANmail

Customization of services and applications to the user is
another class of applications of speaker recognition tech-
nology. An example of a customized messaging system
is one where members of a family share a voice mail-
box. Once the family members are enrolled in a speaker
recognition system, there is no need for them to identify
themselves when accessing their voice mail. A com-
mand such as Get my messages spoken by a user can
be used to identify and authenticate the user, and pro-
vide only those messages left for that user. There are
many such applications of speaker recognition technol-
ogy. An interesting and successful application of caller
identification to a voicemail browser is described in this
section.

SCANMail is a system developed for the purpose
of providing useful tools for managing and searching
through voicemail messages [36.61]. It employs ASR
to provide text transcriptions, information retrieval on
the transcriptions to provide a weighted set of search
terms, information extraction to obtain key informa-
tion such as telephone numbers from transcription, as
well as automatic speaker recognition to carry out caller
identification by processing the incoming messages.
A graphical user interface enables the user to exercise the
features of the system. The caller identification function
is described in more detail below.

Two types of processing requests are handled by the
caller identification system (CIS). The first type of re-
quest is to assign a speaker label to an incoming message.
When a new message arrives, ASR is used to produce
a transcription. The transcription as well as the speech
signal is transmitted to the CIS for caller identification.
The CIS compares the processed speech signal with the
model of each caller in the recipient’s address book.
The recipient’s address book is populated with speaker
models when the user adds a caller to the address book
by providing a label to a received message. A matching
score is obtained for each of the caller models and com-
pared to a caller-dependent rejection threshold. If the
matching score exceeds the threshold, the received mes-
sage is assigned a speaker label. Otherwise, CIS assigns
an unknown label to the message.

The second type of request originates with the user
action of adding a caller to an address book as mentioned
earlier. In the course of reviewing a received message,
the user has the capability to supply a caller label to the
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message. The enrollment module in the CIS attempts
to construct a speaker model for a new user using that
message. The acoustic models are trained using text-
independent speaker modeling. Acoustic models can

be augmented with models based on meta-information,
which may include personal information such as the
caller’s name or contact information left in the message,
or the calling history.

36.7 Summary

Identifying speakers by voice was originally inves-
tigated for applications in speaker authentication.
Over the last decade, the field of speaker recogni-
tion has become much more diverse and has found
numerous applications. An overview of the technol-
ogy and sample applications were presented in this
chapter.

The modeling techniques that are applicable, and
the nature of the problems, vary depending on the ap-
plication scenario. An important dichotomy is based on
whether the content (text) of the speech during training
and testing overlaps significantly and is known to the
system. These two important cases are the subject of the
next two chapters.
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Text-Depend37. Text-Dependent Speaker Recognition

M. Hébert

Text-dependent speaker recognition characterizes
a speaker recognition task, such as verification
or identification, in which the set of words (or
lexicon) used during the testing phase is a sub-
set of the ones present during the enrollment
phase. The restricted lexicon enables very short
enrollment (or registration) and testing sessions to
deliver an accurate solution but, at the same time,
represents scientific and technical challenges. Be-
cause of the short enrollment and testing sessions,
text-dependent speaker recognition technol-
ogy is particularly well suited for deployment in
large-scale commercial applications. These are
the bases for presenting an overview of the state
of the art in text-dependent speaker recogni-
tion as well as emerging research avenues. In this
chapter, we will demonstrate the intrinsic depen-
dence that the lexical content of the password
phrase has on the accuracy. Several research re-
sults will be presented and analyzed to show key
techniques used in text-dependent speaker recog-
nition systems from different sites. Among these,
we mention multichannel speaker model synthe-
sis and continuous adaptation of speaker models
with threshold tracking. Since text-dependent
speaker recognition is the most widely used voice
biometric in commercial deployments, several
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results drawn from realistic deployment scenarios
are also included.

37.1 Brief Overview

There exists significant overlap and fundamental dif-
ferences between text-dependent and text-independent
speaker recognition. The underlying technology and
algorithms are very often similar. Advances in one
field, frequently text-independent speaker recognition
because of the NIST evaluations [37.1], can be applied
with success in the other field with only minor mod-
ifications. The main difference, as pointed out by the
nomenclature, is the lexicon allowed by each. Although
not restricted to a specific lexicon for enrollment, text-
dependent speaker recognition assumes that the lexicon
active during the testing is a subset of the enrollment lex-

icon. This limitation does not exist for text-independent
speaker recognition where any word can be uttered dur-
ing enrollment and testing. The known overlap between
the enrollment and testing phase results in very good
accuracy with a limited amount of enrollment mater-
ial (typically less than 8 s of speech). In the case of
unknown-text speaker recognition, much more enroll-
ment material is required (typically more than 30 s)
to achieve similar accuracy. The theme of lexical con-
tent of the enrollment and testing sessions is central to
text-dependent speaker recognition and will be recurrent
during this chapter.
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Traditionally, text-independent speaker recognition
was associated with speaker recognition on entire con-
versations. Lately, work from Sturim et al. [37.2] and
others [37.3] has helped bridge the gap between text-
dependent and text-independent speaker recognition by
using the most frequent words in conversational speech
and applying text-dependent speaker recognition tech-
niques to these. They have shown the benefits of using
text-dependent speaker recognition techniques on a text-
independent speaker recognition task.

Table 37.1 illustrates the challenges encoun-
tered in text-dependent speaker recognition (adapted
from [37.4]). It can be seen that the two main sources
of degradation in the accuracy are channel and lexical
mismatch. Channel mismatch is present in both text-
dependent and text-independent speaker recognition,
but mismatch in the lexical content of the enrollment
and testing sessions is central to text-dependent speaker
recognition.

Throughout this chapter, we will try to quantify
accuracy based on application data (from trial data col-
lections, comparative studies or live data). We will favor
live data because of its richness and relevance. Spe-
cial care will be taken to reference accuracy on publicly
available data sources (some may be available for a fee),
but in some other cases an explicit reference is im-
possible to preserve contractual agreements. Note that
a comparative study of off-the-shelf commercial text-
dependent speaker verification systems was presented at
Odyssey 2006 [37.5].

This chapter is organized as follows. The rest of
this section explains at a high-level the main compo-
nents of a speaker recognition system with an emphasis
on particularities of text-dependent speaker recogni-
tion. The reader is strongly encouraged, for the sake of
completeness, to refer to the other chapters on speaker
recognition. Section 37.2 presents the main technical
and commercial deployment challenges. Section 37.3 is
formed by a collection of selected results to illustrate the
challenges of Sect. 37.2. Concluding remarks are found
in Sect. 37.4.

37.1.1 Features

The first text-dependent speaker recognition system de-
scriptions that incorporate the main features of the
current state of the art date back to the early 1990s.
In [37.6] and [37.7], systems have feature extraction,
speaker models and score normalization using a like-
lihood ratio scheme. Since then, several groups have
explored different avenues. The work cited below is

Table 37.1 Effect of different mismatch types on the EER
for a text-dependent speaker verification task (after [37.4]).
The corpus is from a pilot with 120 participants (gender
balanced) using a variety of handsets. Signal-to-noise ratio
(SNR) mismatch is calculated using the difference between
the SNR during enrollment and testing (verification). For
the purposes of this table, an absolute value of this dif-
ference of more than 10 db was considered mismatched.
Channel mismatch is encountered when the enrollment
and testing sessions are not on the same channel. Fi-
nally, lexical mismatch is introduced when the lexicon
used during the testing session is different from the en-
rollment lexicon. In this case, the password phrase was
always a three-digit string. LD0 stands for a lexical match
such that the enrolment and testing were performed on the
same digit string. In LD2, only two digits are common
between the enrollment and testing; in LD4 there is only
one common digit. For LD6 (complete lexical mismatch),
the enrollment lexicon is disjoint from the testing lexicon.
Note that, when considering a given type of mismatch,
the conditions are matched for the other types. At EERs
around 8%, the 90% confidence interval on the measures
is 0.8%

Type of mismatch Accuracy (EER) (%)

No mismatch 7.02

SNR mismatch 7.47

Channel mismatch 9.76

Lexical mismatch (LD2) 8.23

Lexical mismatch (LD4) 13.4

Complete lexical mismatch (LD6) 36.3

not restricted to the text-dependent speaker recognition
field, nor is it intended as an exhaustive list. Feature sets
usually come in two flavors: MEL [37.8] or LPC (lin-
ear predictive coding) [37.6, 9] cepstra. Cepstral mean
subtraction and feature warping have proved effective
on cellular data [37.10] and are generally accepted
as an effective noise robustness technique. The posi-
tive role of dynamic features in text-dependent speaker
recognition has recently been reported in [37.11]. Fi-
nally, a feature mapping approach [37.12] has been
proposed as an equivalent to speaker model synthe-
sis [37.13]; this is an effective channel robustness
technique.

37.1.2 Acoustic Modeling

Several modeling techniques and their associated scor-
ing schemes have been investigated over the years.
By far the most common modeling scheme across
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speaker recognition systems is the hidden Markov model
(HMM) [37.14]. The unit modeled by the HMM depends
heavily on the type of application (Fig. 37.1). In an ap-
plication where the enrollment and testing lexicon are
identical and in the same order (My voice is my pass-
word as an example), a sentence-level HMM can be
used. When the order in which the lexicon appears in
the testing phase is not the same as the enrollment or-
der, a word-level unit is used [37.9, 15]. The canonical
application of word-level HMMs is present in digit-
based speaker recognition dialogs. In these, all digits
are collected during the enrollment phase and a random
digit sequence is requested during the testing phase.
Finally, phone-level HMMs have been proposed to re-
fine the representation of the acoustic space [37.16–18].
The choice of HMMs in the context of text-dependent
speaker recognition is motivated by the inclusion of
inherent time constraints.

The topology of the HMM also depends on the
type of application. In the above, standard left-to-right
N-state HMM have been used. More recently, single-
state HMMs [also called Gaussian mixture models
(GMMs)] have been proposed to model phoneme-level
acoustics in the context of text-dependent speaker recog-
nition [37.19] and later applied to text-independent
speaker recognition [37.20]. In this case, the temporal
information represented by the sequence of phonemes
is dictated by an external source (a speech recognition
system) and not inscribed in the model’s topology. Note
that GMMs have been extensively studied, and proved
very effective, in the context of text-independent speaker
recognition.

In addition to the mainstream HMMs and GMMs,
there exists several other modeling methods. Support
vector machine (SVM) classifiers have been suggested
for speaker recognition by Schmidt and Gish [37.21] and
have become increasingly used in the text-independent
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Fig. 37.1 Hidden Markov model (HMM) topologies

speaker recognition field [37.22,23]. To our knowledge,
apart from [37.24,25], there has been no thorough study
of an SVM-based system on a text-dependent speaker
recognition task. In this context, the key question is
to assess the robustness of an SVM-based system to
a restricted lexicon. Dynamic time warping (DTW) al-
gorithms have also been investigated as the basis for
text-dependent speaker recognition [37.26, 27]. Finally,
neural networks (NNs) modeling methods also form
the basis for text-dependent speaker recognition algo-
rithms [37.28, 29]. Since the bulk of the literature and
advances on speaker recognition are based on algorithms
that are built on top of HMM or GMM, we will fo-
cus for the rest of this chapter on those. We believe,
however, that the main conclusions and results herein
apply largely to the entire field of text-dependent speaker
recognition.

37.1.3 Likelihood Ratio Score

As mentioned in a previous section, speaker recognition
can be split into speaker identification and verification.
In the case of speaker identification, the score is simply
the likelihood, template score (in the case of DTW), or
posterior probability in the case of an NN. For speaker
verification, the standard scoring scheme is based on the
competition between two hypothesis [37.30].

• H0: the test utterance is from the claimed speaker C,
modeled by λ;• H1: the test utterance is from a speaker other than
the claimed speaker C, modeled by λ.

Mathematically, the likelihood ratio [L(X|λ)] detector
score is expressed as

L(X|λ)= log p(X|λ)− log p(X|λ̄) , (37.1)

where X = {x1, x1, . . . , xT} is the set of feature vec-
tors extracted from the utterance and p(X|λ) is the
likelihood of observing X given model λ. H0 is rep-
resented by a model λ of the claimed speaker C. As
mentioned above, λ can be an HMM or a GMM that has
been trained using features extracted from the utterances
from the claimed speaker C during the enrollment phase.
The representation of H1 is much more subtle because
it should, according to the above, model all potential
speakers other than C. This is not tractable in a real sys-
tem. Two main approaches have been studied to model
λ. The first consists of selecting N background or cohort
speakers, to model individually (λ0, λ1, . . . , λN−1) and
to combine their likelihood score on the test utterance.
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The other approach uses speech from a pool of speak-
ers to train a single model, called a general, background
or universal background model (UBM). A variant of
the UBM, widely used for its channel robustness, is to
train a set of models by selecting utterances based on
some criteria such as gender, channel type, or micro-
phone type [37.8]. This technique is similar in spirit to
the one presented in [37.12]. Note that for the case of
text-dependent speaker recognition, it is beneficial to
train a UBM with data that lexically match the target
application [37.19].

37.1.4 Speaker Model Training

In order to present a conceptual understanding of the
text-dependent speaker recognition field, unless other-
wise stated, we will assume only two types of underlying
modeling: a single GMM for all acoustic events, which
is similar to the standard modeling found in text-
independent tasks. We will call this the single-GMM
approach. The other modeling considered is represented
as phoneme-level GMM on Fig. 37.1. This approach
will be called phonetic-class-based verification (PCBV
as per [37.19]). This choice is motivated by simplic-
ity, availability of published results, as well as current
trends to merge known and text-independent speaker
recognition (Sect. 37.1).

For these types of modeling, training of the speaker
model is performed using a form of Bayesian adapta-
tion [37.30, 31], which alters the parameters of λ using
the features extracted from the speech collected during
the enrollment phase. As will be shown later, this form
of training for the speaker models is well suited to allow
adaptation coefficients that are different for means, vari-
ances, and mixture weights. This, in turn has an impact
on the accuracy in the context of text-dependent speaker
recognition.

37.1.5 Score Normalization and Fusion

Although the score coming from the likelihood ratio
detector (37.1) discriminates genuine speakers from
imposters well, it remains fragile. Several score nor-
malization techniques have been proposed to improve
robustness. We will discuss a few of those.

The first approach is called the H-norm, which stands
for handset normalization, and is aimed at normaliz-
ing handset variability [37.32], especially cross-channel
variability. A similar technique called the Z-norm has
also been investigated in the context of text-dependent
speaker recognition with adaptation [37.33]. Using a set

(/ 200) of impostor test utterances with known hand-
set and/or gender labels, a newly trained speaker model
is challenged. The scores calculated using (37.1) are fit-
ted using a Gaussian distribution to estimate their mean
[μH(λ)] and standard deviations [σH(λ)] for each label
H. At test time, a handset and/or gender labeler [37.8,32]
is used to identify the label H of the testing utterance.
The normalized score is then

LH-norm(X|λ, H)= L(X|λ)−μH(λ)

σH(λ)
. (37.2)

This technique is computationally very efficient be-
cause μH(λ) and σH(λ) are calculated once after the
enrollment. It can, however, become inefficient when
adaptation of the speaker model (Sect. 37.1.6) occurs
because μH(λ) and σH(λ) need to be recalculated.

Another score normalization technique widely used
is called test normalization or T-norm [37.34]. This ap-
proach is applied to text-dependent speaker recognition
in [37.35]. It can be viewed as the dual to H-norm in
that, instead of challenging the target speaker model with
a set imposter test utterances, a set of imposter speaker
models (T) are challenged with the target test utterance.
Assuming a Gaussian distribution of those scores,μT(X)
and σT(X) are calculated and applied using

LT-Norm(X|λ, T )= L(X|λ)−μT(X)

σT(X)
. (37.3)

By construction, this technique is computationally very
expensive because the target test utterance has to be
applied to the entire set of imposter speaker models.

Notwithstanding the computational cost, the H-norm
and T-norm developed in the context of text-independent
speaker recognition need to be adapted for the text-
dependent speaker recognition. These techniques have
been shown to be heavily dependent on the lexicon
of the set of imposter utterances (H-norm [37.36])
and on the lexicon of the utterances used to train the
imposter speaker models (T-norm [37.35]). The issue
of lexical dependency or mismatch is not present in
a text-independent speaker recognition task, but heavily
influences text-dependent speaker recognition system
designs [37.4]. We will come back to this question later
(Sect. 37.3.2 and Sect. 37.3.4).

Finally, as in the text-independent speaker recogni-
tion systems, score fusion is present in text-dependent
systems and related literature [37.29]. The goal of fu-
sion is to combine classifiers that are assumed to make
uncorrelated errors in order to build a better performing
overall system.
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37.1.6 Speaker Model Adaptation

Adaptation is the process of extending the enrollment
session to the testing sessions. Common wisdom tells us
that the more speech you train with, the better the accu-
racy will be. This has to be balanced with requirements
from commercial deployments where a very long enroll-
ment sessions is negatively received by end customers.
A way to circumvent this is to fold back into the enroll-
ment material any testing utterance that the system has
a good confidence of having been spoken by the same
person as the original speaker model. Several studies
on unknown [37.37, 38] and text-dependent [37.39, 40]
speaker recognition tasks have demonstrated the effec-
tiveness of this technique. Speaker model adaptation
comes in two flavors. Supervised adaptation, also known
as retraining or manual adaptation, implies an external
verification method to assess that the current speaker
is genuine. That can be achieved using a secret piece

of information or another biometric method. The sec-
ond method is called unsupervised adaptation. In this
case, the decision taken by the speaker recognition sys-
tem (a verification system in this case) is used to decide
on the application of adaptation of the speaker model
with the current test utterance. Supervised adaptation
outperforms its unsupervised counterpart in all studies.
A way to understand this fact is to consider that un-
supervised adaptation requires a good match between
the target speaker model and the testing utterance to
adapt the speaker model; hence this new utterances does
not bring new variability representing the speaker, the
transmission channel, the noise environment, etc. The
supervised adaptation scheme, since it is not based on
the current utterance, will bring these variabilities to the
speaker model in a natural way. Under typical condi-
tions, supervised adaptation can cut, on text-dependent
speaker verification tasks, the error rates by a factor of
five after 10–20 adaptation iterations.

37.2 Text-Dependent Challenges

The text-dependent speaker recognition field faces sev-
eral challenges as it strives to become a mainstream
biometric technique. We will segregate those into two
categories: technological and deployment. The tech-
nology challenges are related to the core algorithms.
Deployment challenges are faced when bringing the
technology into an actual application, accepting live
traffic. Several of these challenges will be touched
on in subsequent sections where we discuss the cur-
rent research landscape and a set of selected results
(Sect. 37.3). This section is a superset of challenges
found in a presentation by Heck at the Odyssey 2004
workshop [37.41]. Note that the points raised here can
all give rise to new research avenues; some will in fact
be discussed in following sections.

37.2.1 Technological Challenges

Limited Data and Constrained Lexicon
As mentioned in Sect. 37.1, text-dependent speaker
recognition is characterized by short enrollment and
testing session. Current commercial applications use
enrollment sessions that typically consist of multiple
repetitions (two or three) of the enrollment lexicon. The
total speech collected is usually 4–8 s (utterances are
longer than that, but silence is usually not taken into
account). The testing session consists of a single (or

sometimes two) repetitions of a subset of the enroll-
ment lexicon, for a total speech input of 2–3 s. These
requirements are driven by usability studies which show
that shorter enrollment and testing sessions are best
perceived by end customers.

The restricted nature of the lexicon (hence text-
dependent speaker recognition), is a byproduct of the
short enrollment sessions. To achieve deployable accu-
racies under the short enrollment and testing constraints,
the lexicon has to be restricted tremendously. Table 37.2
lists several examples of enrollment lexicon present is
deployed applications. Table 37.3 describes typical test-
ing strategies given the enrollment lexicon. In most
cases, the testing lexicon is chosen to match the en-
rollment lexicon exactly. Note that, for random (and
pseudo random) testing schemes, a 2-by-4 approach
is sometimes used: in order to reduce the cognitive
load, a four-digit string repeated twice is requested from

Table 37.2 Examples of enrolment lexicon

Abreviation Description

E Counting from 1 to 9: one two three . . .

T 10-digit telephone number

S 9-digit account number

N First and last names

MVIMP My voice is my password
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Table 37.3 Examples of testing lexicon. Note that the ab-
breviations refer to Table 37.2 and each line gives depicts
a potential testing lexicon given the enrolment lexicon

Abreviation Description

E Counting from 1 to 9: one two three . . .

R Random digit sequence
2 6 8 5 2 6 8 5

pR Pseudorandom digit sequence from E
2 3 6 7 2 3 6 7

T Same 10-digit telephone number
as enrolment

Random digit sequence selected
from enrolment lexicon

Pseudorandom digit sequence selected
from enrolment lexicon

S Similar to T but for a nine-digit account num-
ber

N First and last names

MVIMP My voice is my password

the user. This makes for a longer verification utterance
without increasing the cognitive load: a totally random
eight-digit string could hardly be remembered by a user.
Table 37.4 shows a summary of the accuracy in differ-
ent scenarios. We reserve discussion of these results for
Sect. 37.3.2.

Channel Usage
It is not rare to see end customers in live deployments
using a variety of handset types: landline phones, pay
phones, cordless phones, cell phones, etc. This raises
the issue of their impact on accuracy of channel us-
age. A cross-channel attempt is defined as a testing
session originating from a different channel than the
one used during the enrollment session. It is not rare to
see the proportion of cross-channel calls reach 25–50%
of all genuine calls in certain applications. The effect on
the accuracy is very important ranging from doubling
the EER [37.4, 42] to quadrupling [37.42] the EER on
some commercial deployments. This is a significant area
where algorithms must be improved. We will come back
to this later.

Aging of Speaker Models
It has been measured in some commercial trials [37.42]
and in data collections [37.15] that the accuracy of a text-
dependent speaker recognition system degrades slowly
over time. In the case of [37.15], the error rate increased
by 50% over a period two months. There exists several
sources of speaker model aging, the main ones being

Table 37.4 Speaker verification results (EERs) for differ-
ent lexicon. Refer to Tables 37.2 and 37.3 for explanations
of the acronyms. Empty cells represent the fact that
pseudorandom strings (pR) do not apply to S since the
pseudorandom string is extracted from an E utterance.
Italicized results depict conditions that are not strictly text-
dependent speaker verification experiments. At EERs of
5–10%, the 90% confidence interval on the measures is
0.3–0.4%

Verify E S R pR N

Enroll

E 6.16% 10.2% 13.2% 10.4% 36.2 %

S 11.6% 5.05% 14.2% 39.3 %

R 10.7% 9.43% 11.5% 10.0% 36.4 %

pR 10.0% 11.3% 8.05% 35.6 %

N 38.9 % 39.7 % 39.3 % 39.1 % 10.6%

natural aging, channel usage, and behavioral changes.
Natural aging is related to the physiological changes
that occur to the phonatory apparatus over long periods
of time. Channel usage changes over time can cause the
speaker model to become outdated with respect to the
current channel usage. Finally, behavioral changes occur
when users get more exposure to the voice interface
and thus alter the way in which they interact with it.
As an example, first-time users of a speech application
(usually the enrollment session) tend to cooperate with
the system by speaking slowly under friendly conditions.
As these users get more exposure to the application, they
will alter the way that they interact with it and use it in
adverse conditions (different channels, for example). All
of these factors affect the speaker models and scoring,
and thus are reflected in the accuracy. The common way
to mitigate this effect is to use speaker model adaptation
(Sect. 37.1.6 and Sect. 37.3.5).

37.2.2 Commercial Deployment Challenges

Dialog Design
One of the main pitfalls in deploying a speech-based
security layer using text-dependent speaker recognition
is poor dialog design choices. Unfortunately, these de-
cisions are made very early in the life cycle of an
application and have a great impact on the entire life
of the application. Examples [37.41] are

1. small amount of speech collected during enrollment
and/or verification

2. speech recognition difficulty of the claim of identity
(such as a first and last names in a long list)
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3. poor prompting and error recovery
4. lexicon mismatch between enrollment and verifica-

tion

One of the challenges in deploying a system is cer-
tainly protection against recordings since the lexicon is
very restricted. As an example, in the case where the
enrollment and verification lexicon is My voice is my
password or a telephone number, once a fraudster has
gained access to a recording from the genuine speaker,
the probability that they can gain access has greatly in-
creased. This can be addressed by several techniques
(one can also think about combining them). The first
technique consists of explicitly asking for a random-
ized subset of the lexicon. This does not lengthen the
enrollment session and is best carried out if the enroll-
ment lexicon consists of digits. The second is to perform
the verification process across the entire dialog even
if the lexical mismatch will be high (Sect. 37.3.2 and
Sect. 37.3.6), while maintaining a short enrollment ses-
sion. A third technique is to keep a database of trusted
telephone numbers for each user (home, mobile, and
work) and to use this external source of knowledge to
improve security and ease of use [37.43]. Finally, a chal-
lenge by a secret knowledge question drawn from a set of
questions can also be considered. These usually require
extra steps during the enrollment session. It is illusory to
think that a perfect system (no errors) can be designed,
the goal is simply to raise the bar of

1. the amount of information needed and
2. the sophistication required by a fraudster to gain

access.

There are two other considerations that come into
play in the design of an application. The first is re-
lated to the choice of the token for the identity claim
in the case of speaker verification. The identity claim
can be combined with the verification processing in sys-
tems that have both speaker and speech recognition. In
this case, an account number or a name can be used.
As can be seen from Table 37.4, verification using text
(first and last names) is challenging, mainly due to the
short length of speech. For a very large-scale deploy-
ment, recognition can also be very challenging. Heck
and Genoud have suggested combining verification and
recognition scores to re-sort the N-best list output from
the recognizer and achieve significant recognition accu-
racy gains [37.44]. Other means of claiming an identity
over the telephone include caller identification (ID) and
keypad input. In these cases, the verification utterance
can be anything, including a lexicon common to all users.

The second consideration is the flexibility that the en-
rollment lexicon provides to dynamically select a subset
of the lexicon with which to challenge the user in or-
der to protect against recordings (see above). This is
the main reason why digit strings (telephone and ac-
count number, for example) are appealing for a relatively
short enrollment session. A good speaker model can
be built to deliver good accuracy even with a random
subset of the enrollment lexicon as the testing lexicon
(Sect. 37.3.2).

Cost of Deployment
The cost of deploying a speaker recognition system into
production is also a challenge. Aside from dialog de-
sign and providing the system with a central processing
unit (CPU), storage, and bandwidth, setting the operat-
ing point (the security level or the target false-acceptance
rate) has a major impact on cost. As can be seen from
the discussion above, there are a wide variety of dialogs
that can be implemented, and all of these require their
own set of thresholds depending on the level of secu-
rity required. This is a very complex task that is usually
solved by collecting a large number of utterances and hir-
ing professional services from the vendor to recommend
those thresholds. This can be very costly for the applica-
tion developer. Recently, there has been an effort to build
off-the-shelf security settings into products [37.36]. This
technique does not require any data and is accurate
enough for small- to medium-scale systems or initial
security settings for a trial. Most application develop-
ers, however, want to have a more-accurate picture of
the accuracy of their security layer and want a measure-
ment on actual data of the standard false accept (FA),
false reject (FR), and reprompt rates (RR, the proportion
of genuine speakers that are reprompted after the first
utterance). To this end a data collection is set up. The
most expensive portion of data collection is to gather
enough impostor attempts to set the decision threshold
to achieve the desired FA rate with a high level of con-
fidence. Collecting genuine speaker attempts is fairly
inexpensive by comparison. An algorithm aimed at set-
ting the FA rate without specifically collecting impostor
attempts has been presented [37.45]. See Sect. 37.3.7 for
more details.

Forward Compatibility
Another challenge from a deployment perspective, but
that has ramifications into the technology side, is forward
compatibility. The main point here is that the database
of enrollee (those that have an existing speaker model)
should be forward compatible to revision of: (a) the
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application, and (b) the software and its underlying al-
gorithms. Indeed, an application that has been released
using a security layer based on a first name and last name
lexicon is confined to using this lexicon. This is very re-
strictive. Also, in commercial systems, the enrollment
utterances are not typically saved: the speaker model is
the unit saved. This speaker model is a parameterized

version of the enrollment utterances. The first step that
goes into this parameterization is the execution of the
front-end feature extractor (Sect. 37.1.1). The definition
of these features is an integral part of the speaker model
and any change to this will have a negative impact on ac-
curacy. This also restricts what research can contribute
to an existing application.

37.3 Selected Results

In this section, we will present several results that either
support claims and assertions made earlier or illustrate
current challenges in text-dependent speaker recogni-
tion. It is our belief that most if not all of these represent
potential areas for future advances.

37.3.1 Feature Extraction

Some of the results presented below are extracted
from studies done on text-independent speaker recog-
nition tasks. We believe that the algorithms presented
should also be beneficial to text-dependent tasks,
and thus could constitute the basis for future
work.
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Fig. 37.2 Signal-to-noise ratio distribution from cellular waveforms
for three different periods. The data are from a mix of in-service
data, pilot data, and data collection

Impact of Codecs on Accuracy
The increasing penetration of cellular phones in soci-
ety has motivated researchers to investigate the impact
of different codecs on speaker recognition accuracy. In
1999, a study of the impact of different codecs was
presented [37.46]. Speech from an established corpora
was passed through different codecs (GSM, G.729 and
G723.1), and resynthesized. The main conclusion of this
exercise was that the accuracy drops as the bit rate is re-
duced. In that study, speaker recognition from the codec
parameters themselves was also presented.

Figure 37.2 presents the distribution of the signal-to-
noise ratio (SNR) from different internal corpora (trials
and data collections) for cellular data only. We have or-
ganized them by time periods. A complete specification
of those corpora is not available (codecs used, environ-
mental noise conditions, analog versus digital usage,
etc.). Nevertheless, it is obvious that speech from cel-
lular phones is cleaner in the 2003 corpora than ever
before. This is likely due to more-sophisticated codecs
and better digital coverage. It would be interesting to
see the effect on speaker recognition and channel iden-
tification of recent codecs like CDMA (code division
multiple access) in a study similar to [37.46]. This is
particularly important for commercial deployments of
(text-dependent) speaker recognition, which are faced
with the most up-to-date wireless technologies.

Feature Mapping
Feature mapping was introduced by Reynolds [37.12]
to improve channel robustness on a text-independent
speaker recognition task. Figure 37.3a describes the of-
fline training procedure for the background models. The
root GMM is usually trained on a collection of utterances
from several speakers and channels using k-means and
EM (expectation maximization) algorithms. MAP (max-
imum a posteriori) adaptation [37.31] is used to adapt
the root GMM with utterances coming from single chan-
nels to produce GMMs for each channel. Because of
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Text-Dependent Speaker Recognition 37.3 Selected Results 751

the MAP adaptation structure, there exists a one-to-one
correspondence between the Gaussians from the root
and channel GMMs, and transforms between Gaussians
of these GMMs can be calculated [37.12]. The trans-
forms from the channel GMMs Gaussians to the root
GMM Gaussians can be used to map features from the
those channels onto the root GMM. The online pro-
cedure is represented on Fig. 37.3b. For an incoming
utterance, the channel is first selected by picking the
most likely over the entire utterance based on log p(X|λ)
from (37.1). The features are then mapped from the
identified channel onto the root GMM. At this point,
during training of the speaker model, mapped features
are used to adapt the root GMM. Conversely, during
testing, the mapped features are used to score the root
and speaker model GMMs to perform likelihood-ratio
scoring (Sect. 37.1.3).

Feature mapping has proved its effectiveness for
channel robustness (see [37.12] for more details).
It is of interest for text-dependent speaker recogni-
tion because it is intimately related to speaker model
synthesis (SMS) [37.13], which has demonstrated its
effectiveness for such tasks [37.40]. To our knowl-
edge, feature mapping has never been implemented
and tested on a text-dependent speaker recognition
task.

Speaker and Speech Recognition Front Ends
The most common feature extraction algorithms for
speech recognition are mel-filter cepstral coefficients
(MFCCs) and linear predictive cepstral coefficients
(LPCCs). These algorithms have been developed with
the objective of classifying phonemes or words (lexicon)
in a speaker-independent fashion. The most common
feature extraction algorithms for speaker recognition
are, surprisingly, MFCC or LPCC. This is surprising
because of the fact that speaker recognition objective is
the classification of speakers, with no particular empha-
sis on lexical content. A likely, but still to be proven,
explanation for this apparent dichotomy is that MFCC
and LPCC are very effective at representing a speech
signal in general. We believe that other approaches are
worth investigating.

Several studies have tried to change the speaker
recognition paradigm for feature extraction (see [37.47,
48], to name a few). In [37.47], a neural net with five
layers is discriminatively trained to maximize speaker
discrimination. Then the last two layers are discarded
and the resulting final layer constitutes the feature ex-
tractor. Authors report a 28% relative improvement over
MFCCs in a text-independent speaker recognition task.
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Fig. 37.3a–d Feature mapping and speaker model synthesis (SMS).
GMMs with oblique lines were constructed using synthesized data

Although developed with channel robustness in mind,
we believe that this technique holds a lot of potential.
In [37.48], wavelet packet transforms are used to analyze
the speech time series instead of the standard Fourier
analysis. Authors report a 15–27% error rate reduction
on an text-independent speaker recognition task. De-
spite the improvements reported, these algorithms have
not reached mainstream adoption to replace MFCCs or
LPCCs.

37.3.2 Accuracy Dependence on Lexicon

As mentioned in the Chap. 36, the theme of the lexical
content of the password phrase is central in text-
dependent speaker recognition. A study by Kato and
Shimizu [37.15] has demonstrated the importance of pre-
serving the sequence of digits to improve accuracy. The
authors report a relative improvement of more than 50%
when the digit sequence in the testing phase preserves
the order found during enrollment.

Table 37.4 presents a similar trend as well as addi-
tional conditions. The data for these experiments was
collected in September of 2003 from 142 unique speak-
ers (70 males and 72 females). Each caller was requested
to complete at least four calls from a variety of hand-
sets (landline, mobile, etc.) in realistic noise conditions.
In each call, participants were requested to read a sheet

Part
F

3
7
.3



752 Part F Speaker Recognition

with three repetitions of the phrases E, S, R, pR, and
N (refer to Tables 37.2 and 37.3 for explanations of the
acronyms). There were only eight unique S digit strings
in the database in order to use round-robin imposter at-
tempts, and a given speaker was assigned only one S
string. The interesting fact about this data set is that we
can perform controlled experiments: for every call, we
can substitute E for S and vice versa, or any other types
of utterances. This allows the experimental conditions
to preserve:

1. callers
2. calls (and thus noise and channel conditions) and

vary lexical content only

The experiments in Table 37.4 are for speaker
verification and the results presented are the equal
error rates (EERs). All results are on 20 k genuine
speakers attempts and 20 k imposter attempts. The en-
rollment session consists of three repetitions of the
enrollment token while the testing sessions has two
repetitions of the testing token. Let us define and
use the following notation to describe an experimen-
t’s lexical content for the enrollment and verification:
eXXX_vYY, which defines the enrollment as three
repetitions of X, and the testing attempts as two rep-
etitions of Y. For example, the EER for eEEE_vRR is
13.2%.

The main conclusion of Kato and Shimizu [37.15]
are echoed in Table 37.4: sequence-preserving digit
strings improves accuracy. Compare the EERs for
eEEE_vRR with eEEE_vpRpR. Also, eEEE_vEE,
eSSS_vSS, epRpRpR_vpRpR, and eNNN_vNN all per-
form better than eRRR_vRR. This illustrates the capture
by the speaker model of coarticulation: E and R utter-
ances have exactly the lexicon (1 to 9) but in a different
order. Note that the accuracy of the first and last
names is significantly worse than E or S on the diag-
onal of Table 37.4. This is due to the average length
of the password phrase: an E utterance has on aver-
age 3.97 s of speech while an N utterance has only
0.98. Finally, we have included cross-lexicon results,
which are more relevant to text-independent speaker
recognition (for example eEEE_vNN). This illustrates
the fact that, with very short enrollment and verifi-
cation sessions, lexically mismatched attempts impact
accuracy significantly. In [37.4], the effect of lexical
mismatch is compared with the effect of SNR mismatch
and channel mismatch. It is reported that a moder-

ate lexical mismatch can degrade the accuracy more
than SNR and is comparable to channel mismatch (Ta-
ble 37.1). Finally, Heck [37.41] noted that ‘advances
in robustness to linguistic mismatches will form a very
fruitful bridge between text-independent and dependent
tasks.’ We share this view and add that solving this
problem would open avenues to perform accurate and
non-intrusive protection against recordings by verifying
the identity of a caller across an entire call even with
a very short enrollment session. We will explore this
more in Sect. 37.3.6.

37.3.3 Background Model Design

The design of background models is crucial to the re-
sulting accuracy of a speaker recognition system. The
effect of the lexicon can also be seen in this context.
As an example, in a text-dependent speaker recognition
task based on My voice is my password (MVIMP) as the
password phrase, adapting a standard background model
with utterances of the exact target lexicon can have a sig-
nificant positive impact. Without going into the details of
the data set, the EER drops from 16.3% to 11.8% when
5 k utterance of MVIMP were used to adapted the back-
ground model. This is consistent with one of the results
from [37.19]. In [37.49], an algorithm for the selection
of background speakers for a target user is presented as
well as results on a text-dependent task. The algorithm is
based on similarity between two users’ enrollment ses-
sions. Lexical content was not the focus of that study,
but it would be interesting to see if the lexical content of
each enrollment sessions had an influence on the selec-
tion of competitive background speakers, i. e., whether
similar speakers have significant lexical overlap.

From the point of view of commercial deploy-
ments, the use of specialized background models
for each password phrase, or on a per-target user
basis, is unrealistic. New languages also require in-
vestments to develop language-specific background
models. The technique in [37.50] does not require
offline training of the background model. The enroll-
ment utterances are used to train the 25-state HMM
speaker model and a lower-complexity background
model. The reasoning behind this is that the reduced
complexity model will smear the speaker characteris-
tics that are captured by the higher-complexity model
(speaker model). Unfortunately, this technique has never
been compared to a state-of-the-art speaker recognition
system.
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37.3.4 T-Norm in the Context
of Text-Dependent Speaker
Recognition

As mentioned in Sect. 37.1.5, the T-norm is sensitive
to the lexicon of the utterances used to train the im-
poster speaker models composing the cohort [37.45]. In
that study, the data used is a different organization of
the data set described in Sect. 37.3.2 that allows a sep-
arate set of speakers to form the cohort needed by the
T-norm. The notation introduced in Sect. 37.3.2 can also
be adapted to describe the lexicon used for the cohort:
eXXX_vYY_cZZZ describes an experiment for which
the speaker models in the cohort are enrolled with three
repetitions of Z. The baseline system used for the experi-
ments in that study is described in Teunen et al. [37.13]. It
uses gender- and handset-dependent background models
with speaker model synthesis (SMS). The cohort speaker
models are also tagged with gender and handset; the co-
horts are constructed on a per-gender and per-handset
basis. During an experiment, the selection of the cohort
can be made after the enrollment session based on the de-
tected handset and gender from the enrollment session.
It can also be made at test time using the handset and
gender detected from the testing utterance. We denote
the set of cohorts selected at testing by Ct . In the results
below, we consider only the experiments eEEE_vEE or
eSSS_vSS with lexically rich (cSSS) or lexically poor
cohorts (cEEE). A note on lexically rich and poor is in
order: the richness comes from the variety of contexts
in which each digit is found. This lexical richness in the
cohort builds robustness with respect to the variety of
digits strings that can be encountered in testing.

Table 37.5 shows the accuracy using test-time co-
hort selection Ct in a speaker verification experiment.
It is interesting to note that the use of a lexically
poor cohort (cEEE) in the context of an eSSS_vSS ex-
periment significantly degrades accuracy. In all other
cases in Table 37.5, the T-norm improves the accuracy.
A smoothing scheme was introduced to increase ro-
bustness to the lexical poorness of the cEEE cohort.
It is suggested that this smoothing scheme increases
the robustness to lexical mismatch for the T-norm. The
smoothing scheme is based on the structure of (37.1),
which can be rewritten in a form similar to (37.3) using
μ(X)= log p(X|λ) andσ(X)= 1. The smoothing is then
an interpolation of the normalizing statistics between
standard T-norm [μT(X) and σT(X)] and background
model normalization [log p(X|λ) and 1]. Figure 37.4
shows DET (detecttion error trade-off) curves for the
eSSS_vSS experiment with different cohorts. It is shown

Table 37.5 The FR rates at FA= 1% for various configu-
rations [37.35]. Based on the lower number of trials (the
impostor in our case), the 90% confidence interval on the
measures is 0.6%. ( c© 2005 IEEE)

Experimental Baseline T-norm T-norm
set-up (no T-norm) Ct cEEE Ct cSSS

eEEE_vEE 17.10% 14.96% 14.74%

eSSS_vSS 14.44% 16.39% 10.42%

that the T-norm with a cEEE cohort degrades the accu-
racy compared to the baseline (no T-norm) as mentioned
above. Smoothed T-norm achieves the best accuracy ir-
respective of the cohort’s lexical richness (a 28% relative
improvement of FR at fixed FA).

37.3.5 Adaptation of Speaker Models

Online adaptation of speaker models [37.39,40] is a cen-
tral component of any successful speaker recognition
application, especially text-dependent tasks because of
the short enrollment sessions. The results presented in
this section all follow the same protocol [37.40]. Un-
less otherwise stated, the data comes from a Japanese
digit data collection. There were 40 speakers (gender
balanced) making at least six calls: half from landlines
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false alarm probability equal to 0.1% (after [37.35], c©2005
IEEE)
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and have from cellular phones. The data was heavily re-
cycled to increase the number of attempts by enrolling
several speaker models for a given speaker and varying
the enrollment lexicon (130–150 on average). For any
given speaker model, the data was divided into three dis-
joint sets: an enrollment set to build the speaker model,
an adaptation set, and a test set. The adaptation set was
composed of one imposter attempt for every eight gen-
uine attempts (randomly distributed). The experiments
were designed as follows. First all of the speaker models
were trained and the accuracy was measured right after
the enrollment using the test set. Then, one adaptation
utterance was presented to each of the speaker models.
At this point a decision to adapt or not was made (see be-
low). After this first iteration of adaptation, the accuracy
was measured using the test set (without the possibil-
ity of adaptation on the testing data). The adaptation
and testing steps were repeated for each adaptation iter-
ations in the adaptation set. This protocol was designed
to control with great precision all the factors related to
the adaptation process: the accuracy was measured af-
ter each adaptation iteration using the same test set and
they are therefore directly comparable.

Two different types of adaptation experiments can be
designed based on how the decision to update the speaker
models is made: supervised and unsupervised [37.39].
Both types give insight into the adaptation process and
its effectiveness, and both have potential applicability in
commercial deployments. Supervised adaptation exper-
iments use the truth about the source of the adaptation
utterances: an utterance is used for updating a speaker
model only when it is from the target speaker. This al-
lows the update process of the speaker models to be
optimal for two reasons. The first is that there is no
possibility of corruption of a speaker model by using
utterances from an imposter. The second comes from
the fact that all adaptation utterances from the target
speaker are used to update speaker model. This allows
more data to update the speaker model, but more impor-
tantly it allows poorly scoring utterances to update the
speaker model. Because these utterances score poorly,
they have the most impact on accuracy because they
bring new and unseen information (noise conditions,
channel types, etc.) into the speaker model. This has
a significant impact on the cross-channel accuracy, as
we will show below. Supervised adaptation can find its
applicability in commercial deployments in a scenario
where two-factor authentication is used, where one of
the factors is acoustic speaker recognition. As an ex-
ample, in a dialog where acoustic speaker recognition
and authentication using a secret challenge question are

used, supervised adaptation can be used if the answer to
the secret question is correct.

In unsupervised adaptation, there is no certainty
about the source of the adaptation utterance and usually
the score on the adaptation utterance using the non-
updated speaker model is used to make the decision to
adapt or not [37.33, 36, 39, 40]. A disadvantage of this
approach is the possibility that the speaker models may
become adapted on imposter utterances that score high.
This approach also reduces the number of utterances that
are used to update the speaker model. More importantly,
it reduces the amount of new and unseen information
that is used for adaptation because this new and unseen
information will likely score low on the existing speaker
model and thus not be selected for adaptation.

Variable Rate Smoothing
Variable rate smoothing (VRS) was introduced
in [37.30] for text-independent speaker recognition. The
main idea is to allow means, variances, and mixture
weights to be adapted at different rates. It is well known
that the first moment of a distribution takes fewer sam-
ples to estimate than the second moment. This should
be reflected in the update equations for speaker model
adaptation by allowing the smoothing coefficient to be
different for means, variances, and mixture weights. The
authors reported little or no gains on their task. However,
VRS should be useful for text-dependent speaker recog-
nition tasks due to the short enrollment sessions. Please
refer to [37.30] for the details. In [37.51], VRS was
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Fig. 37.5 The effect of unsupervised adaptation on the EER
(percentage) with and without variable rate smoothing.
Adaptation iteration 0 is the enrollment session. Based on
the lower number of trials (genuine in our case), the 90%
confidence interval on the measures is 0.3%. (After [37.51])
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applied to text-dependent speaker recognition; Fig. 37.5
was adapted from that publication. It can be seen that, af-
ter the enrollment (iteration 0 on the graph), VRS is most
effective because so little data has been used to train the
speaker model: smoothing of the variances and mixture
weights is not as aggressive as for means because the
system does not have adequate estimates. As adaptation
occurs, the two curves (with and without VRS) con-
verge: at this point the estimates for the first and second
moment in the distributions are accurate, the number of
samples is high, and the presence of different smoothing
coefficients becomes irrelevant.

Random Digit Strings
We now illustrate the effect of speaker model adaptation
on contextual lexical mismatch for a digit-based speaker
verification task. The experimental set-up is from a dif-
ferent organization of the data from Sect. 37.3.2 to
follow the aforementioned adaptation protocol. Fig-
ure 37.6 illustrates the results. The testing is performed
on a pseudorandom digit string (see Table 37.3 for de-
tails). Enrollment is either performed on a fixed digit
string (eEEE) or on a series on pseudorandom digit
strings (epRpRpR). Before adaptation occurs, the ac-
curacy of epRpRpR is better than eEEE because the
enrollment lexical conditions are matched to testing.
However, as adaptation occurs and more pseudorandom
utterances are added to the eEEE speaker model, the two
curves converge. This shows the power of adaptation to
reduce lexical mismatch and to alter the enrollment lex-
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Fig. 37.6 The effect of unsupervised adaptation on reduc-
ing the contextual lexical mismatch as depicted by a reduc-
tion of the EER. Adaptation iteration 0 is the enrollment
session. Based on the lower number of trials (genuine in our
case), the 90% confidence interval on the measures is 0.3%

icon: in this context, the concept of enrollment lexicon
becomes fuzzy as adaptation broadens the lexicon that
was used to train the speaker model.

Speaker Model Synthesis
and Cross-Channel Attempts

Speaker model synthesis (SMS) [37.13] is an extension
of handset-dependent background modeling [37.8]. As
mentioned before, SMS and feature mapping are dual to
each another. Figure 37.3c presents the offline compo-
nent of SMS. It is very similar to the offline component
of feature mapping except that the transforms for means,
variances, and mixture weights are derived to transform
sufficient statistics from one channel GMM to another
rather than from a channel GMM to the root GMM. Dur-
ing online operation, in enrollment, a set of utterances
are tagged as a whole to a specific channel (the likeliest
channel GMM – the enrollment channel). Then speaker
model training (Sect. 37.1.4) uses adaptation with vari-
able rate smoothing [37.30,51] of the enrollment channel
GMM. The transforms that have been derived offline are
then used at test time to synthesize the enrolled channel
GMM across all supported channels (Fig. 37.3d). The
test utterance is tagged using the same process as enroll-
ment by picking the likeliest channel GMM (the testing
channel). The speaker model GMM for the testing chan-
nel and the testing channel GMM are then used in the
likelihood ratio scoring scheme described in Sect. 37.1.3
and (37.1).

The power of speaker model adaptation (Sect. 37.1.6)
when combined with SMS is its ability to synthesize
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Fig. 37.7 The effect of speaker model adaptation and SMS on the
cross-channel accuracy (EER). The interested reader should refer
to this paper for additional details. The baseline is the enrollment
session. Based on the lower number of trials (genuine in our case),
the 90% confidence interval on the measures is 0.6%. (After [37.40])
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sufficient statistics across all supported channels. For
example, assume that a speaker is enrolled on channel X
and a test utterance is tagged as belonging to channel Y.
Then, if the test utterance is to be used for adaptation
of the speaker model, the sufficient statistics from that
utterance is gathered. The transform from Y → X is
used to synthesize sufficient statistics from channel Y to
channel X before adaptation of the speaker model (on
channel X) occurs. Concretely, this would allow adapta-
tion utterances from channel Y to improve the accuracy
on all other channels.

Figure 37.7 illustrates the effect of speaker model
adaptation with SMS. Results are grouped in enroll-
ment/testing conditions: within a group, the enrollment
and testing channels are fixed, the only variable is the
adaptation material. For each group, the first bar is the
accuracy after enrollment. The second bar is the accu-
racy after one iteration of adaptation on cellular data.
The third bar shows the accuracy after the iteration of
adaptation on cellular data followed by an iteration on
a landline data, and so on. Note that these results are for
supervised adaptation and thus an iteration of adaptation
on a given speaker model necessarily means an actual
adaptation of the speaker model. There are two inter-
esting facts about this figure. The first important feature
is that the biggest relative gain in accuracy is when the
channel for the adaptation data is matched with the pre-
viously unseen testing utterance channel (see the relative
improvements between the first and second bars in the
cell/cell and land/cell or between the second and third
bars in the cell/land and land/land results). This is ex-
pected since the new data is matched to the (previously
unseen) channel of the testing utterance. The other im-
portant feature illustrates that the SMS (resynthesis of
sufficient statistics) has the ability to improve accuracy
even when adaptation has been performed on a different
channel than the testing utterance. As an example, in the
first block of Fig. 37.7, there is an improvement in accu-
racy between the second and third bars. The difference
between the second and third bars is an extra adapta-
tion iteration on land (landline data), but note that the
testing is performed on cell. This proves that the suf-
ficient statistics accumulated on the land channel have
been properly resynthesized into the cell channel.

Setting and Tracking the Operating Point
Commercial deployments are very much concerned with
the overall accuracy of a system but also the operat-
ing point, which is usually a specific false-acceptance
rate. As mentioned earlier, setting the operating point for
a very secure large-scale deployed system is a costly ex-

ercise, but for internal trials and low-security solutions,
an approximate of the ideal operating point is accept-
able. In [37.36] and later in [37.52], a simple algorithm to
achieve this has been presented: frame-count-dependent
thresholding (FCDT). The idea is simple: parameterize
the threshold to achieve a target FA rate as a function of

1. the length of the password phrase
2. the maturity of the speaker model (how well it is

trained)

At test time, depending on the desired FA rate, an offset
is applied to the score (37.1). Note that the applied offset
is speaker dependent because it depends on the length
of the password phrase and the maturity of the speaker
model.

This parameterization has been done on a large
Japanese corpora. The evaluation was conducted on
12 test sets from different languages composed of data
collection, trial data and in-service data [37.36]. The op-
erating point for the system was set up at a target FA rate
of 0.525% using the above algorithm. The average of the
actual FA rates measured was 0.855% with a variance
of 0.671%; this new algorithm outperformed previous
algorithms [37.33].

In the context of adaptation of the speaker model,
the problem of setting an operating point is transformed
into a problem of maintaining a constant operating
point for all speakers at all times [37.37]. Note that
a similar problem arises in the estimation of confidence
in speech recognition when adaptation of the acoustic
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Fig. 37.8 The effect of speaker model adaptation on the
FA rate with and without frame-count-dependent thresh-
olding (FCDT). Adaptation iteration 0 is the enrollment
session. The 90% confidence interval on the measures is
0.3%. (After [37.36])
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models is performed [37.53]. FCDT, as well as other
algorithms [37.33], can perform this task. Figure 37.8
presents the false-acceptance rate at a fixed operating
point as a function of unsupervised adaptation iterations
for an English digits task. After enrollment, both systems
are calibrated to operate at FA= 1.3%. Then adaptation
is performed. We can very easily see that the scores of
the imposter attempts drift towards higher values, and
hence the FA rate does not stay constant: the FA rate
has doubled after 10 iterations. For commercial deploy-
ments, this problem is a crucial one: adaptation of the
speaker models is very effective to increase the overall
accuracy, but it must not be at the expense of the stabil-
ity of the operating point. FCDT accomplishes this task:
the FA rate stays roughly constant across the adaptation
cycles. This leads us to think that FCDT is an effec-
tive algorithm to normalize scores against the levels of
maturity of the speaker models.

Note that the imposter score drift towards higher val-
ues during speaker model adaptation in text-dependent
tasks is the opposite behavior from the case of text-
independent tasks [37.38, Fig. 3]. This supports the
assertion that the existence of a restricted lexicon for
text-dependent models has a significant impact on the
behavior of speaker recognition systems: both text-
dependent [37.36] and text-independent [37.38] systems
being GMM-based. During the enrollment and adap-
tation sessions, several characteristics of the speech
signal are captured in the speaker model: the speaker’s
intrinsic voice characteristics, the acoustic conditions
(channels and noise), and the lexicon. In text-dependent
speaker recognition, because of the restricted lexicon,
the speaker model becomes a lexicon recognizer (the
mini-recognizer effect). This effect increases the im-
poster scores because they use the target lexicon.

The FCDT algorithm can be implemented at the
phone level in order to account for cases where the
enrollment session (and/or speaker model adaptation)
does not have a consistent lexicon. In [37.36], all ex-
periments were carried out with enrollment and testing
sessions that used exactly the same lexicon for a given
user; this might seem restrictive. In the case of phone-
level FCDT, the FCDT algorithm would be normalizing
maturities of phone-level speaker models.

In the literature on T-norm (for text-dependent or
text-independent systems; see Sect. 37.3.4), the speaker
models composing the cohorts were all trained with
roughly the same amount of speech. In light of the
aforementioned results, this choice has the virtue of nor-
malizing against different maturities of speaker models.

We believe that the FCDT algorithm can also be used in
the context of the T-norm to achieve this normalization.

37.3.6 Protection Against Recordings

As mentioned, protection against recordings is important
for text-dependent speaker recognition systems. If the
system is purely text dependent (that is the enrollment
and testing utterances have the same lexicon sequence),
once a fraudster has gained access to a recording, it can
become relatively easy to break into an account [37.42].
This, however, must be put in perspective. A high-quality
recording of the target speaker’s voice is required as well
as digital equipment to perform the playback. Further-
more, for any type of biometric, once a recording and
playback mechanism are available the system becomes
vulnerable. The advantage that voice authentication has
over any other biometrics is that it is natural to prompt
for a different sequence of the enrollment sequence: this
is impossible for iris scans, fingerprints, etc. Finally, any
nonbiometric security layer can be broken into almost
100% of the time once a recording of the secure token
is available (for example, somebody who steals a badge
can easily access restricted areas).

Several studies that assess the vulnerability of
speaker recognition systems to altered imposter voices
have been published. The general paradigm is that
a fraudster gains access to recordings of a target user.
Then using different technique the imposter’s voice is
altered to sound like the target speaker for any password
phrase. An extreme case is a well-trained text-to-speech
(TTS) system. This scenario is unrealistic because the
amount of training material required for a good-quality
TTS voice is on the order of hours of high-quality,
phonetically balanced recorded speech. Studies along
these lines, but using a smaller amount of data, can
be found in [37.54, 55]. Even if these studies report
the relative weakness of GMM-based speaker recog-
nition systems, these techniques require sophisticated
signal processing software and expertise to perform
experimentation, along with high-quality recordings.
A more-recent study [37.56] has also demonstrated the
effect of speech transformation on imposter acceptance.
This technique, again, requires technical expertise and
complete knowledge of the speaker recognition sys-
tem (feature extraction, modeling method, UBM, target
speaker model, and algorithms). This is clearly beyond
the grasp of fraudsters because implementations of secu-
rity systems are usually kept secret, as are the internals
algorithms of commercial speaker recognition systems.
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Speaker Recognition Across Entire Calls
Protection against recordings can be improved by per-
forming speaker recognition (in this case verification)
across entire calls. The results presented here illustrate
a technique to implement accurate speaker recogni-
tion across entire calls with a short enrollment session
(joint unpublished work with Nikki Mirghafori). It re-
lies heavily on speaker model adaptation (Sect. 37.1.6)
and PCBV (Sect. 37.1.4). The verification layer is de-
signed around a password phrase such as an account
number. The enrollment session is made up of three
repetitions of the password phrase only, while the test-
ing sessions are composed of one repetition of the
password phrase followed by non-password phrases.
This is to simulate a dialog with a speech applica-
tion after initial authentication has been performed.
Adaptation is used to learn new lexical items that
were not seen during enrollment and thus improve the
accuracy when non-password phrases are used. The
choice for this set-up is motivated by several factors.
This represents a possible upgrade for currently de-
ployed password-based verification application. It is
also seamless to the end user and does not require
re-enrollment: the non-password phrases are learnt us-
ing speaker model adaptation during the verification
calls. Finally it is believed that this technique repre-
sents a very compelling solution for protection against
recordings.
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Fig. 37.9 The effect of speaker model adaptation with non-
password phrases on the accuracy of password phrases
(EER). Adaptation iteration 0 is the enrollment session.
The experiments were carried out on over 24 k attempts
from genuine speaker and imposters. Based on the lower
number of trials (genuine in our case), the 90% confidence
interval on the measures is 0.3%

Note that this type of experiment is at the boundary
between text-dependent and text-independent speaker
recognition because the testing session is cross-lexicon
for certain components. It is hard to categorize this type
of experimental set-up because the enrollment session is
very short and lexically constrained compared to its text-
independent counterpart. Also, the fact that some testing
is made cross-lexicon means that it does not clearly
belong to the text-dependent speaker recognition field.

In order to benchmark this scenario, Japanese and
Canadian French test sets were set up with eight-digit
strings (account number) as the password phrase. The
initial enrollment used three repetitions of the password
phrase. We benchmark accuracy on the password and on
non-password phrases. In these experiments, the non-
password phrases were composed of general text such
as first/last names, dates, and addresses. For adaptation,
we used the same protocol as in Sect. 37.3.5 with a held-
out set composed of non-password phrases (supervised
adaptation). Section 37.3.5 has already demonstrated the
effectiveness of adaptation on password phrases; these
results show the impact, on both password and non-
password phrases, of adapting on non-password phrases.
Figure 37.9 presents the EER as a function of adaptation
iteration, when adapting on non-password phrases for
a single GMM or PCBV solution and testing on pass-
word phrases. It can be seen that the GMM solution is
very sensitive to adaptation on non-password phrases,
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Fig. 37.10 The effect of speaker model adaptation with non-
password phrases on the accuracy of non-password phrases
(EER). Adaptation iteration 0 is the enrollment session. The
experiments were carried out on over 14 k attempts from
genuine speaker and imposters. Based on the lower number
of trials (genuine in our case), the 90% confidence interval
on the measures is 0.5%
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Table 37.6 The measured FA rate using an automatic impostor trial generation algorithm for different conditions and
data sets. Note that the target FA rate was 1.0%

Experimental setup English US 1 English US 2 English UK 1 Average

[37.45] algorithm without offset 2.10% 1.15% 2.39% 1.88%

[37.45] algorithm with 0.15 offset 1.13% 0.81% 1.35% 1.10%

New binning without offset 0.86% 0.75% 1.25% 0.95%

whereas the PCBV is not. This is due to the fact that
PCBV uses alignments from a speech recognition en-
gine to segregate frames into different modeling units
while the GMM does not: this leads to smearing of the
speaker model in the case of the GMM solution. Fig-
ure 37.10 shows the improvements in the accuracy on
non-password phrases in the same context. Note that it-
erations 1–5 do not have overlapping phrases with the
testing lexicon: iteration 10 has some overlap, which is
not unrealistic from a speech application point of view.
As expected, the accuracy of the non-password phrase is
improved by the adaptation process for both GMM and
PCBV, with a much greater improvement for PCBV. Af-
ter 10 adaptation iterations, the accuracy is 6–8% EER
(and has not yet reached a plateau), which makes this so-
lution a viable solution. It can also be noted that PCBV
with adaptation on non-password phrases improves the
accuracy faster than its single-GMM counterpart, taking
half the adaptation iterations to achieve a similar EER
(Fig. 37.10). In summary, speaker model adaptation and
PCBV form the basis for delivering stable accuracy on
password phrases while dramatically improving the ac-
curacy for non-password phrases. This set of results
is another illustration of the power of speaker model
adaptation and represents one possible implementation
for protection against recordings. Any improvement in
this area is important for the text-dependent speaker
recognition field as well as commercial applications.

37.3.7 Automatic Impostor Trials
Generation

As mentioned above, application developers usually
want to know how secure their speech application is.
Usually, the design of the security layer is based on the
choice of the password phrase, the choice of the en-
rollment and verification dialogs, and the security level
(essentially the FA rate). From these decisions follow
the FR and RR rates. Using off-the-shelf threshold set-
tings will usually only give a range of target FA rates,
but will rarely give any hint on the FR and RR for the
current designed dialog [37.36]. Often application de-
velopers want a realistic picture of the accuracy of their

system (FA, FR, and RR) based on their data. Since the
FA rate is important, this has to be measured with a high
degree of confidence. To do this, one requires a tremen-
dous amount of data. As an example, to measure an
FA of 1%±0.3% nine times out of ten, 3000 imposter
trials are required [37.1]. For a higher degree of preci-
sion such as ±0.1%, more than 30 000 imposter trials
are needed. Collecting data for imposter trials results in
a lot of issues; it is costly, requires data management and
tagging, cannot really be done on production systems if
adaptation of speaker models is enabled, etc. However,
collecting genuine speaker attempts can be done sim-
ply by archiving utterances and the associated claimed
identity; depending on the traffic, a lot of data can be
gathered quickly. Note that some manual tagging may
be required to flag true imposter attempts – usually low-
scoring genuine speaker attempts. The data gathered is
also valuable because it can come from the production
system.

For password phrases that are common to all users
of a system, generating imposter attempts is easy once
the data has been collected and tagged: it can be done
using a round-robin. However, if the password phrase is
unique for each genuine speaker, a round-robin cannot
be used. In this case, the lexical content of the im-
poster attempts will be mismatched to the target speaker
models, the resulting attempt will be grossly unchal-
lenging and will lead to underestimation of the actual
FA rate. In [37.45], an algorithm to estimate the FA
rate accurately using only genuine speaker attempts was
presented. The essence of the idea is to use a round-
robin for imposter trial generation, but to quantify the
amount of lexical mismatch between the attempt and
target speaker model. Each imposter attempt will have
a lexical mismatch value associated with it. This can be
thought of as a lexical distance (mismatch) between two
strings. Intuitively, we want the following order for the
lexical mismatch value with respect to the target string
1234 : 1234 < 1256 < 1526 < 5678. Note that [37.45]
and the following are based on digit strings, but can eas-
ily be applied to general text by using phonemes as the
atom instead of digits. A variant of the Levenstein dis-
tance was used to bin imposter attempts. For each bin,
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the threshold to achieve the target FA rate was calcu-
lated. A regression between the Levenstein distance and
threshold for the target FA is used to extrapolate the
operational threshold for the target FA rate. For the de-
velopment of this algorithm, three test sets from data
collections and trials were used. These had a set of real
impostor attempts that we used to assess the accuracy
of the algorithm. The first line of Table 37.6 shows
the real FA rate measured at the operational thresh-
old as calculated by the algorithm above. In [37.45],
to achieve good accuracy, an offset of 0.15 needed to be
introduced (the second line in the table). The algorithm
had one free parameter. It was later noticed that, within
a bin with a given Levenstein distance, some attempts
were more competitive than others. For example, the tar-

get/attempt pairs 97 526/97 156 and 97 526/97 756 had
the same Levenstein distance. However, the second pair
is more competitive because all of the digits in the at-
tempt are present in the target and hence have been seen
during the enrollment. A revised binning was performed
and is presented as the last line in Table 37.6. The av-
erage measured FA rate is much closer to the target FA
rate and this revised algorithm does not require any free
parameters.

Once the threshold for the desired FA rate has been
calculated, it is simple to extract the FR and RR rates
from the same data. Reducing the cost of deployment
is critical for making speaker recognition a mainstream
biometric technique. Any advances in this direction is
thus important.

37.4 Concluding Remarks

This chapter on text-dependent speaker recognition
has been designed to illustrate the current techni-
cal challenges of the field. The main challenges
are robustness to channel and lexical mismatches.
Several results were presented to illustrate these
two key challenges under a number of conditions.
Adaptation of the speaker models yields advan-
tages to address these challenges but this needs
to be properly engineered to be deployable on
a large scale while maintaining a stable oper-
ating point. Several new research avenues were
reviewed.

When relevant, parallels between the text-dependent
and text-independent speaker recognition fields were
drawn. The distinctions between the two fields becomes
thin when considering the work by Sturim et al. [37.2]
and text-dependent speaker recognition with heavy lexi-
cal mismatch, as described in Sect. 37.3.6. This research
area should provide a very fertile ground for future
advances in the speaker recognition field.

Finally, special care was taken to illustrate, using
relevant (live or trial) data, the specific challenges facing
text-dependent speaker recognition in actual deployment
situations.
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Text-Indepen38. Text-Independent Speaker Recognition

D. A. Reynolds, W. M. Campbell

In this chapter, we focus on the area of text-
independent speaker verification, with an em-
phasis on unconstrained telephone conversational
speech. We begin by providing a general likelihood
ratio detection task framework to describe the
various components in modern text-independent
speaker verification systems. We next describe the
general hierarchy of speaker information con-
veyed in the speech signal and the issues involved
in reliably exploiting these levels of information
for practical speaker verification systems. We then
describe specific implementations of state-of-the-
art text-independent speaker verification systems
utilizing low-level spectral information and high-
level token sequence information with generative
and discriminative modeling techniques. Finally,
we provide a performance assessment of these sys-
tems using the National Institute of Standards and
Technology (NIST) speaker recognition evaluation
telephone corpora.
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38.1 Introduction

With the merging of telephony and computer net-
works, the growing use of speech as a modality in
man–machine communication, and the need to man-
age ever increasing amounts of recorded speech in
audio archives and multimedia applications, the util-
ity of recognizing a person from his or her voice is
increasing. While the area of speech recognition is con-
cerned with extracting the linguistic message underlying
a spoken utterance, speaker recognition is concerned
with extracting the identity of the person speaking
the utterance. Applications of speaker recognition are
wide ranging, including: facility or computer access
control [38.1,2], telephone voice authentication for long-
distance calling or banking access [38.3], intelligent
answering machines with personalized caller greet-
ings [38.4], and automatic speaker labeling of recorded
meetings for speaker-dependent audio indexing (speech
skimming) [38.5, 6].

Depending upon the application, the general area of
speaker recognition is divided into two specific tasks:
identification and verification. In speaker identification,
the goal is to determine which one of a group of known
voices best matches the input voice sample. This is also
referred to as closed-set speaker identification. Appli-
cations of pure closed-set identification are limited to
cases where only enrolled speakers will be encountered,
but it is a useful means of examining the separability
of speakers’ voices or finding similar sounding speak-
ers, which has applications in speaker-adaptive speech
recognition. In verification, the goal is to determine
from a voice sample if a person is who he or she
claims to be. This is sometimes referred to as the open-
set problem, because this task requires distinguishing
a claimed speaker’s voice known to the system from
a potentially large group of voices unknown to the sys-
tem (i. e., impostor speakers). Verification is the basis
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for most speaker recognition applications and the most
commercially viable task. The merger of the closed-
set identification and open-set verification tasks, called
open-set identification, performs like closed-set identi-
fication for known speakers but must also be able to
classify speakers unknown to the system into a none of
the above category.

These tasks are further distinguished by the con-
straints placed on the speech used to train and test the
system and the environment in which the speech is col-
lected [38.7]. In a text-dependent system, the speech
used to train and test the system is constrained to be
the same word or phrase. In a text-independent sys-
tem, the training and testing speech are completely
unconstrained. Between text dependence and text in-
dependence, a vocabulary-dependent system constrains
the speech to come from a limited vocabulary, such as
the digits, from which test words or phrases (e.g., digit
strings) are selected. Furthermore, depending upon the
amount of control allowed by the application, the speech
may be collected from a noise-free environment using
a wide-band microphone or from a noisy, narrow-band
telephone channel.

In this chapter, we focus on the area of text-
independent speaker verification, with an emphasis on
unconstrained telephone conversational speech. While
many of the underlying algorithms employed in text-
independent and text-dependent speaker verification are

similar, text-independent applications have the add-
itional challenge of operating unobtrusively to the
user with little to no control over the user’s behav-
ior (i. e., the user is speaking for some other purpose,
not to be verified, so will not cooperate to speak more
clearly, use a limited vocabulary or repeat phrases). Fur-
ther, the ability to apply text-independent verification
to unconstrained speech encourages the use of audio
recorded from a wide variety of sources (e.g., speaker
indexing of broadcast audio or forensic matching of law-
enforcement microphone recordings), emphasizing the
need for compensation techniques to handle variable
acoustic environments and recording channels.

This chapter is organized as follows. We begin
by providing a general likelihood ratio detection task
framework to describe the various components in mod-
ern text-independent speaker verification systems. We
next describe the general hierarchy of speaker infor-
mation conveyed in the speech signal and the issues
involved in reliably exploiting these levels of informa-
tion for practical speaker verification systems. We then
describe specific implementations of state-of-the-art
text-independent speaker verification systems utilizing
low-level spectral information and high-level token se-
quence information with generative and discriminative
modeling techniques. Finally we provide a performance
assessment of these systems using the NIST speaker
recognition evaluation telephone corpora.

38.2 Likelihood Ratio Detector

Given a segment of speech, Y , and a hypothesized
speaker, S, the task of speaker detection, also referred to
as verification, is to determine if Y was spoken by S. An
implicit assumption often used is that Y contains speech
from only one speaker. Thus, the task is better termed
single-speaker detection. If there is no prior information
that Y contains speech from a single speaker, the task
becomes multispeaker detection. In this paper we will
focus on the core single-speaker detection task. Discus-
sion of systems that handle the multispeaker detection
task can be found in [38.8].

The single-speaker detection task can be restated as
a basic hypothesis test between

H0 : Y is from the hypothesized speaker S

H1 : Y is not from the hypothesized speaker S .

From statistical detection theory, the optimum test to
decide between these two hypotheses is a likelihood

ratio test given by

p(Y | H0)

p(Y | H1)

⎧⎨
⎩≥ θ accept H0

< θ reject H0

, (38.1)

where p(Y | Hi ), i = 0, 1, is the probability density func-
tion for the hypothesis Hi evaluated for the observed
speech segment Y , also referred to as the likelihood of
the hypothesis Hi given the speech segment (p(A | B) is
referred to as a likelihood when B is considered the inde-
pendent variable in the function). Strictly speaking, the
likelihood ratio test is only optimal when the likelihood
functions are known exactly, which is rarely the case.
The decision threshold for accepting or rejecting H0 is
θ. Thus, the basic goal of a speaker detection system is
to determine techniques to compute the likelihood ratio
between the two likelihoods, p(Y | H0) and p(Y | H1).
Depending upon the techniques used, these likelihoods
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are explicitly or implicitly modeled and applied in the
speaker detection systems.

Figure 38.1 shows the basic components found in
speaker detection systems. The role of the front-end
processing is to extract features from the speech signal
that convey speaker-dependent information. In addition,
techniques to minimize non-speaker-dependent effects
from these features, such as linear filtering or additive
noise, are also employed in the front-end processing.
The output of this stage is a sequence of feature vec-
tors representing the test segment, X = {x1, . . . , xT },
where xt is a feature vector indexed at discrete time
t ∈ [1, 2, . . . , T ]. Features can be continuous or discrete
with multiple dimensions, may be extracted at asyn-
chronous time instances and can cover variable temporal
durations. For example, the sequence of words spoken
as estimated by a speech recognizer (series of one-
dimensional discrete, asynchronous, variable temporal
duration values), or the overall average pitch and energy
in an utterance (single two-dimensional continuous-
value vector) could be used as features. Thus, features
can be extracted that capture short- and long-span
speaker characteristics. Common features used in text-
independent speaker detection systems are described in
Sect. 38.3.

These feature vectors are then used to compute
a score to evaluate the likelihood ratio test between
H0 and H1. The exact way in which the hypothesis
likelihood functions are represented and scored against
the feature vectors depends on the classifier employed.
The parameters of the classifier are obtained from the
speaker enrollment or training phase, which is discussed
in Sect. 38.4.

In generative modeling approaches, the likelihoods
are explicitly represented by probability density models.
Mathematically, H0 is represented by a model denoted
λhyp, which characterizes the hypothesized speaker S
in the feature space of x. For example, one could
assume that the feature vectors for H0 were gener-
ated from a Gaussian distribution so that λhyp would
denote the mean vector and covariance matrix par-
ameters of a Gaussian distribution. The alternative
hypothesis, H1, is similarly represented by the model
λhyp. The likelihood ratio statistic (or score) is then
p(X | λhyp)/p(X | λhyp). Often, the logarithm of this
statistic is used giving the log-likelihood ratio (LLR)
score for the utterance,

Λ(X)= log p(X | λhyp)− log p(X | λhyp) . (38.2)

In discriminative modeling approaches such as sup-
port vector machines (SVMs), the two likelihoods are
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Fig. 38.1 Likelihood-ratio-based speaker detection system

not explicitly modeled separately, but a detection score
similar to the log likelihood ratio score is computed
(see Sect. 38.4.2). Although not precise mathematically,
it is useful to use this likelihood ratio framework for
both generative and discriminative approaches since
it emphasizes the important roles of the speaker and
alternative hypotheses in the modeling and detection
process.

After a likelihood ratio score is produced for the
test speech and hypothesized speaker, it is often further
processed by some form of score normalization and/or
calibration. Despite mitigation steps taken during fea-
ture extraction (see Sect. 38.3.1) and model parameter
estimation (see Sect. 38.4), the LLR score produced will
be influenced by several nonspeaker factors, such as the
spoken text in the test speech, differences in the micro-
phones used and acoustic environment of the enrollment
and test speech, and inaccuracies and assumptions in
the models applied. Score normalization aims to com-
pensate for these variabilities by removing score biases
and scale factors estimated during enrollment. Several
approaches have been proposed for score normaliza-
tion, for example, Z-norm [38.9], H-norm [38.10], and
T-norm [38.11], which compensate the LLR score as

Λnorm(X)= Λ(X)−μ(X, S)

σ(X, S)
. (38.3)

The main difference in these score normalization tech-
niques is how the biases, μ(X, S), and scale factors,
σ(X, S), are estimated. For example, in the H-norm,
handset-microphone-dependent values are estimated,
while in the T-norm scores from other speaker models
are used to estimate these bias and scale factors.

A further step applied after or as part of score nor-
malization is that of score calibration or confidence
estimation. The aim in this process is to convert the
LLR score values into human-interpretable values, such
as posterior probabilities, with a defined range of, for ex-
ample, (0–1). Confidence estimation techniques range
from simple formula-based approaches that merely con-
vert the LLR score to a posterior probability using
a given prior probability, to more-sophisticated ap-
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proaches that integrate in external signal measurement
information, such as signal-to-noise measures, with the
LLR score using artificial neural networks [38.12].

With this framework, we next describe specific
examples of these components for modern text-
independent speaker detection systems.

38.3 Features

One of the fundamental components in any speaker de-
tection system is the features extracted from the speech
signal that convey information about the speaker’s iden-
tity. Unfortunately there is no single attribute of speech
that conveys identity, rather it is conveyed through sev-
eral different types or levels of information in the speech
signal. These levels can roughly be categorized into
a hierarchy running from low-level information, such as
the sound of a person’s voice, related to physical traits
of the vocal apparatus, to high-level information, such
as particular word usage (idiolect), related to learned
habits, dialect, and style.

Features related to low-level information based on
short-term spectral analysis are the dominant type used
in text-independent speaker detection systems. This is
primarily due to the computational ease of extracting
these features and their proven effectiveness in terms of
detection performance.

In recent years, there has been increased interest
in exploiting high-level features for text-independent
speaker detection systems. This has been spurred on
by the continual advancement of phone and speech
recognition systems used to extract features for high-
level characterization. Work done at the 2002 SuperSID
workshop [38.13] and subsequent related efforts demon-
strated how systems using high- and low-level features
could be successfully fused to improve overall accuracy.
While high-level features are a promising new area of
research in text-independent speaker recognition, they
often have substantial computational costs (e.g., run-
ning a large-vocabulary speech recognizer), which need
to be balanced against relatively modest accuracy gains.

38.3.1 Spectral Features

Several processing steps occur in the front-end analysis
to extract spectral-based features. First, the speech is
segmented into frames by a 20 ms window progress-
ing at a 10 ms frame rate. A speech activity detector
is then used to discard silence/noise frames. Typically,
the speech detector discards 20–25% of the signal from
conversational telephone speech.

Next, mel-scale cepstral feature vectors are extracted
from the speech frames. The mel-scale cepstrum is the

discrete cosine transform of the log-spectral energies of
the speech segment Y . The spectral energies are calcu-
lated over logarithmically spaced filters with increasing
bandwidths (mel-filters). A detailed description of the
feature extraction steps can be found in [38.14]. For
bandlimited telephone speech, cepstral analysis is usu-
ally performed only over the mel-filters in the telephone
pass band (300–3400 Hz). All cepstral coefficients ex-
cept the zeroth value (the DC level of the log-spectral
energies) are retained in the processing. Lastly, delta-
cepstra values are computed using a first-order derivative
of an orthogonal polynomial temporal fit over ±2 fea-
ture vectors (two to the left and two to the right over
time) from the current vector [38.15].

Finally, the feature vectors are channel-normalized
to remove linear channel convolutional effects. With
cepstral features, convolutional effects appear as addi-
tive biases. Both cepstral mean subtraction (CMS) and
RASTA filtering [38.16] have been used successfully
and, in general, both methods have comparable perfor-
mance for single-speaker detection tasks. When training
and recognition speech are collected from different mi-
crophones or channels (e.g., different telephone handsets
and/or lines), this is a crucial step for achieving good
recognition accuracy. However, this linear compensa-
tion does not completely eliminate the performance
loss under mismatched microphone conditions, so more-
sophisticated compensation techniques such as feature
mapping [38.17], where transformations are trained to
map features coming from particular channels (e.g., mi-
crophones) into channel independent features, are also
applied.

There are many variants of these cepstral features,
such as using linear prediction coding (LPC) spectral
analysis instead of fast Fourier transform (FFT)-based
spectral analysis, but the basic steps are similar and
performance does not vary significantly.

38.3.2 High-Level Features

For high-level feature extraction, input speech is con-
verted into a series of tokens, T = {ti}. The tokens
are time-ordered discrete symbols and represent lin-
guistically significant interpretations of the input signal.
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Examples of token types are words, phones, and pitch
gestures.

High-level feature extraction involves many trade-
offs. First, designing token extraction systems is, in
general, a difficult process. If the high-level features are
specific to the language of interest, then significant effort
may be required to implement the system. For example,
speech-to-text (STT) systems such as the BBN Byb-
los system [38.18] require training using large corpora
in the language of interest and significant engineering
effort to produce high-accuracy output. A second con-
sideration in token extraction is how it will be used with
other speaker recognition recognition systems. Some
token systems, such as STT, have been shown to provide
significant fusion gains when combined with standard

acoustic systems [38.19], but have low speaker recogni-
tion accuracy alone. Other token systems, such as phone
token [38.20], have excellent standalone accuracy, but
do not provide significant complimentary information
to standard spectral methods. A third consideration for
token system selection is length of enrollment and veri-
fication. A token system that produces tokens at a low
rate, e.g., words, requires multi-conversation enrollment
to produce good results. Other higher rate tokens, e.g.,
phones, require less enrollment for equivalent accuracy.

Modeling of the token stream is usually accom-
plished by computing probabilities of n-grams of token
contexts [38.21] and then applying a classifier. We
discuss two methods based on SVMs and standard
likelihood ratio techniques in Sect. 38.4.3.

38.4 Classifiers

In this section, we describe popular and successful gen-
erative and discriminative classifiers used for both high-
and low-level features. First we present spectral-feature-
based classifiers using adapted Gaussian mixture models
and sequence-based support vector machines. This is
followed by high-level (token sequence) feature based
n-gram and SVM classifiers.

38.4.1 Adapted Gaussian Mixture Models

Gaussian Mixture Models
An important step in the implementation of the likeli-
hood ratio detector of (38.2) is selection of the actual
likelihood function, p(X|λ). The choice of this func-
tion is largely dependent on the features being used as
well as specifics of the application. For text-independent
speaker recognition using continuous features, where
there is no prior knowledge of what the speaker will
say, the most successful likelihood function has been
Gaussian mixture models (GMMs). In text-dependent
applications, where there is strong prior knowledge of
the spoken text, additional temporal knowledge can be
incorporated by using hidden Markov models (HMMs)
as the basis for the likelihood function. To date, however,
use of more-complicated likelihood functions, such as
those based on HMMs, have shown no advantage over
GMMs for text-independent speaker detection tasks. As
more-accurate knowledge of the spoken text is gained
via speech recognition, lessening the distinction be-
tween text-dependent and text-independent tasks, this
may change.

For a D-dimensional feature vector, x, the mixture
density used for the likelihood function is defined as

p(x|λ)=
M∑

i=1

wi pi (x) . (38.4)

The density is a weighted linear combination of M uni-
modal Gaussian densities, pi (x), each parameterized by
a mean D × 1 vector, μi , and a D × D covariance matrix,
Σi ;

pi (x)= 1

(2π)D/2|Σi |1/2

× exp

[
−1

2
(x−μi )

T Σ−1
i (x−μi )

]
. (38.5)

The mixture weights, wi , furthermore satisfy the con-
straint

∑M
i=1 wi = 1. Collectively, the parameters of the

density model are denoted by λ= {wi ,μi ,Σi}, where
i = 1, . . . , M.

While the general model form supports full co-
variance matrices, i. e., a covariance matrix with all
its elements, usually only diagonal covariance matri-
ces are used. This is done for three reasons. First,
the density modeling of an Mth-order full covariance
GMM can equally well be achieved using a larger-
order diagonal covariance GMM. GMMs with M > 1
using diagonal covariance matrices can model distri-
butions of feature vectors with correlated elements.
Only in the degenerate case of M = 1 is the use of
a diagonal covariance matrix incorrect for feature vec-
tors with correlated elements. Second, diagonal-matrix
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GMMs are more computationally efficient than full-
covariance GMMs for training since repeated inversions
of a D × D matrix are not required. Third, empirically we
have observed that diagonal-matrix GMMs outperform
full-matrix GMMs.

Given a collection of training vectors, maximum-
likelihood model parameters are estimated using
the iterative expectation-maximization (EM) algo-
rithm [38.22]. The EM algorithm iteratively refines
the GMM parameters to increase the likelihood of
the estimated model for the observed feature vec-
tors monotonically, i. e., for iterations k and k+1,
p(X|λ(k+1)) > p(X|λ(k)). Generally, five iterations are
sufficient for parameter convergence. The EM equations
for training a GMM can be found in [38.23].

The feature vectors of X are assumed independent,
so the log-likelihood of a model λ for a sequence of
feature vectors, X = {x1, . . . , xT }, is computed as

log p(X | λ)=
T∑

t=1

log p(xt | λ) , (38.6)

where p(xt | λ) is computed as in (38.4). Often, the aver-
age log-likelihood value is used, by dividing log p(X | λ)
by T . This is done to normalize out duration effects from
the log-likelihood value. Since the incorrect assumption
of independence is underestimating the actual likelihood
value with dependencies, this scaling factor can also be
considered a rough compensation factor to the likelihood
value in (38.6).

The GMM can be viewed as a hybrid between
a parametric and nonparametric density model. Like
a parametric model it has structure and parameters that
control the behavior of the density in known ways, but
without constraints that the data must be of a specific
distribution type, such as Gaussian or Laplacian. Like
a nonparametric model, the GMM has many degrees
of freedom to allow arbitrary density modeling, with-
out undue computation and storage demands. It can
also be thought of as a single-state HMM with a Gaus-
sian mixture observation density, or an ergodic Gaussian
observation HMM with fixed, equal transition probabil-
ities. Here, the Gaussian components can be considered
to be modeling the underlying broad phonetic sounds
that characterize a person’s voice. A more-detailed dis-
cussion of how GMMs apply to speaker modeling can
be found in [38.24].

The advantages of using a GMM as the likelihood
function are that it is computationally inexpensive, is
based on a well-understood statistical model, and, for
text-independent tasks, is insensitive to the temporal

aspects of the speech, modeling only the underlying dis-
tribution of acoustic observations from a speaker. The
latter is also a disadvantage in that higher-levels of in-
formation about the speaker conveyed in the temporal
speech signal are not used.

Universal Background Model
We next describe how the GMM described above is used
to build the likelihood ratio detector in (38.2). While the
model for H0,λhyp, is well defined and is estimated using
training speech from S, the model for the alternative
hypothesis, λhyp, is less well defined since it potentially
must represent the entire space of possible alternatives
to the hypothesized speaker. Two main approaches have
been taken for this alternative hypothesis modeling. The
first approach is to use a set of other speaker models to
cover the space of the alternative hypothesis. In various
contexts, this set of other speakers has been called likeli-
hood ratio sets [38.2], cohorts [38.25], and background
speakers [38.23]. Given a set of N background speaker
models {λ1, . . . , λN }, the alternative hypothesis model
is represented by

p(X | λhyp)= F [p(X | λ1), . . . , p(X | λN )],
(38.7)

where F () is some function, such as the average or max-
imum, of the likelihood values from the background
speaker set. The selection, size, and combination of the
background speakers has been the subject of much re-
search. In general, it has been found that to obtain the
best performance with this approach requires the use
of speaker-specific background speaker sets. This can
be a drawback in an applications using a large num-
ber of hypothesized speakers, each requiring their own
background speaker set.

The second major approach to alternative hypothesis
modeling is to pool speech from several speakers and
train a single model. Various terms for this single model
are a general model [38.26], a world model, and a uni-
versal background model [38.27]. Given a collection
of speech samples from a large number of speakers
representative of the population of speakers expected
during recognition, a single model λbkg is trained to
represent the alternative hypothesis. Research on this
approach has focused on selection and composition of
the speakers and speech used to train the single model.
The main advantage of this approach is that a single
speaker-independent model can be trained once for a par-
ticular task and then used for all hypothesized speakers
in that task. It is also possible to use multiple background
models tailored to specific sets of speakers. Overall,
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the use of a single background model [which we will
refer to as the universal background model (UBM)], is
the dominant approach used in text-independent speaker
detection systems.

The UBM is a large GMM trained to represent the
speaker-independent distribution of features. Specifi-
cally, we want to select speech that is reflective of the
expected alternative speech to be encountered during
recognition. This applies to both the type and quality
of speech, as well as the composition of speakers. For
example, in the NIST speaker recognition evaluation
(SRE) single-speaker detection tests, it is known a pri-
ori that the speech comes from local and long-distance
telephone calls, and that male hypothesized speakers
will only be tested against male speech. In this case, we
would train the UBM used for male tests using only male
telephone speech. In the case where there is no prior
knowledge of the gender composition of the alterna-
tive speakers, we would train using gender-independent
speech.

Other than these general guidelines and experimen-
tation, there is no objective measure to determine the
right number of speakers or amount of speech to use in
training a UBM. Empirically, from the NIST SRE we
have observed no performance loss using a UBM trained
with one hour of speech compared to one trained using
six hours of speech. In both cases, the training speech
was extracted from the same speaker population.

Adaptation of Speaker Model
In the GMM UBM system, the speaker model is de-
rived by adapting the parameters of the UBM using
the speaker’s training speech and a form of Bayesian
adaptation [38.28]. This is also known as Bayesian
learning or maximum a posteriori (MAP) estimation.
We use the term Bayesian adaptation since, as ap-
plied to the speaker-independent UBM to estimate
the speaker-dependent model, the operation closely
resembles speaker adaptation used in speech recog-
nition applications. Unlike the standard approach of
maximum-likelihood training of a model for the speaker
independently of the UBM, the basic idea in the adap-
tation approach is to derive the speaker’s model by
updating the well-trained parameters in the UBM via
adaptation. This provides a tighter coupling between the
speaker’s model and UBM, which not only produces
better performance than decoupled models, but as dis-
cussed later in this section, also allows for a fast scoring
technique. Like the EM algorithm, the adaption is a two-
step estimation process. The first step is identical to the
expectation step of the EM algorithm, where estimates

of the sufficient statistics of the speaker’s training data
are computed for each mixture in the UBM. For a GMM
mixture, these are the count, and the first and second mo-
ments required to compute the mixture weight, mean and
variance. Unlike the second step of the EM algorithm,
for adaptation these new sufficient statistic estimates are
then combined with the old sufficient statistics from the
UBM mixture parameters using a data-dependent mix-
ing coefficient. The data-dependent mixing coefficient is
designed so that mixtures with high counts of data from
the speaker rely more on the new sufficient statistics for
final parameter estimation and mixtures with low counts
of data from the speaker rely more on the old sufficient
statistics for final parameter estimation.

While it is possible to adapt all the parameters of the
GMM during speaker model training, it has been widely
shown that speaker detection performance is best when
only the mean parameters are adapted [38.11, 29, 30].
Here, we will focus only on mean adaptation but details
of adapting all parameters can be found in [38.30].

Given a UBM and training vectors from the hypoth-
esized speaker, X = {x1 . . . , xT }, we first determine the
probabilistic alignment of the training vectors into the
UBM mixture components (Fig. 38.2a). That is, for the
mixture i in the UBM, we compute

Pr(i|xt)= wi pi (xt)∑M
j=1 w j p j (xt)

. (38.8)

We then use Pr(i|xt) and xt to compute the sufficient
statistics for the mean parameter,

ni =
T∑

t=1

Pr(i|xt), (38.9)

Ei (x)= 1

ni

T∑
t=1

Pr(i|xt)xt . (38.10)

This is the same as the expectation step in the EM
algorithm.

Lastly, these new sufficient statistics from the train-
ing data are used to update the old UBM sufficient
statistics for the mixture i to create the adapted mean
parameter for the mixture i (Fig. 38.2b):

μ̂i = αi Ei (x)+ (1−αi )μi . (38.11)

The data-dependent adaptation coefficients controlling
the balance between old and new estimates per mixture
are {αi}, defined as

αi = ni

ni +r
. (38.12)
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Fig. 38.2a,b Pictorial example of two steps in adapting a hy-
pothesized speaker model. (a) The training vectors (crosses) are
probabilistically mapped into the UBM mixtures. (b) The adapted
mixture parameters are derived using the statistics of the new data
and the UBM mixture parameters. The adaptation is data dependent,
so UBM mixture parameters are adapted by different amounts

Here r is a fixed relevance factor that controls the amount
of adaption from the UBM (e.g., higher values of r re-
quire more speaker data in a mixture component to adapt
from the prior UBM mean).

The parameter updating as described in (38.11–
38.12) can be derived from the general MAP estimation
equations for a GMM using constraints on the prior
distribution described in [38.28].

Using a data-dependent adaptation coefficient allows
mixture-dependent adaptation of parameters. If a mix-
ture component has a low probabilistic count, ni , of new
data, then αi → 0 causing the de-emphasis of the new
(potentially undertrained) parameters and the emphasis
of the old (better-trained) parameters. For mixture com-
ponents with high probabilistic counts, αi → 1, causing
the use of the new speaker-dependent parameters. The
relevance factor is a way of controlling how much new
data should be observed in a mixture before the new par-
ameters begin replacing the old parameters. Values of r
in the range 8–20 have been shown to work well for
several speaker recognition tasks.

Comparison of published results strongly indicate
that the adaptation approach provides superior perfor-
mance over a decoupled system where the speaker model
is trained independently of the UBM. One possible ex-
planation for the improved performance is that the use
of adapted models in the likelihood ratio is not af-
fected by unseen acoustic events in recognition speech.
Loosely speaking, if one considers the UBM as cov-
ering the space of speaker-independent, broad acoustic
classes of speech sounds, then adaptation is the speaker-
dependent tuning of those acoustic classes observed in
the speaker’s training speech. Mixture parameters for

those acoustic classes not observed in the training speech
are merely copied from the UBM. This means that,
during recognition, data from acoustic classes unseen
in the speaker’s training speech produce approximately
zero log-likelihood ratio values that contribute evidence
neither toward nor against the hypothesized speaker.
Speaker models trained using only the speaker’s train-
ing speech will have low likelihood values for data from
classes not observed in the training data, thus producing
low likelihood ratio values. While this is appropriate for
speech not from the speaker, it clearly can cause incor-
rect values when the unseen data occurs in test speech
from the speaker.

Log-Likelihood Ratio Computation
The log-likelihood ratio for a test sequence of fea-
ture vectors X is computed as Λ(X)= log p(X|λhyp)−
log p(X|λubm). The fact that the hypothesized speaker
model was adapted from the UBM, however, allows
a faster scoring method than merely evaluating the two
GMMs as in (38.6). This fast scoring approach is based
on two observed effects. The first is that, when a large
GMM is evaluated for a feature vector, only a few of the
mixtures contribute significantly to the likelihood value.
This is because the GMM represents a distribution over
a large space but a single vector will be near only a few
components of the GMM. Thus, likelihood values can
be approximated very well using only the top-C best
scoring mixture components.

The second observed effect, is that the components
of the adapted GMM retain a correspondence with the
mixtures of the UBM, so that vectors close to a particular
mixture in the UBM will also be close to the corre-
sponding mixture in the speaker model. Using these two
effects, a fast scoring procedure operates as follows:
for each feature vector, determine the top-C scoring
mixtures in the UBM and compute the UBM likeli-
hood using only these top-C mixtures. Next, score the
vector against only the corresponding C components
in the adapted speaker model to evaluate the speaker’s
likelihood. For a UBM with M mixtures, this requires
only M+C Gaussian computations per feature vec-
tor compared to 2M Gaussian computations for normal
likelihood ratio evaluation. When there are multiple hy-
pothesized speaker models for each test segment, the
savings become even greater. Typical values of C are in
the range 1–5.

GMM Compensation
In addition to compensation techniques applied in the
feature and score domains, there are also many effec-
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tive compensation techniques that can be applied in the
model domain. For GMM-based classifiers, techniques
that treat the undesired variability as a bias to the mean
vectors have been shown to be very promising in im-
proving the robustness of speaker recognition system. If
we stack the means from a GMM into a supervector this
can be written as

m j (s)=m(s)+ c(s), (38.13)

where m j (s) is the supervector from speaker s’s j-th
enrollment session, m(s) is the desired compensated
supervector for speaker s and c(s) is the undesired
variability supervector. The main difference in the com-
pensation techniques is in how they estimate and remove
the variability vector c(s).

In speaker model synthesis (SMS) [38.31], the dif-
ference between bias vectors from a set of predefined
channel types is used to synthetically generate a library
of channel-dependent speaker models so as to allow
matched-channel likelihood ratio scoring during recog-
nition. Feature mapping [38.17], which is applied in the
feature domain, is similar to SMS, but instead of syn-
thetically creating unseen channel-dependent speaker
models, acts to subtract off the channel-dependent biases
in training and testing from the feature vectors directly.

More-recent latent factor analysis (LFA)-based tech-
niques [38.32, 33], model the supervector bias as
a low-dimensional normal bias,

c(s)=Un(s) , (38.14)

where U is the low-rank session loading matrix. The
LFA techniques are aimed specifically at compensation
of session variability and do not require prior channel de-
tectors or parameters. During training, the session bias is
removed from each enrollment session and the session-
independent supervectors are combined to produce the
final speaker model. During recognition, the session
bias for the test utterance is estimated and added to the
speaker model to allow for matched session likelihood
ratio scoring. A feature-space dual of LFA has also been
developed and used successfully [38.34].

38.4.2 Support Vector Machines

A support vector machine (SVM) is a powerful clas-
sifier that has gained considerable popularity in recent
years. An SVM is discriminative – it models the bound-
ary between a speaker and a set of impostors. This
approach contrasts to traditional methods for speaker
recognition which separately model the probability dis-
tributions of the speaker and the general population.

SVMs are based upon the structural risk minimization
principal of Vapnik [38.35].

Two broad approaches using support vector ma-
chines have been proposed in the literature for
speech applications. The first set of methods attempts
to model emission probabilities for hidden Markov
models [38.36–38]. This approach has been moderately
successful in reducing error rates, but suffers from sev-
eral problems. First, large training sets result in long
training times for support vector methods. Second, the
emission probabilities must be approximated [38.39],
since the output of the support vector machine is not
a probability. This approximation is needed to combine
probabilities using the standard frame-independence as-
sumption used in HMM speaker recognition.

A second set of methods is based upon com-
paring speech utterances using sequence kernels.
Rather than model features from individual frames
of speech, these methods instead model the en-
tire sequence of feature vectors. Approaches include
the generalized linear discriminant sequence ker-
nel [38.40], Fisher kernel methods [38.41, 42], n-gram
kernels [38.20], maximum-likelihood linear regression
(MLLR) transform kernels [38.43], and GMM supervec-
tor kernels [38.44]. We focus on these latter methods,
which have been successful in speaker recognition
because of their accuracy and simplicity of implemen-
tation.

Basic SVM Theory
An SVM [38.35] models two classes using sums of
a kernel function K (·, ·),

f (x)=
N∑

i=1

αi ti K (x, xi )+d, (38.15)

where the ti are the ideal outputs,
∑N

i=1 αi ti = 0, and
αi > 0. The vectors xi are support vectors and obtained
from the training set by an optimization process [38.45].
The ideal outputs are either 1 or −1, depending upon
whether the corresponding support vector is in class 0 or
class 1, respectively. For classification, a class decision
is based upon whether the value, f (x), is above or below
a threshold.

The kernel K (·, ·) is constrained to have certain
properties (the Mercer condition), so that K (·, ·) can
be expressed as

K (x, y)= b(x)Tb(y), (38.16)

where b(x) is a mapping from the input space (where
x lives) to a possibly infinite-dimensional expansion
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Fig. 38.3 Support vector machine concept

space. The kernel is required to be positive semidefinite.
The Mercer condition ensures that the margin concept
is valid, and the optimization of the SVM is bounded.

The optimization condition relies upon a maximum
margin concept (Fig. 38.3). For a separable data set, the
system places a hyperplane in a high dimensional space
so that the hyperplane has maximum margin. The data
points from the training set lying on the boundaries (as
indicated by solid lines in the figure) are the support
vectors in (38.15). The focus, then, of the SVM training
process is to model the boundary, as opposed to a trad-
itional GMM UBM, which would model the probability
distributions of the two classes.

Application of Support Vector Machines
to Speaker Recognition

Discriminative training of an SVM for speaker recog-
nition is straightforward, but several basic issues must
be addressed: handling multiclass data, world model-
ing, and sequence comparison. The first two topics are
handled in this section.

Since the SVM is a two-class classifier, we must
recast speaker verification and identification in this
structure. For speaker verification, a target model is
trained for the speaker against a set of example speak-
ers that have characteristics of the impostor population
(Fig. 38.4). The set of example impostors is called
a background set. In the figure, class 0 consists of all
of the target speaker’s utterances, and class 1 consists of
the example impostors in the background set. The back-
ground speaker set is kept the same as we enroll different
target speakers.

Figure 38.4 indicates the basic training strategy for
SVMs using sequence kernels. Each utterance from
a target or background speaker becomes a point in the
SVM expansion space, see (Fig. 38.3). A sequence ker-
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Fig. 38.4 SVM training strategy

nel module for comparing two utterances and producing
a kernel value is implemented. The kernel module is
connected into a standard SVM training tool that then
produces a speaker model.

For speaker identification, a one-versus-all strategy
is used. For a given target speaker, we pool all of the
remaining nontarget speakers into class 1 and then train
a speaker model. This operation is performed for all
models to obtain our set of speaker identification models.

For speaker verification, the support vectors have an
interesting interpretation. If f (x) is an SVM for a target
speaker, then we can write

f (x)=
∑

i∈{i|ti=1}
αi K (x, xi )

−
∑

i∈{i|ti=−1}
αi K (x, xi )+d. (38.17)

The first sum can be interpreted as a per-utterance-
weighted target score. The second sum has many of the
characteristics of a cohort score [38.25] with some sub-
tle differences. First, utterances rather than speakers are
used as cohorts. Second, the weighting on these cohort
utterances is not equal.

The interpretation of the SVM score as a cohort-
normalized score suggests how the world of impostors
should be modeled. Our background should have a rich
speaker set, so that we can always find speakers close
to the target speaker. The speakers in the background
should have similar attributes – language, accent, chan-
nel type, etc. – for best performance. Note that this
interpretation distinguishes the SVM approach from
a universal background model method [38.30], which
tries to model the impostor set with one model.
Other methods for GMMs including cohort normal-
ization [38.25] and T-norm [38.11] are closer to the
SVM method; although, the latter method (T-norm) typ-
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ically uses a fixed set of cohorts rather than picking out
individual speakers.

Sequence Kernels for Speaker Recognition –
General Structure

To apply an SVM, f (x), to a speaker recognition appli-
cation, we need a method for calculating kernel values
from speech inputs. For recognition, a way is needed for
taking a sequence of input feature vectors from an ut-
terance, {xi}, and computing the SVM output, f ({xi}).
Typically, each vector xi would be the cepstral coeffi-
cients and deltas for a given frame of speech. One way
of handling this situation is to assume that the kernel,
K (·, ·), in the SVM (38.15) takes sequences as inputs,
i. e., we can calculate K ({xi}, {y j}) for two input se-
quences {xi} and {y j}. This is called a sequence kernel
method.

A challenge in applying the sequence kernel method
is deriving a function for comparing sequences. A func-
tion is needed that, given two utterances, produces
a measure of similarity of the speakers or languages.
Also, a method that is efficient computationally is
needed, since we will be performing many kernel in-
ner products during training and scoring. Finally, the
kernel must satisfy the Mercer condition.

One idea for constructing a sequence kernel is il-
lustrated in Fig. 38.5. The basic approach is to compare
two speech utterances, utt 1 and utt 2 by training a model
on one utterance and then scoring the resulting model
on another utterance. This process produces a value that
measures the similarity between the two utterances. Two
questions that follow from this approach are:

1. Can the train/test process be computed efficiently?
2. Is the resulting comparison a kernel (i. e., does it

satisfy the Mercer condition)?

The answer to both of these questions is yes if the
appropriate classifier is chosen – see next section.

Another idea for constructing sequence kernels is
shown in Fig. 38.6. In this setup, a base model is adapted
to obtain probability distributions which represent the ut-
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Fig. 38.5 General train/test sequence kernel
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Fig. 38.6 Generative model sequence kernel

terances. A model comparison algorithm is then applied
to get a measure of similarity. This approach has the use-
ful property that it is naturally symmetric as long as the
comparison calculation is symmetric.

Sequence Kernels for Speaker Recognition –
Specific Examples

For the train/test kernel shown in Fig. 38.5, a typical ap-
proach is the generalized linear discriminant sequence
(GLDS) kernel [38.40]. In this method, the classifier is
taken to be a polynomial discriminant function consist-
ing of the monomials up to a certain degree; e.g., for two
features, x1 and x2, and degree 2 the monomials are,

b(x)= (
1, x1, x2, x2

1, x1x2, x2
2

)T
. (38.18)

Suppose we have two sequences of feature vectors, {xi}
and {y j}. If a polynomial discriminant is trained using
mean-squared error, then the resulting kernel is given by

K ({xi}, {y j})= b̄T
x R̄−1b̄y. (38.19)

In (38.19),

b̄x = 1

Nx

∑
i

b(xi ) , (38.20)

i. e., b̄x is the average expansion over all frames. The
quantity b̄y is defined similarly for the sequence, {y j}.
The matrix, R̄ is the correlation matrix of a background
data set; typically, it is approximated with only diagonal
terms. For details on the derivation of these equations,
refer to [38.40].

An interesting generalization of the GLDS kernel
is to replace the polynomial expansion by a general
kernel using the kernel trick [38.46]. This idea leads
to a method of transforming frame-level kernels into
sequence kernels.

The GLDS kernel in (38.19) has the properties ex-
pected for a sequence kernel. The kernel is a single
value from a sequence of vectors, symmetric, and pos-
itive definite. An interesting property of the kernel is
that the kernel itself is a classifier. In a certain sense, the
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SVM method acts as a method of strengthening a weaker
classifier.

For the generative model sequence kernel, several
methods have been proposed. Current methods are based
upon adapting from a GMM or HMM base model.
In [38.47], GMMs are adapted to the utterances, and
an exponentiated Kullbach Leibler (KL) divergence is
used to compare the utterances. In [38.43], adaptation
of an HMM from a speech-to-text system is performed
using maximum-likelihood linear regression (MLLR).
The MLLR adaptation parameters are then compared
with a weighted linear inner product. In [38.44], the
adaptation is performed via MAP adaptation of a GMM.
In this GMM supervector (GSV) system, the GMMs are
compared using either an approximation to the KL di-
vergence or an integral inner product. Finally [38.42]
also fits loosely into this structure. A GMM model is
trained from all utterance data. Then, the comparison
is performed using both the base model and the target
model via a modified Fisher kernel method [38.42, 48].

Nuisance Attribute Projection (NAP)
As with the GMM, compensations with SVM clas-
sifiers can also be applied directly in the model
domain. The SVM nuisance attribute projection (NAP)
method [38.49] works by removing subspaces that cause
variability in the kernel. NAP constructs a new kernel,

K ({xi}, {y j})=
[
Pb̄x

]T[
Pb̄y

]
= b̄T

x Pb̄y

= b̄T
x (I −vvT)b̄y, (38.21)

where P is a projection (P2 = P), v is the direction
being removed from the SVM expansion space, b(·) is
the SVM expansion, and ‖v‖2 = 1. The design criterion
for P and correspondingly v is

v∗ = argmin
v,‖v‖2=1

∑
i, j

Wi, j
∥∥Pb̄z,i − Pb̄z, j

∥∥2
2 , (38.22)

where b̄z,i is the average expansion (38.20) of the i-th
sequence in a background data set. Here, Wi, j can be
selected in several different ways. If we have channel
nuisance variables (e.g., electret, carbon button, cell)
and a labeled background set, then we can pick Wi, j = 0
when the channels of b̄z,i and b̄z, j are the same, and
Wi, j = 1 otherwise. Another criterion is to design the
projection based on session variability. In this case, we
pick Wi, j = 1 if b̄z,i and b̄z, j correspond to the same
speaker, and Wi, j = 0 otherwise. The idea in both cases
is to reduce variability in the SVM kernel distance with

respect to nuisances – channel or session. See [38.44] for
more details and the relationship to LFA compensation
for GMMs.

Note that, while NAP is described above in the con-
text of spectral based features, it can also be applied
when using high-level token features described in the
next section.

38.4.3 High-Level Feature Classifiers

In this section, we consider methods for modeling
a token stream as shown in Fig. 38.7. Two standard
approaches have emerged – log-likelihood ratio and
support vector machine methods.

Log-Likelihood Ratio Classifier
A token sequence can be modeled using a standard
bag of n-grams approach [38.21, 50]. For a token
sequence, n-grams are produced by the standard trans-
formation of the token stream; e.g., for bigrams, the
sequence of symbols from a conversation t1, t2, . . . , tn
is transformed to the sequence of bigrams of symbols
t1_t2, t2_t3 . . . tn−1_tn . Probabilities of n-grams are then
found with n fixed. That is, suppose unigrams and
bigrams of symbols are considered, and the unique
unigrams and bigrams of the corpus are designated
d1 . . . dM and d1_d1, . . . , dM_dM , respectively; then
calculate probabilities

p(di )= #(tk = di )∑
l #(tk = dl)

,

p(di_d j )= #(tk_tk+1 = di_d j )∑
l,m #(tk_tk+1 = dl_dm)

, (38.23)
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Fig. 38.7 High-level speaker recognition: basic setup
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Text-Independent Speaker Recognition 38.4 Classifiers 775

where #(tk = di ) indicates the number of symbols in the
conversation equal to di , and an analogous definition is
used for bigrams.

For simplicity, suppose that we have two utterances
from two speakers, spk1 and spk2. Further suppose that
the sequence of n-grams (for fixed n) in each conversa-
tion is t1,t2 . . . tn and u1, u2 . . . um respectively. Denote
the unique set of n-grams in the corpus as d1, . . . , dM .
A model can be built based upon the conversations for
each speaker consisting of the probability of n-grams,
p(di |spk j ). The average log-likelihood ratio of the first
conversation is computed as,

score= 1

n

n∑
i=1

log

(
p(ti |spk2)

p(ti |bkg)

)

=
M∑

j=1

#(ti = d j )

n
log

(
p(d j |spk2)

p(d j |bkg)

)

=
M∑

j=1

p(d j |spk1) log

(
p(d j |spk2)

p(d j |bkg)

)
, (38.24)

where p(d j |bkg) is the probability of an n-gram in some
large background data set. This scoring (38.24) can be
easily generalized to multiple utterances per speaker; we
just estimate the probabilities p(d j |spki ) from a larger
data set. Further details on this scoring method can be
found in [38.21, 50].

SVM-Based Scoring
The score (38.24) can be transformed into a sequence
kernel via a simple linearization; using log(x)≈ x−1
(the Taylor series expansion around x = 1), gives

score≈
M∑

j=1

p(d j |spk1)
p(d j |spk2)

p(d j |bkg)
−1

=
M∑

j=1

p(d j |spk1)√
p(d j |bkg)

p(d j |spk2)√
p(d j |bkg)

−1. (38.25)

Once we have a sequence kernel, an SVM is trained
in the same manner as the spectral-based SVMs in
Fig. 38.4.

In analogy with the information retrieval litera-
ture [38.51], the result in (38.25) can be expressed in
vector form. First, a vector v is constructed describing
the conversation

vi =

⎡
⎢⎢⎣

p(d1|spki )
...

p(dM |spki )

⎤
⎥⎥⎦ . (38.26)

In general, the vector v will be sparse since the conver-
sation will not contain all potential unigrams, bigrams,
etc. The entries of v are then weighted with a diagonal
matrix, D, with entries D j, j = 1/

√
p(d j |bkg). The final

kernel is an inner product,

K (tn
1 , um

1 )= (Dv1)T(Dv2)T. (38.27)

The kernel (38.25) is referred to as the term frequency
log-likelihood ratio (TFLLR) kernel [38.20].

The kernel in (38.25) can be generalized in a straight-
forward way by analyzing its components. In (38.25),
the background weighting term, 1/p(d j |bkg), acts as
a commonality normalization. That is, the resulting ra-
tios in the vector (38.26) are approximately on the same
scale. This normalization can be excessive if the prob-
ability estimate p(d j |bkg) is small because n-gram is
infrequent. To trade off between these extremes, it is
natural to use a diagonal weight of the form

D j, j =min

[
C j , g j

(
1

p(d j |bkg)

)]
, (38.28)

where g j (·) is a function which shrinks the dynamic
range.

The general token sequence kernel obtained by
combining (38.27) and (38.28) encompasses several
useful weighting types. Setting g j (x)=√x, TFLLR
kernel is obtained. Second, similar to term frequency
inverse document frequency (TFIDF) in information
retrieval [38.51], we can use g j(x) = log(x)+1; we
refer to this weighting as a term frequency logarithmic
(TFLOG) kernel. Third, an extreme case for (38.28) is
to set C j = 1. This results in weighting all terms equally,
D j, j = 1 for all j. Fourth, we note that both C j and the
function g j are dependent on j. This variable weighting
may make sense if we have some idea of the confidence
of our estimates in the probabilities of n-grams in the
background data set.

38.4.4 System Fusion

The fusion of outputs from systems modeling low-
and high-level speaker information [38.19] as well as
generative- and discriminative-based classifiers [38.52]
have demonstrated large accuracy improvements over
the constituent input systems. If the recognizers do not
behave uniformly (i. e., their errors are not completely
correlated) then combining the scores may make it pos-
sible to exploit complementary information that exists
in the scores.

Fusion is yet another classifier that is trained on fea-
ture vectors consisting of scores from the input systems.
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Ideally, a fusion classifier would be trained for each
speaker, but in practice there is often limited enrollment
speech per speaker that is best utilized for training the
speaker model. So speaker recognition fusion systems
are typically trained in a speaker-independent fashion to
optimize classification of input scores as coming from
the detector hypothesis H0 (true trial) or H1 (false trial).
Vectors of system scores are computed on a development
data set consisting of true and false trials from a large
population of development speaker models, aggregated,
and used to train a fusion classifier.

Many different fusion classifiers have been used.
At the simplest level, the fusion consists of a linear
combination of the system scores. The weights used
in the combination can be equal, if it is assumed that
each system contributes equally to overall performance
and have common numeric bias and scale ranges. The
weights are usually empirically adjusted on the de-
velopment data set to minimize the detection error
rate.

Another common and successful fusion classifier is
a simple logistic regression or single-layer perceptron.
This classifier is similar to the linear combination, but
has a sigmoid compression function applied to the linear
combination. The weights are trained using a minimum
mean-squared error criteria for the target values of 0
and 1 via a form of gradient descent [38.53] on the de-

velopment data. A benefit of this type of fusion classifier
is that the fusion scores are often reasonable posterior
probabilities estimates that can be used as confidence
values.

Fusion classifiers can also use information in ad-
dition to the system scores. For example, indicators of
training and/or testing data conditions, such as speech
durations, spoken language or signal-to-noise measures,
can be used for explicit or implicit fusion guidance.
Explicit guidance is when the indicator information is
used to train and apply conditional fusion classifiers,
such as fusion classifiers trained on scores from speaker
models trained with specific durations of enrollment
speech or for speech coming from particular languages.
Conditional fusion classifiers can use different system
scores, for example high-level system scores depend-
ing on an English speech recognizer may be excluded
when the train and/or test speech is known to not be
spoken in English. Implicit guidance is when the ex-
ternal information is used as another element with the
system scores in the fusion vector. This approach relies
on the fusion classifier to learn correlations of external
measures with system scores to optimize accuracy. Im-
plicit guidance is often inferior to explicit guidance since
the fusion classifiers do not have enough complexity or
enough training data to learn and represent the desired
conditions.

38.5 Performance Assessment

The speaker recognition approaches described in this
chapter have been subject to extensive development,
and this section describes their evaluation under con-
ditions that follow protocols established by the US
National Institute of Standards and Technology (NIST).
Since 1995, NIST has coordinated several evalua-
tions with the goal of assessing the existing state of
the art in speaker recognition technology. The most
recent speaker recognition evaluation (SRE 2006) pro-
tocol will form the basis of the performance results
presented in this section. A description of the 2006
NIST speaker recognition evaluation plan can be found
in [38.54].

38.5.1 Task and Corpus

The task in the NIST SRE is the basic speaker de-
tection task described in Sect. 38.2: determine if the
speaker in the training speech is the same as the speaker

in the test speech. This task is evaluated for various
conditions of amount of training speech, amount of
test speech, recording source (telephone or auxiliary
microphones), and presence of other speakers in the
speech. In all there were 15 conditions in the 2006
SRE. More details of these conditions can be found
in [38.55].

The data comes from the Mixer telephone speech
corpus collected by the Linguistic Data Consortium
(LDC) [38.56] which consists of thousands of telephone
conversations between hundreds of speakers within the
US. The speakers cover a distribution of age, gender,
location, and native languages. The participants in a tele-
phone call are given general topics to discuss, but the
conversations are unscripted and about five minutes in
duration. Participants were encouraged to make many
calls to the system over several weeks and to use var-
ied telephone instruments and locations to provide large
session and handset variability in the data. Participants
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Text-Independent Speaker Recognition 38.5 Performance Assessment 777

that have a common native non-English language are
also instructed to conduct conversations in their native
language.

For results presented here we focus on the one and
eight conversation-side train and one conversation-side
test telephone speech conditions. Each conversation-
side provides nominally 2.5 minutes of speech. To
induce mismatch, training data for a speaker comes
from a single telephone number and the test speech
comes from a different telephone number. Results
from other conditions can be found in [38.55,
57].

Performance is shown in terms of equal er-
ror rate (EER), minimum decision cost function
(minDCF) [38.54] and detection error tradeoff (DET)
curves [38.58]. The minDCF is defined as

minDCF=min
θ

0.1Pmiss(θ)+0.99Pfa(θ), (38.29)

where Pmiss(θ) and Pfa(θ) are the probability of miss and
false alarm, respectively, at the detection threshold θ.

38.5.2 Systems

Below are some speaker detection systems evaluated on
the 2006 SRE that exemplify the features and classifiers
detailed in this chapter. More details and other system
used in the 2006 SRE can be found in [38.59].

GMM UBM
Features. Mel cepstra plus delta cepstra
Classifier. 2048 mixture GMM UBM
Compensations. RASTA and mean/variance normaliza-
tion in feature domain, LFA in model domain, Z-norm,
and T-norm in score domain

SVM-GLDS
Features. Mel cepstra and LPC cepstra plus delta cep-
stra
Classifier. SVM with GLDS kernel
Compensations. RASTA and mean/variance normaliza-
tion in feature domain, NAP in model domain, T-norm
in score domain

SVM-GSV
Features. Mel cepstra plus delta cepstra
Classifier. SVM with generative model sequence kernel
using GMM UBM mean supervectors
Compensations. NAP in model domain, T-norm in score
domain

LLR-WORD
Features. Speech recognition system word sequences
from word lattices
Classifier. n-gram log-likelihood ratio
Compensations. Z-norm and T-norm in score domain

SVM-WORD
Features. Speech recognition system word sequences
from word lattices
Classifier. SVM TFLOG kernel using n-gram vectors
Compensations. None

38.5.3 Results

In Fig. 38.8, we show performance for the one conversa-
tion train and one conversation test condition in terms of
minDCF and EER for the above individual systems, fu-
sion of all systems and fusion of the spectral-based sys-
tems only (GMM-UBM, SVM-GLDS, and SVM-GSV).
Figure 38.9 shows the same for the eight conversation
train and one conversation test condition. Results for
both figures use all trials from the train/test condition
(e.g., both English and non-English conversations).

These results demonstrate some general observa-
tions about the various speaker recognition systems.
First, we see that the spectral based systems have compa-
rable performance to each other and significantly better
performance than systems using word-based tokens. We
also see that increased training data improves perfor-
mance for all systems. For word-token-based systems
this gain is attributable to increased instances of sparse
speaker-dependent idiolect events. The improvement in
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Fig. 38.8 Performance in terms of minDCF and EER for one con-
versation train and one conversation test for low-level, high-level,
and fusion systems
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Fig. 38.9 Performance in terms of minDCF and EER for eight con-
versation trains and one conversation test for low-level, high-level,
and fusion systems

spectral based systems is primarily due to observing
more session variability of the speaker’s speech. Lastly
we observe that system fusion provides further gains in
performance. This gain is seen when fusing only spec-
tral based systems as well as when fusing spectral and
word-token-based system. The extra gain from fusing in
the word-token-based systems is virtually zero for the
one conversation train condition and about 16% relative
at EER for the eight conversation train condition.

While not shown, the results when restricting the
trials to English-only conversations are only slightly
better than using all trials. On average the EER is de-
creased by about 0.75%. An analysis of cross-lingual
train/test condition indicates that spectral-based speaker
recognition systems are relatively robust to the spoken
language. High-level system that depend on matching
the input language to the language of the speech recog-
nizer are much more susceptible to degradations under
cross-lingual conditions.
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Fig. 38.10 MinDCF versus real-time factor for eight con-
versation trains and one conversation test for low-level,
high-level, and fusion systems

38.5.4 Computational Considerations

Although the focus of the discussion of speaker recog-
nition systems has been performance, any practical
implementation of such a system needs to account for
computational complexity. A tradeoff plot of minDCF
versus real-time processing factor for the above systems
is shown in Fig. 38.10. The real-time processing factor is
the multiple of input speech duration a system requires
to produce a speaker detection score. (e.g., 2xRT means
a 1 minute of speech requires 2 minutes of processing
time. Real-time factors were computed using common
input and CPU.) As exemplified here, since high-level
systems often rely on the output of a speech recogni-
tion system, there is a significant computational cost
for the incremental gains in fusing high-level systems
with low-level systems. However, in applications where
a speech recognition system is already being used for
other purposes, reusing the output for high-level speaker
recognition systems may be practical.

38.6 Summary

This chapter has presented a variety of methods for
implementing automatic text-independent speaker veri-
fication systems. The speaker verification problem was
cast as a general likelihood ratio detection task where
features conveying speaker information from low-level
spectral information to high-level word sequences are
extracted and compared to models of speaker-dependent
and general speaker-independent characteristics. Two of
the most widely used classifiers, the generative GMM-

UBM and the discriminative SVM, were presented as
methods for performing the model generation and like-
lihood ratio comparison. To handle degradations due
to channel and session variability compensation tech-
niques in the feature, model, and score domains were
discussed. Finally results from the 2006 NIST speaker
recognition evaluation showed the relative performance
of systems built using low- and high-level features with
generative and discriminative classifiers and well as
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Text-Independent Speaker Recognition References 779

fusions of these systems. Overall performance trends
indicate that text-independent speaker verification on
conversational telephone speech has shown significant
improvement over years of research with state-of-the-art
systems producing EERs below 2%. For the latest ad-
vances in the field of automatic language recognition,

the reader is referred to the most recent proceedings
of the International Conference on Acoustics, Speech,
and Signal Processing (ICASSP), the Odyssey Speaker
and Language Recognition Workshop, and the Inter-
national Conference on Spoken Language Processing
(Interspeech – ICSLP).
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Principles of39. Principles of Spoken Language Recognition

C.-H. Lee

In this introductory chapter to Part G of this Hand-
book on spoken language recognition, we provide
a brief overview of the principles of state-of-
the-art language recognition approaches, and
a general discriminative training framework to
improve the performance and robustness of lan-
guage recognition systems. It is followed by three
chapters. The first of these addresses issues re-
lated to spoken language characterization in which
knowledge sources can be utilized to distinguish
one language from another. The second chap-
ter deals with language identification based on
phone recognition followed by language modeling
using either spectral or token-based approaches.
The third chapter presents vector-space char-
acterization approaches to converting speech
utterances into spoken document vectors for mod-
eling and classification. With recent progress in
speech processing, machine learning, and text
categorization, we expect significant technology
advances in spoken language recognition in the
years to come.

This chapter is organized as follows. Sec-
tion 39.2 briefly describes the principle of spoken
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language recognition. Sections 39.3 and 39.4 for-
mulate the popular parallel phone recognition
followed by language modeling (P-PRLM) and
vector-space characterization (VSC) approaches to
spoken language identification. In Sect. 39.5 we
extend these formulations to spoken language
verification. Finally a general discriminative train-
ing framework for non-support vector machine
(non-SVM) classifiers is presented in Sect. 39.6,
followed by a brief summary in Sect. 39.7.

39.1 Spoken Language

A spoken language can be identified using informa-
tion from a number of sources. When human beings
are constantly exposed to a language without being
given any linguistic knowledge, they learn to discrim-
inate subtle differences by perceiving speech cues in
the specific languages. Nonetheless lexical knowledge
is usually the main source of information for human
listeners, especially when the languages to be distin-
guished are similar. For automatic spoken language
recognition by machines, state-of-the-art systems of-
ten consider unknown utterances as a concatenation of
signal patterns, and probabilistic modeling and classifi-
cation techniques are then adopted to characterize these
patterns and their corresponding language identities. Al-
though lexical models are not explicitly utilized, models

of phones in a subset of languages are often used to
decode speech for further processing. Most human lis-
teners are usually constrained by their surroundings from
effectively learning a large number of languages. On the
other hand machines are equipped to take in virtually an
unlimited amount of speech and text. It is interesting to
note that advanced machines therefore have the poten-
tial to surpass human performance in spoken language
recognition.

With a coordinated effort between government
funding agencies and technical communities for data
collection and benchmark performance evaluation, the
current availability of large collections of speech exam-
ples from a selected set of languages, easy access to
fast and affordable computing equipment, and recent
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advances in speech modeling and machine learning,
many new algorithms have recently been explored in
this area. We are now witnessing rapid progress in
the area of spoken language modeling and recognition
technologies.

In this introductory chapter to Part G of this Hand-
book on spoken language recognition, we provide a brief
discussion of the principles of state-of-the-art language
recognition approaches. It is then followed by three more
chapters. The first addresses issues of spoken language
characterization, in which knowledge sources that can
be utilized to distinguish one language from another are
presented. Contrasts between human and machine lan-
guage recognition are made to highlight that language
cues perceived by human listeners can be incorporated
into current technologies to improve machine capabil-
ities. It is also noted that there are a few orders of
magnitude more languages and dialects in existence than
current systems are equipped to handle. Many of these
languages are rare and extensive data collection to con-
struct recognizers for these languages can be prohibitive.
Some of today’s prevailing technologies may have to be
modified to alleviate these limitations. New paradigms
may also have to be established to examine the lan-
guage recognition problem from a completely different
perspective.

The two other chapters in this part of the Hand-
book describe prevailing trends in current language
recognition system design. The first attempts to divide
language recognition approaches into two broad cate-
gories. The first method is spectral-based methods, in
which each spoken utterance or segment is represented
by a sequence of feature vectors that are often short-
time spectral representation of speech frames. This is
similar to what is typically done in the front-end feature-
extraction module of an automatic speech recognition
(ASR) [39.1] system. These spectral vectors are as-
sumed to be generated from different source languages,
and therefore have different characteristics. A collec-
tion of models, one for each language to be considered,
can then be built with labeled spectral vector exam-
ples collected from all the languages. These models
can be probabilistic, such as a Gaussian mixture model

(GMM) [39.2], or vector based, such as a support vector
machine (SVM) [39.3]. It can be seen that this spectral-
based framework is purely acoustic, while no linguistic
information, such as phones or words, is used. The sec-
ond method is called the token-based approach, in which
an intermediate set of speech units, also referred to as
tokens, is used to represent speech. An utterance is first
decoded and segmented into a sequence of such tokens.
These token streams are then used to extract features,
designing classifiers, and performing spoken language
classification.

The last chapter in this part of the Handbook repre-
sents a new vector-space characterization (VSC) [39.4]
approach to language recognition in which an utterance
is considered as a spoken document. A term-document
matrix representation of all utterances in a training set
can then be established for indexing and retrieval pur-
poses. The terms here can refer to acoustic words (AWs),
which are sequences of acoustic letters (alphabets), or
fundamental sound units, and the vector elements are
often co-occurrence statistics describing the frequencies
of AWs in each spoken utterance. Language recognition
with an unknown spoken query can then be treated as
a document-retrieval problem similar to that which is
commonly faced in the information retrieval (IR) [39.5]
community. It can also be cast as a text categorization
(TC) [39.6, 7] problem in which all training documents
are used to build text categorizers, or topic classifiers,
one for each language to be considered. In so doing lan-
guage recognition can be accomplished by comparing
the unknown spoken query vector with each of the lan-
guage classifiers to make a recognition decision. This
vector-based modeling framework allows one to rep-
resent speech utterances with a very high-dimension
document vector, sometime in the tens of thousands,
so that many of the feature extraction and classifier
learning algorithms currently available in the IR and TC
literatures can be easily adopted for spoken language
recognition. New language cues can also be exploited
and incorporated into the spoken document vectors,
along the same lines as a recently proposed automatic
speech attribute transcription (ASAT) [39.8] paradigm
for ASR, to improve system performance.

39.2 Language Recognition Principles

Automatic spoken language identification (LID) is a pro-
cess of determining the language spoken in a speech
sample. LID technology is needed in many applica-

tions such as multilingual conversational systems [39.9],
spoken language translation [39.10], multilingual
speech recognition [39.11], and spoken document re-
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trieval [39.12]. It is also a topic of great importance in
the areas of intelligence and security, where the language
identities of recorded messages and archived materials
need to be established before any information can be ex-
tracted from them. In the past few decades, researchers
have explored many speech and language knowl-
edge sources, including articulatory parameters [39.13],
acoustic features [39.14], prosody [39.15,16], phonotac-
tic [39.17,18], and lexical knowledge [39.19]. Recently,
investigators have reported promising results using
shifted-delta-cepstral acoustic features [39.20]. From
the perspective of human language recognition, humans
constantly exposed to a language without being given
any linguistic knowledge learn to determine the identity
of the language by detecting some distinct speech cues in
the specific language. For example, an English-speaking
listener can often appreciate the tonal nature of Mandarin
Chinese. It is also noted in human perceptual experi-
ments that listeners with a multilingual background often
perform better than monolingual listeners in identifying
unfamiliar languages [39.21]. These reasons motivate us
to explore useful speech attributes in languages, along
the same lines as a recently proposed ASAT paradigm
for automatic speech recognition (ASR) [39.8]. Other
useful speech and language features, such as prosodic
and syllabic content, can also be incorporated into this
feature vector.

In a typical pattern recognition setting, one must
evaluate the a posterior probability, P(λl|X), of the l-th
language to be considered with a model λl given an un-
known utterance X. To make a decision, the language
that yields the maximum P(λl|X) is usually identified as
the target language. Many algorithms developed in au-
tomatic speech and speaker recognition [39.22, 23] can
be adopted and extended to language recognition. Re-
cent advances in acoustic and language modeling [39.24]
have also contributed to progress in language recogni-
tion.

Taking advantage of recent advances in continu-
ous speech recognition with hidden Markov models
HMMs [39.25], probabilistic approaches [39.26–29]
have been developed by exploiting techniques in acous-
tic phone modeling and n-gram language modeling.
These characterize a spoken language using probabil-
ity distributions of spectral features in the form of
linguistically defined symbols, such as phones and
syllable-like units [39.17, 30], where phone models
are used to decode speech utterances into sequences
of such fundamental symbols. An interpolated phone-
based n-gram language model is then constructed for
each language, and to derive phonotactic scores. Such

an example is parallel phone recognition followed by
language modeling (P-PRLM) [39.18], which uses mul-
tiple single-language phone recognizers as a front end
and language-dependent language models as the back
end. The phonotactic approach has been shown to
provide superior performance on NIST language recog-
nition evaluation (LRE) tasks [39.27]. It is generally
agreed that the fusion of multiple phonotactic features
improves performance. For example, the P-PRLM ap-
proach derives multiple sets of phonotactic features.
Others have found that multiresolution phonotactic
analysis, such as phone unigram, bigram, and tri-
gram approaches, complement each other [39.17, 31,
32].

A key question here is whether a phone definition
is needed to represent fundamental speech units. If we
can tokenize speech with a manageable set of spoken
letters and develop models to decode spoken utterances
into sequences of these acoustic units, it is clear that the
statistics of these spoken letters and their co-occurrences
can be used to discriminate one spoken language from
another. Although common sounds are shared consid-
erably across spoken languages, the statistics of these
sounds, such as phone n-grams, can differ considerably
from one language to another. An interesting general-
ization through acoustic units is to represent any spoken
utterance (also referred to as a spoken document when
presented in the form of spoken letters) with a high-
dimensional feature vector, where each element carries
sound co-occurrence statistics. This is similar to a latent
semantic indexing (LSI) vector representation [39.33]
of text documents, which is commonly used in infor-
mation retrieval (IR) systems [39.5]. Such statistics are
considered to be salient features for indexing and re-
trieving documents. We call this paradigm vector-space
characterization of speech [39.4].

To develop a universal set of fundamental speech
units to cover the acoustic characterization of all spo-
ken languages we relax the notion of language-specific
phonetic definitions. To relate this universal unit set
to language discrimination, it is well known that the
entropy of English can be effectively reduced when
high-order statistics of letters are computed [39.34]. For
example, of the 26 English letters plus the space char-
acter, a few of them, such as n, s, and t, occur more
often in text than others, such as x and q. By incorpo-
rating this first-order statistics, or unigram, the entropy
of English text can easily be reduced from 4.76 to 4.03
bits. When letter bigrams and trigrams are added, the en-
tropy is further reduced. This set of statistics can be used
to discriminate among languages already decoded, even
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if no extra dictionary information is explicitly utilized.
The same notion can be extended to spoken language
identification. This is sometimes referred to as a bag-
of-sound representation [39.26], in analogous to the
bag-of-words representation of text documents used in
IR. Just as in P-PRLM multiple bags of sound can also
be used [39.35].

A model corresponding to the acoustic letters ap-
proach mentioned above is called an acoustic segment
model (ASMs) [39.36] and can be used to decode spo-
ken utterances into strings of such units. HMMs [39.25]
are often used to model the collection of ASMs,
which can be established in a bottom-up unsuper-

vised manner. ASMs have been used to construct an
acoustic lexicon for isolated word recognition with
high accuracy [39.36]. Acoustic words (AWs) can
now be formed by grouping adjacent acoustic let-
ters, and serve as a basis to build feature vectors
for spoken documents and build language classifiers.
Therefore, automatic language classification can be for-
mulated as a text categorization (TC) [39.6] problem
based on LSI-derived feature vectors and discrimina-
tive classifier design [39.37]. Many existing feature
representation and machine learning techniques widely
available in the IR and TC literature can now be
adopted.

39.3 Phone Recognition Followed by Language Modeling (PRLM)
Consider a speech utterance X to be represented by a se-
quence vectors of length τ , O = {o1, . . . , oi , . . . , oτ },
in which oi is a feature vector extracted from X at time i.
We can express the a posteriori probability of language
l using Bayes theorem, as follows:

P(l|O)= P(O|l) P(l)

P(O)
, (39.1)

where P(l) and P(O) are prior probabilities of observing
language l and vector sequence O, respectively. Without
loss of generality we can assume P(l) to be equal for
all languages. The language-independent term, P(O),
usually does not affect our decision rules. They will be
dropped hereafter in this chapter. Now we can apply the
maximum a posteriori (MAP) decision rule for LID as:

l̂ = arg max
l

P(l|O)= arg max
l

P(O|λl) , (39.2)

where λl is an model for the l-th language. Here the
model λl can be any reasonable characterization of the
feature vectors. A straightforward choice is to consider
all such vectors to be generated from a language-specific
density, and a GMM can then be used to model the
source. This is exactly the same formulation as in GMM-
based text-independent speaker identification [39.38].
This approach is purely frame based, and no segmental
information is used. SVMs [39.39] have been used to
design both high-performance GMM-based speaker and
language recognition systems [39.2, 3, 40].

If we fold in some fundamental speech units, and as-
sociate a given utterance with a sequence of such units
then more-detailed models can be incorporated. For ex-
ample, if we have a set of phone HMMs λAM

l and a set

of phone language models λLM
l trained with speech data

with implied phone sequence labels from language l,
then we have

l̂ = arg max
l

∑
∀q

P
(
O|q, λAM

l

)
P
(
q|λLM

l

)
, (39.3)

where q is a candidate phone sequence. In many cases
the sum in (39.3) is approximated by finding the most
dominant phone sequence q̂l with the l-th phone model
λAM

l using Viterbi decoding,

q̂l = arg max
∀q

P
(
O|q, λAM

l

)
, (39.4)

and solving for the following:

l̂ ≈ arg max
l

[
P
(
O|q̂l, λ

AM
l

)
P
(
q̂l|λLM

l

)]
. (39.5)

This is known as the phone recognition followed by
language modeling (PRLM) approach to LID. Since ob-
taining high-accuracy phone and language models for
each individual language under consideration is not al-
ways possible, one can consider training a single set
of phone models to cover all languages and use it to
decode all spoken utterances. Although the decoding
performance for sounds not properly modeled by this
model set is usually not good, we can still get reason-
able performance by dropping the dependency on l for
the acoustic score term and the phone sequence. Now
(39.5) is solved by:

l̂ ≈ arg max
l

P
(
q̂|λLM

l

)
. (39.6)

It is interesting to note that phone models are used
only for decoding, and not for scoring when deter-
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mining the identified language. We can also expand
the phone model collection to include multiple sets
of models, each trained by speech examples from
a subset of languages. Now the set of F phone mod-
els, {λAM

1 , . . . , λAM
f , . . . , λAM

F }, are all used to decode
a given spoken utterance, resulting in a set of F phone
sequences, Q = {q1, . . . , q f , . . . , qF}. Furthermore for

the l-th language, we can train F sets of phone language
models, {λLM

l,1 , . . . , λ
LM
l, f , . . . , λ

LM
l,F }, to compute F lan-

guage-specific scores, {P(q f |λLM
l, f ), f = 1, . . . , F}.

These scores can then be combined to make language
classification decisions. This the basic idea behind par-
allel PRLM (P-PRLM) [39.18], which is by far the most
successful approach to LID.

39.4 Vector-Space Characterization (VSC)
Vector-space modeling has become a standard tool
in IR systems since its introduction several decades
ago [39.5]. It uses a vector to represent a text document
or a query. It has also been applied to text catego-
rization [39.41] in which training vectors are used to
design a collection of topic classifiers. A vector-based
TC approach to LID has been proposed recently [39.37].

Suppose that an utterance X, represented by a se-
quence of speech feature vectors O, is decoded or
tokenized, into a spoken document, d(X), consisting of
a series of I acoustic units, d(X)= {t1 . . . , ti . . . , tI },
where each unit is drawn from a universal inventory,
U = {u1, . . . , u j , . . . u J }, of J acoustic letters shared
by all the spoken languages to be considered, such
that ti ∈U . We are then able to establish a collection
of acoustic words by grouping units occurring con-
secutively to obtain a vocabulary of M distinct words,
W = {w1, . . . , wm, . . . wM}, such that each wm can be
a single-letter word like (u j ), a double-letter word like
(u juk), a triple-letter word like (u jukul), and so on. Usu-
ally the vocabulary size, M, is equal to the total number
of n-gram patterns needed to form words, e.g., M = J+
J × J+ J × J × J if acoustic words up to three tokens in
length are considered valid. Next we can use some form
of function f (wm), such as LSI [39.33], to evaluate the
significance of having the word wm in the document,
d(X). We are now ready to establish an M-dimension
feature vector, v= [ f (w1), . . . , f (wm), . . . f (wM)]T in
which xT denotes the transpose of the vector x for each
spoken document.

It is clear that we need a number of fundamental
units sufficient to cover the acoustic variation in the
sound space. However a large J will result in a fea-
ture vector with a very high dimension if we would
like to cover as many unit combinations when form-
ing acoustic words. For example, with a moderate value
of J = 256, we have M = 65 792 even when we only
consider words less than or equal to two letters. This
is already a very large dimensionality not commonly

utilized in speech and language processing algorithms.
Finally, a vector-based classifier evaluates a goodness
of fit, or score function Sl(v)= S(v|λl) between a given
vector v and a model of the l-th spoken language λl to
make a decision. Any vector-based classifier can be used
to design spoken language identification and verification
systems. A goodness of fit, such as an inner product us-
ing a linear discriminant function (LDF) [39.42], can be
used to evaluate vector-based scores:

S(v|λl)∝ γT
l ·v , (39.7)

where γl is a language-dependent weight vector of equal
dimensionality to v, with each attribute representing the
contribution of its individual n-gram probability to the
overall language score. The spoken document vector, v

in (39.7), is high dimensional in nature when patterns
up to triplets are included. When multiple inventories of
models, like in P-PRLM, are used to produce a col-
lection of F document vectors, {v f , f = 1, . . . , F},
a large composite document vector, or supervector,
v= [vT

1 , . . . , v
T
f , . . . , v

T
F]T can be established by stack-

ing these F vectors. It has been shown that such
supervectors have more discrimination power than sin-
gle document vectors for language recognition [39.35].

Term weighting [39.43] is widely used to render the
value of the attributes in a document vector by taking into
account the frequency of occurrence of each attribute. It
is interesting to note that attribute patterns that occur of-
ten in a few documents but not as often in others give
high indexing power to these documents. On the other
hand, patterns that occur very often in all documents pos-
sess little indexing power. This desirable property leads
to a number of term weighting schemes, such as tf-idf
(term-frequency-inverse document frequency) [39.44]
and LSI [39.33], which are common for information
retrieval [39.5], natural language call routing [39.45],
and text categorization [39.41]. VSC is motivated by
the same ideas, which aim to derive weights that dis-
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criminate between languages using high-dimensional
salient-feature vectors.

After representing a spoken document as a vec-
tor of statistics of AWs, LID becomes a vector-based
classification problem. Many classifier designs in the
machine learning literature for high-dimensional vector
classification are readily available. For example conven-
tional techniques, such as SVM [39.39], classification
and regression tree (CART) [39.46] and artificial neural
networks (ANN) [39.47], can be used to train vector-
based classifiers, such that LID can be solved in the
form:

l̂ = arg max
l

S(v|λl) . (39.8)

We can also consider an indirect vectorization mech-
anism based on the scores computed for all the classes

of interest, obtained from an ensemble of classifiers.
Since these scores characterize the distribution of the
outputs of a variety of classifiers, they do provider sig-
nificant discriminatory power among classes, and can
be grouped together to form score supervectors describ-
ing the overall behavior of a score distribution over
different classifiers for all competing classes. One ex-
ample of such a supervector is to concatenate HMM
state scores from all the competing models to form an
overall score vector. This approach has been shown to
have good discriminatory power in isolated letter recog-
nition [39.48, 49]. Since these score supervectors are
usually obtained from a finite set of ensemble clas-
sifiers, their dimensionality is often much lower than
that of the spoken document vectors discussed above.
These supervectors are more amendable to treatment
using conventional probabilistic modeling frameworks.

39.5 Spoken Language Verification

So far we have only discussed spoken language iden-
tification. Another recognition problem of interest is
spoken language verification, which can be cast as a sta-
tistical hypothesis testing problem, i. e., testing a null
hypothesis H0 that an utterance O is from a claimed
language against an alternative hypothesis H1 that O
is not from that language. Many issues we will discuss
in this section have similarities to those commonly ad-
dressed in speaker and utterance verification [39.50].
According to the Neyman–Pearson lemma [39.51], an
optimal test can be formulated as: given a test speech O,
accept H0 if

P(O|H0)

P(O|H1)
> rth , (39.9)

where P(O|H0) and P(O|H1) are the probability
distributions for the null and alternative hypotheses, re-
spectively. The constant rth is a verification threshold.
The test in (39.9) is known as a probability ratio test.
The ratio P(O|H0)/P(O|H1) is called a probability ra-
tio statistic. The threshold rth is referred to as the critical
value; the region A = {O : [P(O|H0)/P(O|H1)]> rth}
is called the acceptance region, and the region A, con-
taining points not in A, is called the critical region of the
test.

There are two verification decisions to be made,
namely rejection and acceptance of the null hypothesis.
Correspondingly there are two types of errors, namely
false rejection (type I) and false acceptance (type II). The
power of a test is defined as the probability of correct

rejection, i. e., rejecting H0 when it should be rejected,
which is one minus the maximum of the probability of
a type II error. The level of significance of a test is de-
fined as the maximum of the probability of type I errors.
The level of significance is computed based on the dis-
tribution of the likelihood test statistic and the choice of
the threshold.

To test some simple hypotheses under a few regular-
ity conditions, a generalization of the Neyman–Pearson
lemma shows that a likelihood-ratio test (LRT) is the
most powerful test (smallest type II error test) for a given
level of significance (type I error) if P(O|H0) and
P(O|H1) are known exactly. For testing more-complex
composite hypotheses, an optimal test is usually hard
to come by. Furthermore in most practical verification
applications we do not have access to complete knowl-
edge of H0 and H1, and therefore optimal tests cannot
be designed. In these cases we can attempt to evalu-
ate P(O|H0) and P(O|H1) based on some assumed
forms for their distributions, such as those discussed
in Sect. 39.2, in which case a probability ratio test can
still be used.

Even in cases where a probabilistic characterization
is not easy to determine, we can still compute scores
such as S(O|H0) and S(O|H1), so that the VSC models
presented in Sect. 39.3 are equally applicable to the de-
sign of spoken language verification systems. Even with
probabilistic modeling we can also evaluate scores of the
form S(O|Hi )= log P(O|Hi ) so we can use any score to
compute a generalized log likelihood ratio (GLLR) test
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statistic, which can be considered as a distance measure:

d(O,Λ)=−S(O|λH0 )+ S(O|λH1 ) , (39.10)

where Λ= (λH0 , λH1 ) is the collection of all models.
We then accept H0 if d(O,Λ) < τth. Here τth is another
form of the verification threshold. This formulation can
be applied directly to two-class verification problems.
However the alternative hypothesis H1 is often difficult
to model. For example if H0 is defined for a claimed lan-
guage l, H1 is often a composite hypothesis representing
all other competing languages other than l. There are
often more negative and diverse samples to train the im-
postor model λH1 than positive and consistent samples
to train the target model λH0 .

One way to alleviate this difficulty is to train one
model for each of the languages of interest to obtain
a collection of models Λ= (λ1, . . . , λL ), one for each
language. Now, to verify whether an unknown utterance
O is generated from a claimed language l, the target
score can be computed as Sl(O|H0)= S(O|λl). Further-
more we can assume that Sl(O|H1) is a function of
all the competing language scores other than S(O|λl).
One approach is to assume that Sl(O|H1) is evaluated
as an antidiscriminant function commonly used in dis-
criminative training (DT) in ASR [39.52,53] to compute
a geometric average of all competing scores as

Sl(O|H1)= log

⎧⎨
⎩ 1

L−1

∑
i =l

exp[ηS(O|λi )]
⎫⎬
⎭

1
η

,

(39.11)

where η is a positive constant. It is noted that the right-
hand side of (39.11) is the Lη norm in real analysis,
and that it converges to maxi S(O|λi ) as η→∞. This
score has been used in multicategory (MC) text cat-
egorization [39.37], and it was shown that MC TC
outperforms binary TC, especially in cases when there
are very few positive examples, sometimes only one
sample, to train a topic classifier. The same idea was also
applied to the design of language verification systems in
the 2005 NIST language recognition evaluation [39.42].
Part of the successes in [39.37] and [39.42] can be at-
tributed to discriminative classifier learning, which will
be discussed in Sect. 39.6.

By now it is clear that the modeling and classi-
fier design techniques discussed in Sects. 39.3 and 39.4
for language identification can be extended to language
verification as well. One remaining key issue is the se-
lection of verification thresholds, which is critical in
designing high-performance spoken language verifica-
tion systems for real-world applications. They are often
determined empirically according to the specific ap-
plication requirements. Since the distance measure in
(39.10) also characterizes a separation between the target
and competing models [39.54], we can plot histograms
of dl(O,Λ) over positive and negative training samples,
respectively. The size of the overlap region of the two
curves is often a good indicator for predicting type I and
type II errors. The verification thresholds can then be
determined by selecting a value in the overlap region to
balance the false-rejection and false-acceptance errors.
One good illustration was demonstrated in the recent
2005 NIST LRE [39.42].

39.6 Discriminative Classifier Design

We have now briefly addressed most of the research is-
sues in designing language recognition systems. More
detail can be found in the last two chapters of this Part G.
Next we will discuss an important methodology for dis-
criminative training that has created a lot of enthusiasm
in the fields of speech recognition [39.52,53], utterance
verification [39.55], and text categorization [39.41], but
not yet been fully utilized in the language recognition
community. So far SVM is still the dominating discrim-
inative classifier design approach to LID. However the
techniques used in SVM training are not easily extended
to other popular classifiers, such as GMM, HMM, ANN,
LDF, and CART. In the following we describe a general
framework to formulate a broad family of DT algorithms
for any classifier based on any performance metric.

Consider a set of training patterns X = {Xi , 1≤ i ≤
N}, with N being the total number of training tokens, and
Oi , an observation vector sequence associated with Xi .
Each token belongs to one of L classes, Cl, 1≤ l ≤ L .
The goal of pattern classification is to use the labeled
set X to design a decision rule based on a set of param-
eters Λ= {λl, l = 1, ..., L} such that the classification
error is minimized. The optimal classification approach
is the Bayes decision rule if the a priori probabilities
P(Cl) and the class-conditional probability P(O|Cl)
are known. Unfortunately, in pattern recognition ap-
plications we rarely have complete knowledge of the
probabilistic structure of the problem. We only have
some vague knowledge about the distribution and are
given a finite number of training samples to design the
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classifiers. A conventional approach to this problem is
to assume a parametric form for the conditional den-
sities and obtain estimates of the parameters from the
given finite set of labeled training patterns. However,
any assumed parametric distributions will create some
mismatch between the true and estimated conditional
distributions. The limited availability of training data
is another problem for effective characterization of the
conditional densities.

An alternative approach that alleviates these prob-
lems is to use a set of class discriminant functions
(similar to the score functions discussed above)
{gl(O,Λ) : l = 1, . . . , L} to perform classification and
hypothesis testing, and to use discriminative training to
estimate the parameters Λ. The form of the probability
distributions is not needed in this case. Each gl(O;Λ)
evaluates the similarity between a given test utterance
O and the class Cl . To combine current speech pattern
classification techniques and the discriminative training
approach we can use the conditional class distributions
as the class discriminant functions and obtain the clas-
sifier parameters accordingly based on minimum error
classification (MCE) [39.52,53] and minimum verifica-
tion error (MVE) [39.55] training. Recently maximal
figure-of-merit (MFoM) [39.41] learning for vector-
based classifiers has also been shown to give superior
and robust performance compared with SVM-trained
classifiers in text categorization.

Three additional functions are required to formulate
discriminative training, namely:

1. the class antidiscriminant function, Gl(O;Λ) [sim-
ilar to the quantity in (39.11)]

2. the class misclassification measure, dl(O;Λ), which
is usually defined as the difference between
Gl(O;Λ) and gl(O;Λ) [similar to the measure in
(39.10)]

3. the class loss function, ll(O;Λ) = l[dl(O;Λ)],
which measures the loss or cost incurred for a given
value of dk(O;Λ)

The loss is often a smooth 0–1 function such as a sig-
moid to approximate error counts based on its distance
from the decision boundary, dl(O;Λ)= βl:

ll(O;Λ)= 1

1+ exp[−αl(dl−βl)] , (39.12)

where αl and βl are parameters for the sigmoid function
characterizing the slope near, and the location of, the
decision boundary, respectively.

Given the four sets of functions the optimization
objective functions can be defined differently, depend-

ing on the performance metrics to be optimized in
each application. For language identification, we are
interested in minimizing the overall approximate em-
pirical classification error rate for all training data,
O = {Oi , 1≤ i ≤ N}:

L(O,Λ)= 1

N

N∑
i=1

L∑
l=1

l(dl)1(Oi ∈ Cl) , (39.13)

where the function 1(S) is the indicator function for
a logical variable S. For language verification we can
approximate the empirical false-rejection (type I) and
false-acceptance (type II) error rates for the l-th language
as

Ll1(O,Λ)= 1

Nl

Nl∑
i=1

l(dl)1(Oi ∈ Cl) (39.14)

and

Ll2(O,Λ)= 1

Nl

Nl∑
i=1

l(dl)1(Oi ∈ Cl) , (39.15)

where Nl and Nl are the numbers of tokens in and not
in class Cl in the training set, respectively, and Cl de-
notes the set of all tokens not belonging to the class Cl .
According to the application requirements we can spec-
ify ωl1 and ωl2, for the l-th class, as the costs of making
type I and II errors. Now the overall empirical average
cost can be defined as:

L(O,Λ)= 1

L

L∑
l=1

ωl1Lll(O,Λ)+ωl2Ll2(O,Λ) .

(39.16)

In IR and TC applications precision, recall, and
F1 measures are commonly adopted as performance
metrics. They are defined for the l-th class as:

Prl(O,Λ)= (1− Ll1) × Nl

(1− Ll1) × Nl+ Ll2 × Nl
, (39.17)

Rel(O,Λ)= 1− Ll1 , (39.18)

and

F1l(O,Λ)= 2 × Prl × Rel

Prl+Rel
. (39.19)

Now we can define the overall loss objective as the
negative of the average F1 value over all L classes:

L(O,Λ)=− 1

L

L∑
l=1

F1l(O,Λ) . (39.20)
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The three empirical loss functions in (39.13),
(39.16), and (39.20) are the objectives to be minimized
in MCE, MVE, and MFoM discriminative learning,
respectively. Generalized probabilistic descent (GPD)
algorithms [39.53] are often used to solve these opti-
mization problems such that Λ is adjusted from one
iteration to the next according to

Λq+1 =Λq+ΔΛq (39.21)

with Λq being the parameter set at the q-th iteration.
The correction term ΔΛq , in a batch mode, is:

ΔΛq =−εq Vq∇L(Λq) , (39.22)

where Vq is a positive-definite learning matrix and εq is
a small positive real number representing the learning
step size. We usually set Vq to be a diagonal matrix and
define εq = (1−q/Qc), with Qc denoting a prescribed
maximum number of iterations to meet the convergence
conditions, as required by the stochastic gradient search
algorithm. GPD algorithms usually converge slowly to
local minima. To speed up their convergence, QuickProp
algorithms can also be applied to adjust the learning
rate dynamically [39.56]. Globally optimal algorithms

are also being actively pursued by the machine learning
community.

These mentioned discriminative training algorithms
are flexible enough to deal with any performance met-
ric for any given classifier as long as these metrics can
be expressed as functions of the classifier parameters.
They can also be considered as a decision feedback
mechanism in that every training token will go through
a classification process first and its contributions to pa-
rameter adjustment depend on how well the decision
is made. Therefore they usually work very well on the
training data. On the other hand, SVM-based learning
algorithms are designed to provide a margin to serve as
a tolerance region around the decision boundaries im-
plied by the classifiers. In so doing they usually provide
better generalization capabilities than other learning
algorithms. Since the test risk is often expressed as
a function of the empirical risk and a regularization
penalty term as a function of the VC dimension [39.39],
we can design a family of margin-based discriminative
training algorithm to enhance both the accuracy and
robustness of the classifiers. This is a promising new
direction, and some attempts in this direction have re-
cently been proposed for estimating HMM parameters
(e.g., [39.57]).

39.7 Summary

In this chapter, we have provided an overview of the
three chapters to be presented later in this Part G. We
have also highlighted two currently popular approaches
to spoken language identification, namely phone recog-
nition followed by language modeling and vector-space
characterization. We demonstrated that the techniques
developed for LID can be directly extended to spo-
ken language verification if we can properly evaluate

scores for the competing null and alternative hypothe-
ses. Finally, we briefly presented a general framework
for discriminative classifier design of non-SVM clas-
sifiers. The field of spoken language classification
has witnessed rapid technological progress in recent
years. We expect this trend to continue as novel
paradigms are explored and high-performance systems
are developed.
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Spoken Lang40. Spoken Language Characterization

M. P. Harper, M. Maxwell

This chapter describes the types of information that
can be used to characterize spoken languages.
Automatic spoken language identification (LID)
systems, which are tasked with determining the
identity of the language of speech samples, can
utilize a variety of information sources in order
to distinguish among languages. In this chapter,
we first define what we mean by a language (as
opposed to a dialect). We then describe some
of the language collections that have been used
to investigate spoken language identification,
followed by discussion of the types of features
that have been or could be utilized by automatic
systems and people. In general, approaches used
by people and machines differ, perhaps sufficiently
to suggest building a partnership between human
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and machine. We finish with a discussion of the
conditions under which textual materials could
be used to augment our ability to characterize
a spoken language.

As we move into an increasingly globalized society,
we are faced with an ever-growing need to cope with
a variety of languages in computer-encoded text doc-
uments, documents in print, hand-written (block and
cursive) documents, speech recordings of various qual-
ities, and video recordings potentially containing both
speech and textual components. A first step in coping
with these language artifacts is to identify their language
(or languages).

The scope of the problem is daunting given that there
are around 7000 languages spoken across the world, as
classified by the Ethnologue [40.1]. Indeed it can be
difficult to collect materials for all of these languages,
let alone develop approaches capable of discriminat-
ing among them. Yet the applications that would be
supported by the ability to effectively and efficiently
identify the language of a text or speech input are com-
pelling: document (speech and text) retrieval, automated
routing to machine translation or speech recognition sys-
tems, spoken dialog systems (e.g., for making travel
arrangements), data mining systems, and systems to
route emergency calls to an appropriate language expert.

In practice, the number of languages that one might
need to identify is for most purposes much less than

7000. According to the Ethnologue, only about 330 lan-
guages have more than a million speakers. Thus, one
might argue that in practice, there is a need for language
identification (ID) of a set of languages that number
perhaps in the hundreds. For example, Language Line
Services [40.2] provides interpreter services to public
and private clients for 156 languages, which they claim
represents around 98.6% of all their customer requests
for language services. Of course, for some purposes, the
set of languages of interest could be far smaller.

This chapter discusses the knowledge sources that
could be utilized to characterize a spoken language in or-
der to distinguish it automatically from other languages.
As a first step, we define what we mean by a language
(as opposed to a dialect). We then describe some of the
language collections that have been used to investigate
spoken language identification, followed by a discus-
sion of the types of linguistic features that have been
or could be used by a spoken language identification
(LID) system to determine the identity of the language
of a speech sample. We also describe the cues that hu-
mans can use for language identification. In general, the
approaches used by people and machines differ, perhaps
sufficiently to point the way towards building a part-
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nership between human and machine. We finish with
a discussion of the conditions under which textual mater-

ials could be used to augment our ability to characterize
a spoken language.

40.1 Language versus Dialect

When talking about language identification, it is im-
portant to define what we mean by a language. At
first glance, the definition of language would seem to
be simple, but it is not. Traditionally, linguists distin-
guish between languages and dialects by saying that
dialects are mutually intelligible, unlike distinct lan-
guages. But in practice, this distinction is often unclear:
mutual intelligibility is relative, depending on the speak-
er’s and listener’s desire to communicate, the topic of
communication (with common concepts being typically
easier to comprehend than technical concepts or con-
cepts which happen to be foreign to one or the other
participant’s culture), familiarity of the hearer with the
speaker’s language (with time, other accents become
more intelligible), degree of bilingualism, etc.

Political factors can further blur the distinction
between dialect and language, particularly when two
peoples want – or do not want – to be considered dis-
tinct. The questionable status of Serbo-Croatian is an
obvious example; this was until recently considered to
be more or less a single unified language. But with the
breakup of Yugoslavia, the Serbian and Croatian lan-
guages (and often Bosnian) have been distinguished by
many observers, despite the fact that they are largely
mutually intelligible. The status of the various spoken
varieties of Arabic is an example of the opposite trend.
While many of these varieties are clearly distinct lan-
guages from the standpoint of mutual intelligibility, the
desire for Arab unity has made some claim that they are
merely dialects [40.3, 4].

Writing systems may also cause confusion for the
distinction between languages and dialects. This is the
case for Hindi and Urdu, for example, which in their
spoken form are for the most part mutually intelligible
(differing slightly in vocabulary). But they use radically
different writing systems (Devanagari for Hindi, and
a Perso-Arabic script for Urdu), in addition to being
used in different countries, and so are generally treated
as two different languages [40.5]. Hence, the distinction
between language and dialect is often unclear, and so in
general it is better viewed as a continuum rather than
a dichotomy.

At a higher level, one can characterize a language
by its language family, which is a phylogenetic unit

such that all members are descended from a common
ancestor (languages that cannot be reliably classified
into a family are called language isolates). For example,
Romance languages (e.g., French, Spanish), Germanic
languages (e.g., German, Norwegian), Indo-Aryan lan-
guages (e.g., Hindi, Bengali), Slavic languages (e.g.,
Russian, Czech), and Celtic languages (e.g., Irish and
Scots Gaelic) among others are believed to be descended
from a common ancestor language some thousands of
years ago, and hence are grouped into the Indo-European
language family. Language families are often subdi-
vided into branches, although the term family is not
restricted to one level of a language tree (e.g., the Ger-
manic branch of Indo-European language family is often
called the Germanic family). As a result of their common
descent, the languages of a language family or branch
generally share characteristics of phonology, vocabu-
lary, and grammar, although these shared resemblances
may be obscured by changes in a particular language,
including borrowings from languages of other language
families. Thus, while English is a Germanic language, its
grammar is substantially different from that of other Ger-
manic languages, and a large portion of its vocabulary
is derived from non-Germanic languages, particularly
French [40.6].

The issues of language, dialect, and language family
have repercussions for systems that try to assign a lan-
guage tag to a piece of text or a sample of speech, and
in particular for the International Organization for Stan-
dardization (ISO) standard language codes. The original
standard, ISO 639-1, listed only 136 codes to distin-
guish languages. This allowed for the identification of
most major languages, but not minor languages. In fact
some of the codes did not represent languages at all.
The code for Quechua, for example, corresponds to an
entire language family consisting of a number of mutu-
ally unintelligible languages; arguably worse, the code
for North American Indian refers to a number of lan-
guage families, most of which include several distinct
languages. For an analysis of some of the problems with
ISO 639-1 and its revision, ISO 639-2, see [40.7].

At the other end of the spectrum of language clas-
sification is the Ethnologue [40.1], a listing of nearly
7000 languages. This work takes an explicitly linguistic
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view of language classification, i. e., it attempts to assign
distinct names to all and only mutually unintelligible va-
rieties. Many observers have accused the Ethnologue of
being a splitter, i. e., of claiming too many distinctions.
This is a debatable point, but it does serve to highlight
a fundamental problem of classifying a language sam-
ple as belonging to this language or that: it is hard to
classify a language artifact if we cannot agree ahead of
time what the possibilities are. And indeed, for some
purposes, the finer-grained classification like the Ethno-
logue may be superfluous, while for others it may be
crucial. One example of the need for fine-grained classi-
fication would be Arabic dialect identification, where it
may be desirable to determine which variety of Arabic
someone is speaking.

To some extent, the problem of conflicting classifica-
tion criteria (ISO versus Ethnologue) has been resolved
by unifying the two systems as ISO 639-3 [40.8]. In ad-
dition to the set of 7000 languages already listed in the
Ethnologue, ISO 639-3 adds various other languages, in-
cluding extinct languages and artificial languages (such
as Klingon) and so-called macro languages, which are
really language families (such as Arabic). However, even
given that the standard can now be agreed on – the set of
languages in ISO 639-3 – there does remain a difficulty
for language identification, namely the level of gran-
ularity for language classification. The reader should
remember that the problem exists, and that identifying
a text or speech recording as Arabic may be adequate
for some purposes, but insufficient for others.

The continuum from language to dialect has another
implication for language identification: the existence of
significant differences among dialects of a single lan-
guage can make identification of that language more
difficult, particularly in its spoken form (written forms
of languages tend to be more standardized [40.9]). Di-
alectal differences can occur in all linguistic aspects:
lexicon, grammar (syntax and morphology), and phonol-
ogy; but it will probably be the phonology that causes
the most problems for language identification in speech,
since this is the level of representation that is commonly
used in existing systems.

In English, for example, the differences between
rhotic and non-rhotic dialects are well known [40.10].
The Scots dialects of English demonstrate even greater
differences from other dialects of English in their vowel
systems, where they have largely lost the distinction be-
tween so-called long and short vowels; and among the
consonants, Scots English has retained the voiceless ve-
lar fricative and the voiceless labiovelar, both of which
have merged with other phonemes in other dialects of

English [40.11]. See the SCOTS project [40.12] for some
recorded speech examples. Likewise, spoken Mandarin
is strongly influenced by the native dialect spoken in
a region, as well as other factors such as age [40.13].

Dialects that differ primarily in their phonology are
often called accents, although this term is also used to
refer to pronunciation by a non-native speaker of a lan-
guage. In this regard, while foreign accents might be
dismissed as irrelevant to language identification for
some purposes, in the case of major languages, there
may be significant communities of non-native speakers
who use the major language as a trade language. For
example, in India there are 21 (currently) official lan-
guages, but English is defined by the Constitution of
India, as well as by later laws, as one of the languages
of communication for the federal government (the other
being Hindi). The result of this and other factors is that
English is spoken non-natively by a large portion of the
Indian population, and it has acquired a distinctly Indian
pronunciation as a consequence [40.14]. Indian English
lacks voiceless aspirated stops; what would be alveo-
lar consonants in other varieties of English are often
retroflexed; and the stress patterns are altered with the ef-
fect that vowels that would be reduced in other Englishes
to schwa appear instead in their nonreduced forms.

English is used as a trade language or lingua franca
in many other parts of the world as well, and these lo-
cal versions of English are often significantly different
from the English spoken in countries where it is a na-
tive language (see [40.15] for descriptions of some of
these varieties). The same is true of French, Hausa, and
many other languages that are used as trade languages
(cf. [40.16] and the Ethnologue [40.1]). Such lingua
franca varieties can differ significantly from standard
varieties in ways which would likely impact language
identification.

Additionally, there is a substantial amount of
variability in the spoken realization of a particular lan-
guage [40.17–19] due to a variety of factors, including:

• mispronunciation• individual speaking style• genre (e.g., conversations versus formal presenta-
tions)• variations in speaking rate• the speaker’s psychological state• the speaker’s language repertoire• the social and economic background of the speaker• the speaker’s first language (where the speaker is
speaking in a second language)• channel characteristics
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This variability creates a challenge when identifying the
language of a speech sample. A greater understanding

of language, dialect, and accent is an important first step
in developing an approach for language identification.

40.2 Spoken Language Collections

Engineering research in spoken language identification
has been based on a very small sampling of languages
from the 7000 identified by the Ethnologue. The first
multilingual speech collection targeted for language
identification system evaluation, the Oregon Graduate
Institute (OGI) multilanguage corpus, was released in
1994 and consisted of spoken responses to prompts
recorded over telephone lines by speakers of 12 lan-
guages (see [40.20–22]). The set was selected to contain
both unrelated languages (e.g., German, Vietnamese,
and Tamil), as well as more closely related languages
(e.g., English and German). It covers languages with var-
ious types of prosodic phenomena that occur in spoken
languages, such as tone (e.g., Mandarin and Vietnamese)
and pitch accents (Japanese), as well as languages with
various levels of complexity at the syllable level. See
appendix A in [40.23] for a family language tree for the
languages in this collection and appendix B for a table
comparing the phone inventories for these languages.
Perhaps one of the most important requirements for the
languages selected was the ability to access sufficient
numbers of speakers of the language in the United States,
a factor that has been important in collections used for
evaluation.

A second collection, the Linguistic Data Consor-
tium (LDC) CallFriend corpus ( see the list under the
LID heading at [40.24]), was released in 1996 and con-
tains telephone conversations among speakers of 14
languages or dialects, most of which appeared in the
OGI multilanguage corpus. This collection was used in
National Institute of Standards and Technology (NIST)
evaluations of LID systems in 1996 and 2003. The Call-
Home collection, which was released between 1996 and
1997, is an additional multilingual resource containing
six languages that were collected for large-vocabulary
speech recognition; however, it does not expand the
number of languages beyond what was available from
CallFriend. Given the limited sampling of languages in

these collections, it is not surprising that researchers
developing spoken LID systems have not investigated
whether languages naturally cluster into groups that par-
allel the classification of languages into families and
branches.

Additional speech collections have been developed
with an increased number of languages. The Center for
Spoken Language Understanding (CSLU) 22 languages
corpus, which was initially collected from 1994 through
1997, contains spoken utterances in 21 languages. It has
gone through several versions, resulting in an increased
number of transcribed utterances, and was released
through LDC in 2005 (see [40.25]). LDC is also cur-
rently collecting the MIXER corpus which will contain
telephone calls over 24 languages or dialects [40.26].
The 2005 NIST evaluation data contained speech from
the Mixer and CallFriend corpora, as well as some data
collected at the Oregon Health and Science University.
The data in all of these collections will hopefully stim-
ulate new methods for constructing speech-based LID
systems. However, even 20 or so languages is far from
the number of languages that would need to be identified
to support Language Line Services.

The collection of significant quantities of compara-
ble telephone speech in multiple languages has become
more challenging in recent years. There is an implicit
assumption that the training and development data are
collected under conditions that are comparable to the
evaluation materials. Data must also be collected in
such a way that it is impossible to identify language
based on speaker, gender distribution, domain, chan-
nel characteristics, etc. Finally, due to the falling cost
of long-distance telephone calls, incentives such as free
long-distance calls are less attractive to potential partic-
ipants. This difficulty in collecting comparable speech
corpora for a large number of languages has obvious im-
plications for speech-based LID; we return to this issue
later.

40.3 Spoken Language Characteristics

A speech-based LID model for a particular language
is trained to represent the corresponding language and
to differentiate it from others. Hence an important

challenge to speech-based LID systems is the effec-
tive incorporation of discriminative knowledge sources
into their models. Some systems use only the digitized
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speech utterances and the corresponding true identities
of the languages being spoken for training, whereas
others require additional information such as phonetic
and/or orthographic transcriptions, which can be ex-
pensive to produce. During the language recognition
phase, a new audio sample is compared to each of the
language-dependent models, and the language of the
closest matching model (e.g., using maximum likeli-
hood) is selected. We will discuss various levels of
knowledge that can be used to identify a language in
this section, touching upon research that utilizes the
representation where appropriate.

Automatically Derived Features from the Speech Sig-
nal. Languages can be identified based on features that
are automatically derived from the speech signal itself.
Systems utilizing this type of information are moti-
vated by the observation that different languages are
made up of a variety of different sounds; hence, fea-
ture vectors automatically extracted from the speech
signal over short time frames (segments) can be used to
discriminate among the languages. Such systems typ-
ically use a multistep process (including modules to
remove silence from the samples, to reduce channel ef-
fects, etc.) to convert the digitized speech signal into
a feature vector representation. Given feature extraction
and knowledge of which training samples correspond
to each language, a classifier is constructed for each
language based on language-dependent patterns of fea-
ture vectors. Methods include approaches that model
only the static distribution of acoustic features given
the language (e.g., [40.27]) and approaches that also
utilize the patterns of change of these feature vectors
over time (e.g., [40.28]). A variety of computational
models have been investigated, including Gaussian mix-
ture models [40.29], Hidden Markov models [40.29,30],
artificial neural networks [40.22], and support vector
machines [40.31]. Although these acoustic-based sys-
tems do not require training data that is labeled with
explicit linguistic units such as phonemes or words, they
also do not perform as accurately as systems that use lin-
guistic knowledge; however, improved accuracy can be
achieved by integrating acoustic- and linguistic-based
knowledge sources [40.23, 32].

Phonological Information. Phonology is a branch of
linguistics that studies sound systems of human lan-
guages [40.33]. In a given language, a phoneme is
a symbolic unit at a particular level of representation;
the phoneme can be conceived of as representing a fam-
ily of related phones that speakers of a language think

of as being categorically the same. While the notion
of phonemes has been controversial among linguists
(see [40.34] for some history), it has proven a useful
abstraction for speech processing. Ladefoged [40.35]
speculates that ‘there are probably about 600 different
consonants’ (p. 194) across the languages of the world;
vowels and suprasegmental distinctions (such as tone)
are not quite as numerous.

Phonetic symbols provide a way to transcribe the
sounds of spoken languages. There are several pho-
netic alphabets; one commonly used by linguists is the
international phonetic alphabet (IPA). This alphabet, in-
cluding a set of diacritic modifiers, was established as
a standard by the International Phonetic Association
(IPA) in order to provide an accurate representational
system for transcribing the speech sounds of all lan-
guages (the IPA website is at [40.36]). The goal for the
IPA is to provide a representation for all of the phonemes
expressed in all human languages, such that separate
symbols are used for two sounds only if there exists
a language for which these two sounds are distinguished
phonemically. For the most recent update of the IPA,
see [40.37].

Given the availability of a phonetic or phonemic
representation for language sounds, there are various
ways in which this information can help to differentiate
among languages, including:

1. Phonemic inventory: It is possible to distinguish
some languages from one another based on the pres-
ence of a phoneme or phone that appears in one
language but not the other. Phoneme inventories
range from a low of 11 (for Rotokas, a Papuan
language; see [40.38]) to a high of a hundred or
more (in certain Khoisan languages of southern
Africa [40.39]). It is likely that no two languages
share exactly the same phoneme inventory. Fur-
thermore, even if two languages were to share
a common set of phonemes, the phonemes them-
selves will likely differ in their relative frequency
patterns [40.22].

2. Broad class inventory: Patterns of broad phonetic
categories (e.g., vowels, fricatives, plosives, nasals,
and liquids) have also been utilized to distin-
guish among languages in an attempt to avoid the
need for fine phonetic recognition. For example,
Muthusamy [40.22] evaluated the use of seven broad
phonetic categories (vowel, fricative, stop, closure or
silence, prevocalic sonorant, intervocalic sonorant,
and postvocalic sonorant). However, Hazen [40.23]
found that, even though the broad class phone
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recognizers tend to be more accurate than the more-
traditional finer-grained phone recognizers, using
broad class inventories leads to a lower-accuracy
language identification system.

3. Phonotactics: Phonotactics refers to the arrange-
ments of phones or phonemes within words. Even if
two languages were to share a common phoneme
inventory, it is likely that they would differ in
phonotactics. The first proponents of using phono-
tactic features were House and Neuburg [40.40],
who believed accurate language identification could
be achieved by making use of the statistics of
the linguistic events in an utterance, in particu-
lar, language-specific phonetic sequence constraints.
(They suggested using a sequence of broad phonetic
classes as a way of obtaining more-reliable feature
extraction across languages, although this has been
found to result in less accurate language identifi-
cation systems [40.23].) An implementation using
this approach would typically involve several steps,
where the first is to map an utterance to a sequence
of phonetic labels (i. e., tokenization into phones),
which would then be used to identify the language
based on the observed n-grams.
There are several variants of this approach to audio
based language identification. Phone-based LID uses
a single-language phone recognizer trained for some
arbitrary language with sufficient resources (not nec-
essarily one of the target languages) to tokenize the
speech input into phones for that language, followed
by the use of n-gram probabilistic language models
(one for each target language) to calculate the like-
lihood that the symbol sequence was produced in
each of the target languages, with the highest like-
lihood language being selected. The parallel phone
recognition followed by language model (PPRLM)
is similar except that it uses phone recognizers from
several languages, together with some method to
normalize and combine the results from the parallel
streams [40.41].
A third variant would be to train a phone recog-
nizer on a broad-coverage phonetic database (such
as that in [40.35]). To reduce the time and cost
to develop speech systems in a new language, re-
searchers have been investigating the development
and use of a multilingual phone set that represents
sounds across the languages to be modeled. Schultz
and Waibel [40.42] in their research on multilin-
gual speech recognition defined a phone set covering
12 languages. They assume that the articulatory
representations of phonemes are so similar across

languages, that phonemes can be considered as units
which are independent from the underlying language
(p. 1) [40.43].
Hazen and Zue [40.23, 32] developed a LID sys-
tem that was based on 87 language-independent
phone units that were obtained by hand clustering
approximately 900 phone labels found in training
transcriptions. Researchers at the computer sciences
laboratory for mechanics and engineering sciences
(LIMSI) have also been investigating the use of
a universal phone set [40.44,45] and have attempted
to identify objective acoustic criteria for clustering
the language-dependent phones. Corredor-Ardoy
et al. [40.46], found that their LID system using
a language-independent set (based on clustering)
performed as well as their best methods using
language-dependent phones. Ma and Li [40.47] eval-
uated the use of a universal sound recognizer to
transcribe utterances into a sequence of sound sym-
bols that act as a common phone set for all of the
languages to be identified. They then used statistics
related to the large-span co-occurrence of the sound
patterns, which they dubbed the bag-of-sounds ap-
proach, to identify the language of the utterance.

4. Articulatory features: Speech can be characterized
by parallel streams of articulatory features which are
used in concert to produce a sequence of phonemes.
These features could be exploited to differentiate one
language from another. For example, the phoneme /t/
can be realized either with or without aspiration, with
a dental or alveolar closure, and with lips rounded
or not [40.23]. Kirchhoff and Parandekar [40.48]
utilized a set of pseudoarticulatory classes that were
designed to capture characteristics of the speech pro-
duction process, including: manner of articulation,
consonantal place of articulation, vocalic place of ar-
ticulation, lip rounding, front–back tongue position,
voicing, and nasality. They developed an alternative
approach to audio-based language identification that
was based on the use of parallel streams of these sub-
phonemic events together with modeling of some of
the statistical dependencies between the streams.

Syllable Structure. A syllable is a unit of pronunciation
that is larger than a single sound, composed of a peak
of sonority (usually a vowel, but sometimes a sonorous
consonant), bordered by troughs of sonority (typically
consonants) [40.33]. Languages can be characterized by
common syllable types, typically defined in terms of se-
quences of consonants (C) and vowels (V). However,
it should be noted that breaking sequences of Cs and
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Vs into syllables – the process of syllabification – is
often difficult, and even controversial [40.49,50]. How-
ever, since languages generally allow or disallow certain
types of syllable structures (e.g., Slavic languages often
have complex consonant clusters in contrast to Asian
languages), this representation may help in discriminat-
ing among languages. For example CCCCVC is a valid
syllable type in Russian, but not in most other languages.

Zhu et al. [40.51] developed a LID system whose
acoustic decoder produces syllable streams, which they
then used in syllable-based (rather than phone-based)
n-gram language models. Accents of foreign speakers
of English manifest themselves differently given their
position within the syllable, a fact that has been used to
improve accent identification [40.52].

Prosodic Information. The duration, pitch, and stress
patterns in one language often differ from another. For
example, different languages have distinct intonation
patterns. In stress languages, pitch is often one corre-
late of stress used to mark syllable prominence in words
(and in pitch accent languages, such as Swedish, the pri-
mary correlate); whereas, in tone languages, a change
in the meaning of a word is signalled by the tone on
the syllables or other tone-bearing units (e.g., Mandarin
Chinese or Thai). For stress languages, patterns of stress
can provide an important cue for discriminating between
two languages. Some of the stress patterns are initial
stress (e.g., Hungarian), penultimate stress (e.g., Polish
or Spanish), final stress (e.g., French or Turkish), and
mixed stress (e.g., Russian or Greek). Prosodic cues of
duration can also be potentially useful. For example,
some languages (such as Finnish) distinguish long and
short vowels and/or consonants.

One ostensibly useful typology investigated by both
linguists and psychologists involves the rhythm of a lan-
guage, where a distinction is made between stress-timed
languages (in which stressed syllables are longer than
unstressed syllables, all else being equal, e.g., En-
glish), syllable-timed (each syllable has comparable
time duration, e.g., French), and mora-timed (each mora
has essentially constant duration, e.g., Japanese) lan-
guages [40.53]. Although this classification remains
controversial [40.54], rhythmic modeling has been in-
vestigated by Rouas et al. [40.55, 56] for language
identification. Their rhythm model was able to discrim-
inate fairly accurately between languages on a read
speech corpus, but less well on a spontaneous speech
corpus [40.55]. Indeed, extracting reliable prosodic cues
from spontaneous speech is a challenge due to its vari-
ability.

In language identification systems that utilize
prosodic features, these features are typically combined
with other knowledge sources to achieve reasonable ac-
curacy. Muthusamy [40.22] was able to incorporate pitch
variation, duration, and syllable rate features into his
LID model. Hazen and Zue [40.23, 32] integrated dura-
tion and pitch information into their LID model, with the
duration model being more accurate on its own than the
pitch model. Tong et al. [40.57] successfully integrated
prosodic features (i. e., duration and pitch) with spec-
trum, phonotactic, and bag-of-sounds features, where
pitch variation and phoneme duration were especially
useful for short speech segments.

Lexical Information. Each language has its own vo-
cabulary, which should help in identifying a language
more reliably. For speech inputs, this would require
the availability of a speech recognition system for
each of the candidate languages, along with the req-
uisite training, tuning, and evaluation materials needed
to ensure the speech model is adequate. Schultz
et al. [40.58, 59] developed a LID system for four lan-
guages based on large-vocabulary continuous speech
recognition (LVCSR). They found that word-based sys-
tems with trigram word language modeling significantly
outperform phone-based systems with trigram phone
modeling on the four-language task, suggesting that the
lexical level provides language discrimination ability,
even when word error rates are fairly high. Matrouf
et al. [40.60] found that incorporating lexical infor-
mation with a phone-based approach yielded relative
error reductions of 15–30%, and that increasing lexical
coverage for a language had a positive effect on sys-
tem performance. Hieronymus and Kadambe [40.61]
constructed a LID system based on LVCSR for five
languages (English, German, Japanese, Mandarin Chi-
nese, and Spanish), obtaining 81% and 88% correct
identification given 10 and 50 second utterances, respec-
tively, without using confidence measures and 93% and
98% correct with confidence measures. Although each
language clearly has its own vocabulary that enables
language identification systems to discriminate among
a candidate set of languages more effectively, for spoken
languages, this information is generally quite expensive
to obtain and use.

Morphology. Morphology is a branch of grammar that
investigates the structure of words [40.33]. The field
of morphology is divided into two subfields: inflectional
morphology, which investigates affixes that signal gram-
matical relationships that do not change the grammatical
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class of a word (e.g., affixes marking tense, number, and
case) and derivational morphology, which focuses on
word formation involving affixes, such as -ment, that can
be used to create a new word form with a possibly differ-
ent grammar class, such as the noun amendment derived
from the verb amend. Since languages form words in
a variety of different ways, morphology could provide
an excellent cue for automatic language identification.
For example, one could use common suffixes to discrim-
inate among some of the Romance languages (e.g., -ment
in French, -miento in Spanish, -mento in Portugese, and
-mente in Italian). Although in speech the morphology
of a word is covered in part by phonotactics, with mor-
phological knowledge of its candidate languages, a LID
system could focus on specific portions of words when
discriminating between two languages.

Syntax. Languages and dialects also differ in the ways
that words are arranged to create a sentence. They differ
in the presence or absence of words with different parts
of speech, as well as in the ways that words are marked
for various types of roles in a sentence. In conjunction
with other kinds of information (e.g., accents), errors in
grammatical usage could provide a helpful cue for iden-
tifying the first language of someone speaking a second
language. For example, someone who learned Mandarin
as a first language would tend to make determiner (dele-
tion, substitution, and insertion) and agreement errors in
English or German.

Languages also often differ from each other in the
word order of a sentence’s subject (S), verb (V), and
object (O). For example, English is considered to be
an SVO language because the subject typically appears
before the verb, which occurs before the object; whereas,
Japanese is an SOV language. Even if two languages
have the same word form, it is likely that the word would
appear in very different word contexts across languages.
Although words may be sufficient to distinguish among

languages, syntax could play an especially important
role for discriminating among dialects of a language.

Language and dialect identification systems that are
based on LVCSR would utilize an acoustic model, a dic-
tionary, and a language model for each language or
dialect in the candidate set. The language models uti-
lize word co-occurrence statistics that capture some
aspects of the candidate language’s syntactic structure.
These systems could be expanded to utilize syntax
more directly by using structured language models
(e.g., [40.62, 63]).

Other Information. Higher-level knowledge sources
such as semantics and pragmatics are rarely used by
audio-based LID systems, although this type of knowl-
edge could potentially help. In addition, information
about the source of the speech data (e.g., country of ori-
gin of a broadcast news show) could be used to narrow
down the language choices.

Research on automatic language identification sug-
gests that the more knowledge that goes into a decision
about which language corresponds to an audio sample,
the greater the accuracy; hence, knowledge integration
is important. However, there is a trade-off between ac-
curacy and efficiency, and furthermore, there is a need
for resources to support the knowledge brought into the
automatic system. Much of the work has struck an en-
gineering balance in addressing this problem; they use
the resources that can be obtained simply and reliably
for the set of languages to be discriminated among.

It is important to note that the length of an audio
sample (the amount of speech available) will impact the
knowledge sources that can be reliably used in determin-
ing its language. The smaller the samples used, the less
likely that a key piece of higher-level knowledge will be
available to discriminate a particular language from the
others.

40.4 Human Language Identification

A human who knows the language being spoken is ca-
pable of positively identifying short samples of speech
quickly and accurately. Even if they do not know the
language, people can make sound decisions about the
identity of a language given some exposure to the
language, and with some training about cues that dif-
ferentiate a set of candidate languages, this capability
can be improved and expanded.

There have been several experiments reported in
the literature that consider human ability in a scenario
where the decision is based on a combination of their
prior knowledge about certain languages (a variable that
is difficult to control) and a limited amount of online
training for the languages being identified. Muthusamy
et al. [40.22,64] had human subjects listen to short sam-
ples of 10 different languages and guess the language
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of the sample. In general, he found that familiarity with
a language was an important factor affecting accuracy,
as was the length of the speech sample (with longer sam-
ples leading to greater accuracy). Subjects were able to
improve their LID accuracy only slightly over time with
feedback, but they were quite aware of the cues they used
for language discrimination (e.g., phonemic inventory,
word spotting, and prosody).

Maddieson and Vasilescu [40.65] examined the ef-
fect of exposure to academic linguistics on language
identification accuracy of five language. Subjects with
more than passing familiarity with the language were
excluded from the study. They found that prior casual
exposure to a language and linguistic education level
(ranging from no linguistic training to a PhD) were not
effective predictors of performance on a five-language
identification task; however, they found that linguistic
training did predict improved performance on a lan-
guage discrimination task (in which subjects were asked
to decide if a sample was one of the five target lan-
guages, similar to one of those languages, or unlike
them).

Several human studies have been conducted in an
attempt to determine what types of information peo-
ple can effectively utilize when making decisions about
the identity of a language. These experiments involve
the presentation of speech stimuli that were obtained by
modifying the speech samples presented to the subjects.
For example, Mori et al. [40.66] found that their sub-
jects were able to identify two languages (Japanese and
English) fairly reliably even when segmental informa-
tion was reduced using signal editing techniques. They
argue that other cues such as intensity and pitch are
being used to make these judgments. Navratil [40.67]
evaluated the importance of various types of knowl-
edge, including lexical, phonotactic, and prosodic, by
humans asked to identify the language (Chinese, En-
glish, French, German, or Japanese) of a speech sample.
Subjects were presented unaltered speech samples, sam-
ples containing randomly ordered syllables from speech
samples, and samples for which the spectral shape was
flattened and vocal-tract information removed (leaving
F0 and amplitude). Navratil found that humans on six
second samples were far more accurate at identifying un-
altered speech samples (96%) than samples with shuffled
syllables (73.9%), and were more accurate with the shuf-
fled syllable samples than samples with only prosodic
cues remaining (49.4%). Based on these experiments,
it appears that the lexical and phonotactic information
provides discriminative information that is used more
reliably by humans.

None of the subjects in these listening experiments
were explicitly trained to identify cues to discriminate
one language from another, hence, these experiments
did not explore the full range of human capability that
could be achieved with training on a particular set of
languages to be identified. People can identify the lan-
guage of an audio input fairly reliably when they do not
speak/understand the language by being taught to use
a variety of cues that are discriminative for a language
or language family. Some combination of the following
sorts of clues can be used to identify a particular lan-
guage or to narrow the possibilities down to a smaller
set of languages:

• general impression (‘gestalt’), i. e., what a given
language sounds like, which may help narrow the
language down to a geographic area or a language
family• stress patterns, where these may be most reliably
discerned at pause boundaries or on assimilated loan
words• vowel and/or consonant durations• the presence or absence of nasalization on (some)
vowels• the presence or absence of lexical tone• syllable structure, particularly the presence or ab-
sence of consonant clusters• the presence of unusual sounds, such as front
rounded vowels, glottalized consonants, clicks, or
retroflexed consonants• reduplication (particularly full-word reduplication)• the presence of common words, particularly short
high-frequency words that are easily recognizable
(e.g., determiners, prepositions)

Some of these features would obviously be difficult for
computers to use, including the ‘gestalt’ of the language
or detecting reduplication. Other features are similar
to what programs doing spoken language identifica-
tion already utilize, e.g., the use of consonant clusters
(phonotactics). Still others of these features suggest pos-
sible directions for future work in automated language
ID, for example recognizing unusual sounds.

There is also a more-general difference in the
methodology used by humans and speech-based LID
algorithms. Most speech-based LID systems do not uti-
lize the high-level knowledge that people tend to use.
Also, most of the automatic LID algorithms tend to pro-
cess and combine evidence from the entire speech stream
when making a decision about the identity of a language;
whereas, humans rely on very specific cues taken from
small portions of the sample to refine their hypotheses.
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For example, two of the cues used by human experts for
LID on texts are the pairings of diacritics with base char-
acters and the presence of short (but common) words.
Diacritics are especially difficult for image-based lan-
guage identification systems, which can have difficulty
differentiating them from noise in the image. In con-
trast, the primary cue used by computers for computer
encoded text or in speech is the statistical frequency
character or phone n-grams. n-grams would be hard for
people to learn, with the exception of unusual single let-
ters or sounds and morphemes which are cognate with

English morphemes; anything more probably requires
the user to refer to a cheat sheet. Even harder for peo-
ple is computing the statistics of n-grams; judgments
with a finer granularity than frequent or rare would be
difficult for people to make.

In summary, while it is possible for computers to
make use of more of the characteristics of languages
than humans use to identify them, it is probably not
practical to teach people to use the methodology used
by automatic LID systems to do language identifica-
tion.

40.5 Text as a Source of Information on Spoken Languages

Given the difficulty in building comparable speech cor-
pora for a significant number of languages, and in
particular for rare languages, another source of informa-
tion that might be mined to learn more about the spoken
form of a language is its written form. (While most un-
written languages have small speaker populations, and
the total number of speakers of unwritten languages is
much smaller than the number of speakers of written lan-
guages, there are still significant numbers of languages
of the world – perhaps more than half – which are un-
written.) It is comparatively easy to build a text corpus
for a written language; however, there are several is-
sues that affect whether the textual data will be useful in
characterizing the spoken language. An important issue
is how close the written language is to its typical spoken
form. There are many aspects to this question, but two
of the most significant issues are diglossia and complex
orthographies.

A diglossic language situation exists when two (or
more) forms of a language coexist, and the forms diverge
to a significant degree; typically one form is perceived
as high (correct), and the other as low (vulgar). For
our purposes, diglossia is relevant when the high and
low varieties correspond to the written and the spoken
languages respectively, where they differ significantly
in style and vocabulary. Tamil is a typical example; the
written form of the language is considered classical,
and the spoken forms (there is more than one dialect)
are considered low. In such a situation, written corpora
may not be representative of the spoken form of the
language.

Arabic is another important example of a diglossic
situation: the written form, known as modern standard
Arabic (MSA), is taught in schools; whereas, the spoken
varieties – of which the Ethnologue [40.1] lists nearly

40 – are strikingly different from MSA in vocabulary,
morphology, and phonology (the latter with reference
to how MSA is generally read out loud, for instance on
news broadcasts).

As for the complex orthography issue, for our pur-
poses a complex orthography is one in which the written
forms of words do not have a direct mapping to the
spoken forms. English is a notorious example of this,
and so to a lesser extent is French. A related issue is
orthographies which undermark phonemic distinctions
in the spoken language. Written Arabic is an example,
since the short vowels are not normally written, resulting
in significant ambiguity: multiple morphological analy-
ses, each corresponding to different pronunciations, are
possible for a large percentage of the words in running
Arabic (MSA) text.

Many orthographies that are complex today are so
only because the spoken language has changed faster
than the written language. Orthographies that have been
developed in the recent past tend to be less complex,
i. e., they usually map more or less directly to the
phonemes of the spoken language (or to a standard di-
alect of the language), and can therefore be said to be
phonemic. However, some otherwise phonemic modern
orthographies fail to discriminate a subset of the phone-
mic contrasts of the language, whether in practice or in
principle. For example, while Yoruba is supposed to be
written with tone marks for the high and low tones (and
optionally for the mid tone), in practice these are of-
ten omitted, as are the dots under the Yoruba letters ‘e’
and ‘o’, intended to indicate a more-open vowel than the
same letters without the dot. Finally, some orthographies
omit certain phonemic distinctions (e.g., tone) on the
principle that the distinction in question is not important
enough in that language.
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Assuming that a language’s orthography is close to
phonemic, it is also necessary to know the mapping
from individual characters (or sequences of characters)
to a phonemic representation. This is because orthogra-
phies do not always use the letters in a standard way.
In Hungarian, for example, the letter ‘s’ represents an
alveopalatal (like the digraph ‘sh’ in English), and the
digraph ‘sz’ represents an alveolar fricative (like the En-
glish letter ‘s’ in most words); Polish represents these

sounds in exactly the opposite way. Fortunately, this
information about alphabets can generally be obtained.

In summary, then, it would be possible at least in
principle to expand the number of spoken languages
that can be investigated and characterized linguisti-
cally by using more readily obtainable text corpora in
place of speech corpora. Whether these corpora can be
used to enhance speech-based LID systems is an open
question.

40.6 Summary

In this chapter, we have discussed a variety of knowledge
sources that could be utilized to characterize a spo-
ken language in order to distinguish it automatically
from other languages. We discussed differences between
a language and a dialect, and also described some of the
variability in a language that could potentially challenge
LID algorithms. Currently available corpora for evaluat-
ing language identification systems have only scratched
the surface of the possible space of languages that could
be investigated. Most state-of-the-art systems are able to
detect tens of languages as opposed to the 100 or more
that would be required by Language Line Services. It
remains to be seen whether acoustic- and phonotactic-
based systems will effectively scale up to handle these
one hundred plus languages. As the number of languages
and dialects increase, it is likely that systems will need
to utilize more linguistic insight to achieve accuracies
comparable to those obtained over a smaller set of lan-
guages. These larger systems could utilize more lexical
information to achieve target accuracies; however, this
knowledge source comes with a high cost for system
development.

We also discussed several experiments reported in
the literature that investigated a person’s ability to accu-
rately identify a spoken language. None of these studies
involved a situation where participants were trained to
accurately identify a language based on salient language-
specific high-frequency cues. We enumerated some cues
that have been commonly used, some of which overlap
with features used by automatic LID systems. However,
since some of the cues that humans use would be diffi-
cult to incorporate into an automatic LID system (e.g.,
a general impression of the language), it is interesting to
contemplate whether there would be some way to build
a partnership between trained humans and LID systems.

We ended this chapter by discussing conditions un-
der which textual materials could potentially augment
our knowledge of a spoken language, in particular, a rare
language. There are a number of factors that impact the
correspondence between spoken and written language
forms; however, if there is a good correspondence, the
written form could be used to gain a deeper understand-
ing of the kinds of features that would help discriminate
the language from others.
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Automatic La41. Automatic Language Recognition Via Spectral
and Token Based Approaches
D. A. Reynolds, W. M. Campbell, W. Shen, E. Singer

Automatic language recognition from speech
consists of algorithms and techniques that
model and classify the language being spoken.
Current state-of-the-art language recogni-
tion systems fall into two broad categories:
spectral- and token-sequence-based approaches.
In this chapter, we describe algorithms for
extracting features and models representing
these types of language cues and systems
for making recognition decisions using one
or more of these language cues. A perfor-
mance assessment of these systems is also
provided, in terms of both accuracy and
computation considerations, using the Na-
tional Institute of Science and Technology
(NIST) language recognition evaluation bench-
marks.
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41.1 Automatic Language Recognition

Automatic language recognition from speech consists of
algorithms and techniques that model and classify the
language being spoken. The term recognition can refer
to either identification of the spoken language from a set
of languages known to the system, or detection of the
presence of a particular language out of a larger set of
languages unknown to the system. As with other infor-
mation conveyed by the speech signal, cues about the
language being spoken occur at several levels. At the
top level the words being spoken to communicate a co-
herent message are the basis of what defines a language.
However, relying on automatic extraction of the words
presupposes the availability of a reliable speech recog-
nizer in the languages of interest, which is often not the
case in many practical applications requiring language
recognition. Further, language recognition is often used
as a low computation pre-processor to determine which
higher computation speech recognizer should be run, if

any. Fortunately, cues about the language are also trans-
mitted at lower levels in the speech signal, such as in
the phoneme inventory and co-occurrences (phonotac-
tics), the rhythm and timing (prosodics) and the acoustic
sounds (spectral characteristics), that are more amenable
to automatic extraction and modeling.

Current state-of-the-art language recognition sys-
tems are based on processing these low-level cues and
fall into two broad categories: spectral based and token
sequence based. This chapter describes algorithms for
extracting features and models representing these types
of language cues and systems for making recognition
decisions using one or more of these language cues. Ad-
ditionally, a performance assessment of these systems
is provided, in terms of both accuracy and computation
considerations, using the National Institute of Science
and Technology (NIST) language recognition evaluation
benchmarks.
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41.2 Spectral Based Methods

Spectral-based methods for language recognition op-
erate by extracting measurements of the short-term
speech spectrum over fixed analysis frames and then
modeling characteristics of these measurements, or fea-
tures, for each language to be recognized. Classification
techniques that have proved successful for language
recognition are generative, via Gaussian mixture models
(GMMs), and discriminative, via support vector ma-
chines (SVMs). This section first describes the spectral
feature extraction process and then the GMM and SVM
classifiers used for recognition.

41.2.1 Shifted Delta Cepstral Features

The features used for language recognition systems are
based on the cepstral coefficients derived from a mel-
scale filterbank analysis typically used in other speech
processing tasks such as speech and speaker recognition.
A block diagram of the filterbank feature extraction sys-
tem is shown in Fig. 41.1. The feature extraction consists
of the following steps. Every 10 ms the speech signal
is multiplied by a Hamming window with a duration
of 20 ms to produce a short-time speech segment for
analysis. The discrete Fourier spectrum is obtained via
a fast Fourier transform (FFT) from which the mag-
nitude squared spectrum is computed. The magnitude
spectrum is multiplied by a pre-emphasis filter to em-
phasize the high-frequency portion of the spectrum and
the result is put through a bank of triangular filters. The
filterbank used is similar to that in [41.1] and simulates
critical band filtering with a set of triangular bandpass
filters that operate directly on the magnitude spectrum.
The critical band warping is done by approximating the
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Fig. 41.1 Mel-scale filterbank cepstral feature extraction

mel-frequency scale, which is linear up to 1000 Hz and
logarithmic above 1000 Hz. The center frequencies of
the triangular filters follow a uniform 100 Hz mel-scale
spacing, and the bandwidths are set so the lower and
upper passband frequencies of a filter lie on the center
frequencies of the adjacent filters, giving equal band-
widths on the mel-scale but increasing bandwidths on the
linear frequency scale. The number of filters is selected
to cover the signal bandwidth [0, fs/2] Hz, where fs is
the sampling frequency. For 8 kHz sampled telephone
speech, there are 24 filters.

The log energy output of each filter is then used as
an element of a filterbank feature vector and the short-
term mel-scale cepstral feature vector is obtained from
the inverse cosine transform of the filterbank vector. To
model short-term speech dynamics, the static cepstral
vector is augmented by difference (delta) and accel-
eration (delta–delta) cepstra computed across several
frames.

Since the speech used for training and testing lan-
guage recognition systems can come from a variety of
sources (involving different microphones and channels),
it is important to apply some form of channel com-
pensation to the features. Typical channel compensation
techniques include blind deconvolution via RASTA (rel-
ative spectral) filtering [41.2] and per-utterance feature
normalization to zero mean and unit variance. More-
sophisticated compensation techniques, such as feature
mapping [41.3], that explicitly model channel effects are
also successfully used.

One of the significant advances in performing lan-
guage recognition using GMMs was the discovery of
a better feature set for language recognition [41.4]. The
improved feature set, the shifted delta cepstral (SDC) co-
efficients, are an extension of delta-cepstral coefficients.

SDC coefficients are calculated as shown
in Fig. 41.2. SDC coefficients are specified by four
parameters, conventionally written as N-d-P-k. For
a frame of data at time t, a set of MFCCs are calculated,
i. e.,

c0(t), c1(t), . . . , cN−1(t) . (41.1)

Note that the coefficient c0(t) is used. The parameter
d determines the spread across which deltas are calcu-
lated, and the parameter P determines the gaps between
successive delta computations. For a given time t,

Δc(t, i)= c(t+ iP+d)− c(t+ iP−d) (41.2)

represents an intermediate calculation, where i =
0, 1, . . . , k. The SDC coefficients are then k stacked
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Fig. 41.2 Shifted delta cepstral coefficients

versions of (41.2),

SDC(t)=

⎛
⎜⎜⎜⎜⎝

Δc(t, 0)

Δc(t, 1)
...

Δc(t, k−1)

⎞
⎟⎟⎟⎟⎠ . (41.3)

Prior to the use of SDC coefficients, GMM-based
language recognition was less accurate than alternate
approaches [41.5]. SDC coefficients capture variation
over many frames of data; e.g., the systems described
in this chapter use 21 consecutive frames of cepstral
coefficients. This long-term analysis might explain the
effectiveness of the SDC features in capturing language-
specific information.

41.2.2 Classifiers

Current state-of-the-art language recognition systems
use either or both generative GMM-based classifiers and
discriminative SVM-based classifiers.

Gaussian Mixture Models
The approach for a GMM classifier is to model the dis-
tribution of cepstral features for each language to be
recognized. A language-specific GMM is given by

p(x|λ)=
M∑

i=1

πiNi (x) , (41.4)

where x is a D-dimensional feature vector, Ni (x) are the
component densities, and πi are the mixture weights.
Each component density is a D-variate Gaussian func-
tion of the form

Ni (x)= 1

(2π)D/2|Σ i |1/2

× exp

{
−1

2
(x−μi )

T Σ−1
i (x−μi )

}
,

(41.5)

with mean vector μi and covariance matrix Σ i . The
mixture weights satisfy the constraint

M∑
i=1

πi = 1 , (41.6)

which ensures that the mixture is a true probability den-
sity function. The complete language-specific Gaussian
mixture density is parameterized by the mean vec-
tors, covariance matrices, and mixture weights from
all component densities and is represented by the no-
tation

λ= {πi , μi , Σ i} i = 1, . . . , M . (41.7)

For language recognition using SDC features, di-
agonal covariances and a mixture order of M = 2048
are used. It was empirically determined [41.4] that
higher-order GMMs provided substantial performance
improvements when using SDC features.

The GMM parameters are estimated via the
expectation-maximization (EM) algorithm [41.6] or by
Bayesian adaptation from a universal background model
(UBM) [41.7], as is done in speaker recognition (see
Part F of this Handbook). Adapting from a background
model has computational advantages in that it speeds
up both model training and likelihood computations.
For language recognition, the UBM is typically con-
structed by training a GMM using an aggregation of
the training data from all available languages. Recently,
discriminative training of GMM parameters based on
maximum mutual information optimization has yielded
very promising results [41.8].

For a general language recognition task, a GMM,
λl , is trained for each of the desired languages,
l = 1, . . . , L , and the likelihood of a sequence of fea-
ture vectors, X = (x1, . . . , xT ), extracted from a test
utterance is computed as

p(X|λl)=
T∏

t=1

p(xt |λl) . (41.8)

The model likelihood is computed assuming indepen-
dence between the feature vectors which means the
temporal ordering of the feature vectors is unimportant.
However, the SDC feature vectors xt were themselves
extracted over a multiframe time span and thereby en-
code local temporal sequence information.

The likelihood scores from the set of language mod-
els are then used by the back-end fusion/decision system
to compute likelihood ratios or to fuse with other system
scores (Sect. 41.4).
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Support Vector Machines
Support vector machines (SVMs) are flexible classifiers
that have recently shown promise in language recogni-
tion. SVMs rely on separating data in high-dimensional
spaces using the maximum margin concept [41.9]. An
SVM, f (Z), is constructed from sums of a kernel func-
tion K (·, ·),

f (Z)=
∑

i

αi K (Z, Zi )+d , (41.9)

where Z is the input feature vector,
∑

i αi = 0, and
αi = 0. The Zi are support vectors and are obtained
from the training set by an optimization process [41.10].
The ideal classifier values are either 1 or−1, depending
on whether the corresponding support vector is in class 0
or class 1. For classification, a class decision is based on
whether the value f (Z) is above or below a threshold.

SVM kernels provide a method for compar-
ing sequences of feature vectors (e.g., shifted delta
cepstral coefficients). Given sequences of feature
vectors from two utterances, X = (x1, · · · , xTx ) and
Y = (y1, · · · , yTy ), the kernel produces a comparison
that provides discrimination between the languages of
the utterances. If the utterances are from the same lan-
guage, a large positive value is desired; otherwise, the
kernel should produce a large negative value.

The general setup for training a language recognition
system using support vector machines is a one-versus-
all strategy as shown in Fig. 41.3. For the example of
English in the figure, class 1 contains only target (En-
glish) language data and class 0 contains all of the
nontarget (non-English) language data pooled together.
Training proceeds using a standard SVM training tool
with a sequence kernel module (e.g., [41.10]). The re-
sulting process produces a model for recognizing the
target language.
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Fig. 41.3 Training a support vector machine for language
recognition

A useful kernel for language recognition is the
generalized linear discriminant sequence (GLDS) ker-
nel [41.11]. The GLDS kernel is simply an inner product
between average high-dimension expansions of a set of
basis functions b j (·),

b(x)= (b1(x) · · · bK (x))T , (41.10)

where K is the number of basis functions. Typically,
monomials up to a given degree are used as basis
functions. An example basis is

b(x)=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1

x1

x2
...

xn

x2
1
...

xi1
1 xi2

2 . . . xin
n

...

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (41.11)

The formula for the kernel is

KGLDS(X,Y)= b̄T
x R̄−1b̄y . (41.12)

The mapping X→ b̄x is defined as

X→ 1

Tx

Tx∑
t=1

b(xt) . (41.13)

The vector b̄y is defined in an analogous manner to
(41.13). R̄ is a correlation matrix derived from a large
set of data from multiple languages and many speakers
and is usually diagonal.

In a general language recognition task, a set of SVM
language models { fl} are trained to represent the target
languages l = 1, · · · , L . The sequence of vectors X is
extracted from a test utterance, mapped to an average
expansion using (41.13), and converted to a set of scores
sl = fl(b̄x). The SVM scores sl are usually transformed
to s′l using a likelihood-ratio-type calculation

s′l = sl− log

⎛
⎝ 1

M−1

∑
j =l

e−s j

⎞
⎠ . (41.14)

The transformation (41.14) assumes that SVM scores
behave like log-likelihood ratios (see [41.12, 13] for
related discussions).
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Several computational simplifications are available
for implementing an SVM system for language recogni-
tion. For instance, language recognition scoring can be

reduced to a single inner product. Also, language model
training can be simplified to a linear kernel in Fig. 41.3.
The reader is referred to [41.13] for additional details.

41.3 Token-Based Methods

Unlike acoustic approaches in which fixed-duration win-
dows of the speech signal are used to extract features for
classification, token-based approaches segment the in-
put speech signal into logical units or tokens. These
units could be based on a phonetic segmentation (e.g.,
phones), or a data-driven segmentation (e.g., GMM
mixture component tokens [41.14]). Features are then
extracted from the token stream, and classification is per-
formed using a language model. Figure 41.4 illustrates
the process.

This basic architecture allows for a variety of token-
based approaches, but the phoneme recognition followed
by language modeling (PRLM) approach originally de-
scribed in [41.15, 16] has been shown to work well for
language recognition. The remainder of this section will
focus on PRLM and related techniques that model the
phonotactic properties (phone stream dependencies) of
languages. Other token-based techniques that should be
noted include the work of [41.14] in which abstract to-
kens were used in place of phonetic units to achieve near
state-of-the-art language recognition performance.

41.3.1 Tokens

In the PRLM framework, the tokenizer is a phone rec-
ognizer (PR) that converts an input speech signal into
a sequence of phonetic units (phones). Each phone and

05 0

0� 0

0! 0

Fig. 41.6 HMM:
typical HMM
topology for
phonetic units

its surrounding contexts are then combined to form
phone n-grams, the features used for scoring. These fea-
tures are scored against n-gram language models that
correspond to specific target languages to make language
decisions. Intuitively, these features represent the phono-
tactic dependencies (the rules governing the distribution
of phonetic sounds within a language) between indi-
vidual phonetic units. In an early work [41.17], House
and Neuberg used transcribed data to demonstrate the
feasibility of exploiting phonotactics to perform auto-
matic language identification. Figure 41.5 illustrates the
process.

Phone Recognition
Phone recognition is typically accomplished using hid-
den Markov models (HMMs) to represent phone units.
Figure 41.6 shows a standard topology for different
phonetic units. During recognition, these models are
combined to allow any phone to transition to any other
phone with equal probability. This configuration is of-
ten referred to as an open phone loop or null grammar,
as shown in Fig. 41.7.

The phone decoding process is based on a sequence
of observations X = (x1, · · · , xT ), where T is the num-
ber of speech frames. The observation xt is a vector
of acoustic features, usually mel-frequency cepstrum
coefficients (MFCC) [41.1] or perceptual linear predic-
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Fig. 41.4 Token-based language recognition
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Fig. 41.7 Open phone loop (null grammar) with phone
HMMs

tion (PLP) coefficients [41.18]). These vectors may also
include dynamic features (i. e., first and second differ-
ences). Using standard assumptions (see Part E of this
Handbook), the probability of this sequence with respect
to the language model λ is

p(X|λ)=
∑
∀s

T∏
t=1

p(xt |st, λ) · P(st |st−1, λ) , (41.15)

where s = s1, · · · , st, · · · , sT is a hypothesized se-
quence of states at times t = 1, · · · , T . Each state st of
the model has an observation probability p(xt |st, λ) and
a series of transition probabilities between all states and
st . For simplicity, a bigram model P(st |st−1, λ) has been
selected for the state transition model. With a null gram-
mar, the probabilities P(st |st−1, λ) are uniform for fixed
st−1. Typically, the observation probability p(xt |st, λ)
is modeled as a mixture of Gaussians resulting in
a continuous-density HMM.

Given a sequence of observation vectors X, the
phone recognizer attempts to decode the maximum
likelihood sequence of HMM states corresponding to X:

argmax
s

P(s|X) . (41.16)

Applying Bayes’ rule and recognizing that the maxi-
mization is independent of p(X):

argmax
s

p(X|s)p(s)

p(X)
= argmax

s
p(X|s)P(s) . (41.17)

Equation (41.17) is the Viterbi approximation of (41.15);
the goal is to maximize the following probability

p(X|s, λ)P(s|λ)=
T∏

t=1

p(xt |st, λ) · P(st |st−1, λ)
(41.18)

by selection of the state sequence s.
The Viterbi algorithm is generally used to search

the space of possible state sequences and a variety of
pruning strategies can be applied to keep the search
problem tractable. For language recognition, context in-
dependent phonetic units are typically used for decoding
(see [41.19] as an exception). For a more-detailed de-
scription of HMM models of speech refer to Part E of
this Handbook.

Phone Recognizer Training
A vital consideration in the training of phone recognizers
is the availability of phonetically or orthographi-
cally labeled speech for multiple languages. These
phone transcripts can be obtained from manual la-
beling by a trained listener or automatic labeling
from a word transcript and pronunciation dictio-
nary. As discussed later, the languages of the
phone recognizers need not be those of the tar-
get languages. Phonetically transcribed corpora are
relatively uncommon, and for a number of years
were available only as part of the Oregon Gradu-
ate Institute multilanguage telephone speech (OGI-TS)
corpus [41.20], which contained phonetically hand-
labeled speech for six languages (English, German,
Hindi, Japanese, Mandarin, and Spanish) collected
over telephone channels. More recently, investiga-
tors have employed other corpora for training phone
recognizers, including Switchboard (English) [41.21]
(e.g., [41.22, 23]), CallHome (Arabic, Japanese, Man-
darin, and Spanish) [41.21] (e.g., [41.22, 23]), and
SpeechDat-East (Czech, Hungarian, Polish, Russian,
and Slovak)d [41.24] (e.g., [41.8]).

41.3.2 Classifiers

Using the sequence of phone tokens, a number of dif-
ferent classification techniques can be applied to make
a language recognition decision. Two popular tech-
niques are described here in detail: PRLM, a generative
model of phonetic n-gram sequences, and PR-SVM-
LATT (phone recognition followed by lattice-based
support vector machines), a discriminative approach to
language recognition. Both approaches assume that lan-
guages differ in their phonotactic characteristics and
that these differences will cause a phonetic recogni-
tion system to produce different distributions of token
sequences.
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PRLM
The basic PRLM decision rule is described by

L∗ = argmax
L

PL (W |X) , (41.19)

where X are the acoustic observations, W is the hypoth-
esized token sequence W = w1, . . . , wN , and L∗ is the
optimal language decision. The term PL (W |X) can be
decomposed using Bayes’ rule:

PL (W |X)=
same ∀L︷ ︸︸ ︷
p(X|W) ·PL (W)

p(X)︸︷︷︸
same ∀L

. (41.20)

For a given tokenizer, the terms p(X|W) and p(X)
are the same across language models, since X is known
and W is determined from the phone recognition de-
coding process described above. As such, the following
simplified PRLM decision rule can be applied:

L∗ = argmax
L

PL (W) . (41.21)

As (41.21) suggests, only language model scores are
used to make a language recognition decision. Phone
recognition acts solely to discretize the input speech
signal.

In real implementations PL (W) is approximated by
an n-gram language model of fixed order,

PL (W)≈
N∏

i=1

language model︷ ︸︸ ︷
PL (wi |wi−1 . . . wi−(n−1)) . (41.22)

Here, the probability PL (wi |wi−1 . . . wi−(n−1)) =
PL (ŵi ), is a look up of the frequency of occurrence
of n-gram ŵi = wi−n+1wi−n+2 · · ·wi in language L’s
training data. n-grams are a simple yet effective way
of capturing the context preceding a token. For the lan-
guage recognition problem, n-grams of order two and
three (i. e., bigrams and trigrams) are commonly em-
ployed. Increasing the n-gram order should theoretically
increase the ability of language recognition modeling
techniques to incorporate longer term dependencies, but
in practice these models are difficult to estimate given
the paucity of training data. As the order n increases, the
number of possible unique n-grams increases exponen-
tially as |W |n , where |W | is the size of the tokenizer’s
phone inventory. Standard smoothing techniques have
been shown to help mitigate the n-gram estimation
problem for language recognition tasks [41.25]. Other
language modeling techniques, such as binary decision
trees, have also been used successfully to model n-gram
sequences with n > 3 [41.26].

Lattice-Based PRLM. As stated above, the standard 1-
best PRLM model relies solely on the probability of
the phone token sequence in its decision rule. This acts
as an approximation of the acoustic hypothesis space
generated by the underlying HMM phonetic models for
a given input.

In [41.22], a better approximation using an exten-
sion of the 1-best PRLM model is proposed in which
posterior probabilities of phone tokens are incorporated
into the estimation of the language models and the obser-
vation likelihoods. In this model, estimates of expected
counts derived from phone lattices are used in place of
1-best counts during LM training and scoring.

To derive this extension, the standard 1-best lan-
guage modeling equation can be reformulated in log
form as

log PL (W)

=
∑
∀ŵ

C(ŵ) log PL (wi |wi−1, . . . , wi−n+1) , (41.23)

where

ŵ=wiwi−1 . . . wi−n+1 (41.24)

and C(ŵ) is the count of the n-gram ŵ in the sequence W .
In (41.23), the sum is performed over the unique n-grams
ŵ in W .

In the lattice formulation, n-gram counts from the
1-best hypothesis are replaced with expected counts
from a phone lattice generated by the decoding of an
input message:

EL[ log PL (W)] =∑
∀ŵ

EL
[
C(ŵ)

]
log PL (wi |wi−1 . . . , wi−n+1) .

Like the 1-best hypothesis, the phone lattice is only
an approximation of the acoustic hypothesis space
for a given speech utterance. There is evidence that
both the quality of the phonetic models and the
phone lattices used for language recognition are im-
portant [41.19,27]. Many methods of generating lattices
have been proposed in the automatic speech recognition
(ASR) literature [41.28–30]. The Viterbi n-best tech-
nique with a fixed number of trace-backs per state is
often used [41.31].

Parallel PRLM (PPRLM)
An important aspect of the PRLM method, implied
by (41.21), is that the operations of tokenization (by the
phone recognizer) and language modeling are decou-
pled. As a consequence, it is not necessary for the phone
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Fig. 41.8 PPRLM: parallel phone recognition followed by language
modeling

recognizer to be trained in any of the target languages as
long as the tokenization of the target languages is suffi-
ciently distinct. In a natural extension of this observation,
Zissman [41.15] proposed running phone recognizers
for multiple languages in parallel in order to provide
more-diversified coverage of the phones encountered
in target languages. The resulting system configuration,
commonly known as parallel PRLM (PPRLM), employs
a bank of phone recognizers, each of which is followed
by a set of language models trained from the correspond-
ing token sequences that it generates. As with PRLM,
the multiple phone recognizers are trained using phonet-
ically or orthographically labeled speech, but need not
be of any of the target languages. An example is shown
in Fig. 41.8 where parallel Japanese and Mandarin phone
recognizers are used to tokenize speech in a German ver-
sus Spanish language recognition task. The next section
will describe methods by which the individual outputs
are fused to produce a final score.

Language recognition systems based on PPRLM
were found to outperform their competitors [41.5] and
dominated the field of language recognition for a number
of years. More recently, employing banks of lattice-
based phone recognizers has led to further language
recognition performance improvement [41.22]. Efforts

have also been made to reduce the computation load of
a PPRLM system by employing a single multilingual
phone recognizer but to date these approaches have not
proved to be more effective than PPRLM [41.32].

PPR-SVM-LATT
The PPR-SVM-LATT approach is an application of
SVM classification for token streams [41.33]. For the
PPR-SVM-LATT classifier, the phone token sequence
for each utterance X in a language corpus is used to
compute a vector of n-gram probabilities,

b=

⎛
⎜⎜⎜⎜⎝

c1 p(ŵ1|X)

c2 p(ŵ2|X)
...

cN p(ŵN |X)

⎞
⎟⎟⎟⎟⎠ . (41.25)

The probability p(ŵi |X) represents the frequency of oc-
currence of n-gram ŵi in the utterance X, and N = |W |
is the number of possible n-grams. The n-gram probabil-
ities can be computed from counts from the 1-best phone
sequence or from expected counts from phone lattices.
Experiments have determined that expected counts from
lattices produce better performance.

The values ci in (41.25) are weights that normal-
ize the components of the vector to a common scale.
Typically, a weighting such as the term-frequency log
likelihood ratio (TFLLR) [41.33] can be applied. For
TFLLR,

ci = 1√
p(ŵi |{X j})

, (41.26)

the probability p(ŵi |{X j}) is calculated across all utter-
ances of all languages in the training corpus.

After converting utterances to vectors, a simple lin-
ear kernel, K (b1, b2)= bT

1 b2, is used, where the bi are
the expansion of two utterances as in (41.25). Train-
ing and scoring are done in a manner analogous to the
cepstral SVM.

41.4 System Fusion

The previous sections of this chapter described a vari-
ety of methods available for implementing a language
recognition system. In practice, additional performance
improvements can be obtained by running multiple sys-
tems in parallel and fusing the individual scores using
a back-end. If the recognizers do not behave uniformly

(i. e., their errors are not completely correlated) then
combining the scores may make it possible to exploit
complementary information that exists in the scores.
Score fusion was first adopted as a means of combining
the scores produced by a PPRLM language recognizer
and has since been applied to fusing scores of differ-
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ent types of recognizers, such as those described in
Sects. 41.2 and 41.3.

41.4.1 Methods

For purpose of this discussion it is convenient to divide
approaches to fusion into two types, rule based and clas-
sifier based. Rule-based fusion applies a fixed formula
to the scores, such as a weighted-sum rule or product
rule, where weights are either uniform or are chosen
empirically using a set of development data. One ex-
ample of a rule-based method for combining the scores
in a PPRLM system will be discussed below. The sec-
ond approach to fusion utilizes a development data set to
train a classifier from a feature vector constructed from
the individual system scores. In theory, the joint statistics
among the scores (elements of the feature vector) can
be exploited by the classifier to produce overall perfor-
mance that is superior to that achieved with a rule-based
back.end.

Product-Rule Fusion
A method for fusing the scores of a PPRLM language
recognition system using the product rule was pro-
posed by Zissman [41.5]. Assume a PPRLM language
recognizer that uses K phone recognizers to detect L lan-
guages. For each test input, a set of KL (linear) scores
is generated, with each phone recognizer producing L
scores. For an input utterance X, single per-language
scores y(X|l) are computed by first normalizing the like-
lihoods sk,l produced by phone recognizer k and then
multiplying the normalized per-language values across
all phone recognizers:

y(X|l)=
K∏
k

sk,l∑L
l sk,l

. (41.27)

The normalization step puts scores across phone rec-
ognizers into a common range, and the multiplication
step creates a final score. Probabilistically, the first step
turns the raw phone recognizer scores into posteriors
(with an assumption of equal priors) and the second
step computes a joint probability of the observed data
under the assumption that the information sources (in-
dividual PRLM systems) are independent. A potential
drawback of product-rule fusion is that a single score
close to zero may have an undesirably large impact
on the final result. Despite the apparent inaccuracy of
the independence assumption, the product-rule method
proved to be an effective way of combining PPRLM
scores [41.5].

Classifier Fusion
Classifier-based fusion for PPRLM language recog-
nition systems was originally proposed by Yan and
Bernard [41.34] using neural networks and by Ziss-
man [41.35] using Gaussian classifiers, and these authors
reported that performance was superior to that obtained
with the product-rule approach. A block diagram of
a Gaussian-based fusion approach for language recog-
nition is shown in Fig. 41.9. The method consists of
linear discriminant analysis (LDA) normalization fol-
lowed by Gaussian classification. Although there can be
no guarantee that this particular classifier-based fusion
architecture produces optimum results in all language
recognition applications, extensive development testing
has shown that the technique produces reliably superior
performance. Other investigators have reported results
using neural network-based back-end fusion [41.22].

The generic block diagram in Fig. 41.9 shows a set
of core language recognizers (e.g., GMM, SVM, PRLM,
PPRLM), each of which produces a score or score vector
for each language hypothesis given an input utterance.
These scores are used to form the elements of a fea-
ture vector that is transformed via linear discriminant
analysis, a method by which the feature vector is pro-
jected into a reduced dimensional space in such a way
as to maximize interclass separability and minimize in-
traclass variability. In the figure, the transformed space
is of dimension L−1, where L is the number of classes
(languages) represented in the back-end training data.
The transformed vector also has the desirable prop-
erty that its features are decorrelated. It is important
to recognize that the individual recognizers may pro-
duce different sized score vectors and that the scores
may represent likelihoods of any languages, not just the
target languages.
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820 Part G Language Recognition

The transformed feature vectors are then processed
by a parallel bank of Gaussian classifiers. Each Gaussian
has input dimension L−1, a diagonal grand covariance
(i. e., pooled across all the back-end training data), and
produces an output y(X|l).

41.4.2 Output Scores

The form of the final system scores depends on the
nature of the language recognition application. For
closed-set identification, the index of the maximum
score, maxl y(X|l), produced using either the rule- or
classifier-based method is sufficient to identify the win-
ning language hypothesis. For a detection task, where
decisions are made using a fixed threshold, the output
score must be formed in such a way as to be consis-
tently meaningful across utterances. Typically, this is
accomplished by interpreting the (linear) scores y(X|l)
as likelihoods and forming an estimated likelihood ratio
r(X|l) between the target language score and the sum
(or average) of the others:

r(X|l)= y(X|l)
1

L−1

∑L
j =l y(X| j) . (41.28)

The estimated likelihood ratio can then be used to set
a threshold to achieve a specific application dependent
operating point.

Language recognition applications often require that
scores be reported as posterior probabilities rather than
as likelihoods or likelihood ratios. This may be the
case when the downstream consumer (human or ma-
chine) requires confidence scores or scores that have
been mapped from unconstrained likelihoods or likeli-
hood ratios to a normalized range (0–1 or 0–100). In
principle, the scores y(X|l) produced by the back-end
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Fig. 41.10 Posterior probability estimation

fusion for input utterance X can be used directly to gen-
erate posterior probabilities P(l) for each target language
l via Bayes’ rule:

P(l|X)= y(X|l)Pl∑L
l y(X|l)Pl

, (41.29)

where Pl represents the prior probability of target lan-
guage l. In practice, posteriors estimated this way may
be unreliable due to the inaccurate assumptions made in
constructing the overall system. Rather than treating the
scores as true likelihoods, it is preferable to view them
as raw scores and to estimate posteriors using another
classifier.

A block diagram of a method that has been found
useful for posterior probability estimation is shown
in Fig. 41.10. The fusion back-end log-likelihood ratio
estimates log r(X|l) are treated as raw inputs to a bank
of language-dependent single-input logistic regression
classifiers (implemented using LNKnet [41.36] as mul-
tilayer perceptrons) that produce estimates P̂(l|X) of
the posterior probabilities. These estimates can then
be interpreted by humans as meaningful measures of
confidence.

41.5 Performance Assessment

The language recognition approaches described in this
chapter have been subject to extensive development, and
this section describes their evaluation under conditions
that follow protocols established by the US National
Institute of Standards and Technology (NIST). Since
1996, NIST has coordinated several evaluations with
the goal of assessing the existing state-of-the-art in
language recognition technology. The most recent lan-
guage recognition evaluation (LRE 2005) protocol will
form the basis of the performance results presented in

this section. A description of the 2005 NIST language
recognition evaluation plan can be found in [41.37].

41.5.1 Task and Corpus

The task for LRE 2005 was the detection of the pres-
ence of one of seven target languages (English, Hindi,
Japanese, Korean, Mandarin, Spanish, Tamil) in tele-
phone speech utterances with nominal durations of
30, 10, and 3 seconds selected from unspecified lan-
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Automatic Language Recognition Via Spectral and Token Based Approaches 41.5 Performance Assessment 821

guages and sources. The evaluation material contained
3,662 segments for each nominal duration. Although
NIST evaluated and reported performance results un-
der several conditions, its primary evaluation condition
consisted of trials for which the segments had 30 second
durations, were from one of the seven target languages,
and were from material collected by the Oregon Health
Sciences University (OHSU). Unless otherwise stated,
the results presented here will be for the NIST pri-
mary evaluation condition. For a complete description
of LRE 2005, see [41.38].

Training data for the systems described below was
drawn from four telephone speech corpora: CallFriend,
CallHome, Mixer, and Fisher, and cover 13 languages
(for more information on these corpora, see [41.21]).
CallFriend and CallHome contain conversations be-
tween acquaintances, while Mixer and Fisher contain
conversations between strangers. For a detailed descrip-
tion of the use of this material for training the recognizers
and the fusion back-end, see [41.23].

41.5.2 Systems

The fully fused system contained five core language
recognizer components. For each recognizer, nonspeech
frames were removed from the train and test utterances
using a GMM-based speech activity detector.

GMM
The Gaussian mixture model (GMM)-based language
recognizer used 2048 mixture components, shifted delta
cepstral (SDC) coefficients, feature normalization across
utterances to zero mean and unit variance on a per-
feature basis, and feature mapping [41.3]. The SDC
parameters N-d-P-k were set to 7-1-3-7 (Sect. 41.2.1),
resulting in a 49-dimension feature vector computed
over a 21-frame (210 ms) time span. In addition, gender-
dependent language models were trained for each of
the 13 languages in the training material. A back-
ground model was trained by pooling all the training
material, and gender-dependent target language models
were trained by adapting from the background model.
This method of training permits fast scoring during
recognition and was proposed by [41.39] for language
recognition. The GMM system produced a total of 26
scores per test utterance.

SVM
The support vector machine (SVM)-based language
recognizer used a generalized linear discriminant se-
quence (GLDS) kernel, expansion into feature space

using monomials up to degree three, and SDC coeffi-
cients derived as for the GMM recognizer. The features
were normalized across utterances to zero mean and unit
variance on a per-feature basis. Thirteen language mod-
els were constructed from the training material and 13
scores were produced per test utterance.

PPRLM
The PPRLM-based language recognizer used six OGI-
trained phone recognizers, a 39-dimensional MFCC
feature vector containing cepstra, delta, and double
delta coefficients, and trigram language modeling. Each
phone recognizer’s token sequences were used to train
13 language models, resulting in an output feature vector
of dimension 78. The phone recognizers and language
models were trained using Cambridge University en-
gineering department’s hidden Markov model toolkit
(HTK) [41.40].

PPRLM-LATT
A PPRLM based language recognizer using lattices to
generate probabilistic counts of phone frequencies for
bigram and trigram language modeling. Phone recogniz-
ers were trained using material from CallHome (Arabic,
Japanese, Mandarin) and Switchboard English (landline
and cellular). A total of seven phone recognizers were
trained, resulting in 91 (7 × 13) scores per input utter-
ance. The tokenizers were selected based on results of
development testing conducted in conjunction with LRE
2005 ( [41.41]).

PPR-SVM-LATT
The PPR-SVM-LATT-based language recognizer used
lattices to generate probabilistic counts of phone fre-
quencies that are then classified with support vector
machines. Probability vectors were constructed from un-
igrams and bigrams, and a linear kernel with TFLLR
weighting was applied. Lattices of phones were pro-
duced using HMM models trained on six OGI languages,
as in PPRLM. A total of 78 (6×13) scores were produced
per input utterance.

The scores of the core language recognizers were
stacked into a 286-dimension feature vector and fed
to the fusion back-end for dimension reduction (lin-
ear discriminant analysis) and classification (seven
Gaussians with pooled diagonal covariances). The out-
puts of the back-end were treated as estimated target
language likelihoods and log likelihood ratios were
formed by taking the log of the quantity in (41.28).
These scores were treated as the final outputs of the
system.
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Fig. 41.11 Performance (percentage EER) of spectral, to-
ken, and fused language recognition systems on the 2005
NIST LRE primary condition test

41.5.3 Results

NIST language recognition evaluations require partic-
ipants to provide two outputs for each test utterance,
a hard decision and an arbitrarily scaled likelihood
score. The hard decisions are used by NIST to evalu-
ate a cost function while the scores are used to sweep
out a detection error trade-off (DET) curve [41.42],
a variant of the familiar receiver operating character-
istic (ROC) curve. To compare detection performance
across competing systems, it is convenient to use a sum-
mary statistic such as the equal error rate (EER), and
this statistic has been adopted for comparison of the
language recognition systems described in this sec-
tion. Results for the NIST primary condition described
above, given in percentage EER, are shown in Fig. 41.11.
The recognizers have been categorized according to
whether they are spectral (GMM or SVM) or token based
(PPRLM, PPRLM-LATT, PPR-SVM-LATT). Individu-
ally, the best performing recognizer is PPRLM-LATT,
while the SVM system produces the most errors. The
remaining systems (GMM, PPRLM, and PPR-SVM-
LATT) perform comparably. It is worth noting that
fusing the scores of the spectral systems (SVM and
GMM) results in a large performance gain [41.23]. Fus-
ing the scores of all five recognizers produces the best
overall result.

Figure 41.12 shows the DET plots for five-
recognizer-system fusion for the LRE 2005 OHSU
target language test segments with durations 30, 10,
and 3 seconds. Table Table 41.1 gives the corresponding
EERs for these DET curves. It is apparent that lan-
guage recognition performance becomes increasingly
challenging as the test segment duration decreases, al-
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Fig. 41.12 Performance of five-system fusion on the
LRE 2005 OHSU target language test segments for du-
rations 30 s (solid line), 10 s (dashed line), and 3 s (dotted
line). Filled circles indicate equal error points

though recent work has demonstrated that performance
at shorter durations can be substantially improved [41.8].

41.5.4 Computational Considerations

Although the focus of the discussion of language recog-
nition systems has been performance, any practical
implementation of such a system needs to account for
computational complexity. A comparison of process-

Table 41.1 Performance, measured as percentage equal er-
ror rate (EER) of full-fusion system for 30 s, 10 s, and 3 s
test utterances

Duration EER(%)

30 4.3

10 10.3

3 21.2

Table 41.2 Processing speed of selected language recog-
nizers as measured with a 3 GHz Xeon processor with
2 GB RAM running Linux. The recognition task involved
12 target languages and five minute audio file. The PPRLM
system contained six OGI-trained phone recognizers (no
lattices). All factors refer to speeds faster than real time (RT)

Reognizer Speed

GMM 17 RT

SVM 52 RT

PPRLM 2 RT
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Automatic Language Recognition Via Spectral and Token Based Approaches References 823

ing speed for three types of recognizers is shown in
Table 41.2. Note that all factors indicate the degree
to which the algorithms are faster than real time. All
measurements were made using 12 language models
and a single 5 minute audio file. The platform was

a 3 GHz Xeon processor with 2 GB RAM and Linux
OS. The GMM, SVM, and PPRLM systems were de-
scribed in previous sections of this chapter. The PPRLM
language recognizer used six OGI tokenizers and no
lattices.

41.6 Summary

This chapter has presented a variety of methods for
implementing automatic language recognition systems.
Two fundamental approaches, based on either the spec-
tral or phonotactic properties of speech signals, were
successfully exploited for the language recognition task.
For the spectral systems, these included GMM and SVM
modeling using frame-based shifted delta cepstral coeffi-
cients. For phonotactic systems, variations of the classic
parallel phone recognition followed by language model-
ing were described. Performance gains can be achieved
by fusing the scores of multiple systems operating simul-

taneously, and a framework for implementing classifier
based fusion was described. Finally, performance re-
sults were presented for the spectral, token, and fused
systems using the standardized protocols developed by
NIST. For the latest advances in the field of automatic
language recognition, the reader is referred to the most
recent proceedings of the International Conference on
Acoustics, Speech, and Signal Processing (ICASSP), the
Odyssey Speaker and Language Recognition Workshop,
and the International Conference on Spoken Language
Processing (Interspeech – ICSLP).
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Vector-Based42. Vector-Based Spoken Language Classification

H. Li, B. Ma, C.-H. Lee

This chapter presents a vector space charac-
terization (VSC) approach to automatic spoken
language classification. It is assumed that the
space of all spoken utterances can be represented
by a universal set of fundamental acoustic units
common to all languages. We address research is-
sues related to defining the set of fundamental
acoustic units, modeling these units, transcrib-
ing speech utterances with these unit models and
designing vector-based decision rules for spoken
language classification. The proposed VSC ap-
proach is evaluated on the 1996 and 2003 National
Institute of Standards and Technology (NIST) lan-
guage recognition evaluation tasks. It is shown
that the VSC framework is capable of incorpo-
rating any combination of existing vector-based
feature representations and classifier designs.
We will demonstrate that the VSC-based classi-
fication systems achieve competitively low error
rates for both spoken language identification and
verification.

The chapter is organized as follows. In Sect. 42.1,
we introduce the concept of vector space char-
acterization of spoken utterance and establish
the notion of acoustic letter, acoustic word and
spoken document. In Sect. 42.2 we discuss acous-
tic segment modeling in relation to augmented
phoneme inventory. In Sect. 42.3, we discuss voice
tokenization and spoken document vectorization.

42.1 Vector Space Characterization ................ 826

42.2 Unit Selection and Modeling.................. 827
42.2.1 Augmented Phoneme Inventory

(API) .......................................... 828
42.2.2 Acoustic Segment Model (ASM) ...... 828
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42.3 Front-End: Voice Tokenization
and Spoken Document Vectorization ...... 830

42.4 Back-End: Vector-Based Classifier Design 831
42.4.1 Ensemble Classifier Design............ 832
42.4.2 Ensemble Decision Strategy .......... 833
42.4.3 Generalized VSC-Based
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42.5 Language Classification Experiments
and Discussion ..................................... 835
42.5.1 Experimental Setup ..................... 835
42.5.2 Language Identification ............... 836
42.5.3 Language Verification .................. 837
42.5.4 Overall Performance Comparison ... 838

42.6 Summary ............................................. 838
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In Sect. 42.4, we discuss vector-based classifier
design strategies. In Sect. 42.5, we report several
experiments as the case study of classifier design,
and the analytic study of front- and back-end.
Finally in Sect. 42.6, we summarize the discussions.

Spoken language classification is the process of de-
termining the language identity of a given spoken
utterance. Like many frontiers in pattern recognition,
spoken language classification has been formulated in
the framework of statistical modeling, where a model
is built for each spoken language by fitting the model
parameters to maximize the observed data likelihood.
A spoken language classification system typically con-
sists of a front- and a back-end. The front-end extracts
features in order to characterize spoken languages, while
the back-end makes classification decision based on the
feature pattern of a test utterance.

When human beings are constantly exposed to a lan-
guage without being given any linguistic knowledge,
they learn to determine the language identity by per-
ceiving some of the language cues. This motivates
us to explore useful language cues from phonotac-
tic statistics of spoken languages. Suppose that the
world’s languages can be characterized by a univer-
sal set of acoustic units. Any speech segment can
now be considered as a realization of a concatena-
tion of such units analogous to representing a text
passage as a sequence of basic symbols, such as Eng-
lish letters or Chinese characters. Using a collection
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of models, one for each unit, a given speech utter-
ance can be automatically transcribed into a sequence
of sound alphabets or acoustic letters By grouping ad-
jacent acoustic letters to form acoustic words we can
convert any collection of speech segments into a spo-
ken document. Similar to representing a text document
as a term vector – as is done in information retrieval
and text categorization – a spoken document can now
be represented by a vector with key terms defined as the
set of all acoustic words. This process is also referred
to as vectorization, which leads us into several inter-
esting topics, such as selection of acoustic letters and
acoustic words, and dimensionality reduction of term
vector.

With recent advances in machine learning tech-
niques, vector space modeling has emerged as
a promising alternative solution to multiclass speech
classification problem. The vector space approach in-
herits several attractive properties that we discover in
text-based information retrieval. For example, it han-
dles the fusion of different types of language cues
in a high-dimensional vector seamlessly. As opposed
to similarity-based likelihood measurement, the vector
space approach is motivated by discriminative training,
which is aimed at minimizing misclassification error. In
this chapter, we are interested in practical issues related
to vectorization of spoken document and vector-based
classifier design.

42.1 Vector Space Characterization

In a typical setting, spoken language classification is
usually formulated as a probabilistic pattern recogni-
tion problem [42.1] in which the a posterior probability,
P(X|λl), of the l-th language to be considered with
a model λl given an unknown utterance X, is com-
puted. To make a decision, the language that gives the
maximum P(X|λl) is usually identified as the target lan-
guage. Many algorithms developed in automatic speech
and speaker recognition [42.2] have been adopted and
extended to language recognition. Recent advances in
acoustic and language modeling [42.3] have also con-
tributed to the technological progress of pattern recog-
nition approaches to spoken language classification.

On another front vector space characterization has
become a prevailing paradigm in the information re-
trieval (IR) community since its introduction in the early
1970s [42.4]. Inspired by recent advances in machine
learning, a wide variety of VSC approaches have been
adopted successfully to text categorization (TC) [42.5],
which essentially refers to the assigning of a category
or a topic to a given text document based on the fre-
quencies of co-occurrences of certain key terms [42.6]
in the particular category or topic of interest. A simi-
lar VSC treatment of spoken documents has also been
attempted [42.7]. Since the feature vectors to be consid-
ered here are often very high dimensional, sometimes
in tens or even hundreds of thousands in some cases,
a probabilistic characterization of these vectors is usu-
ally not an easy task due to several factors: the lack of
training data, the difficulty to specify a good model, and
the curse of dimensionality in the estimation of so many
parameters with so little data. Nonetheless, vector-based

classifier design has some of its own attractive proper-
ties that does deserve some attention even without using
conventional statistical modeling techniques.

In this chapter, we explore VSC characterization of
spoken utterances and the VSC-based spoken language
classification system design. We consider that a par-
ticular spoken language will always contain a set of
high-frequency function words, prefixes, and suffixes,
which are realized as acoustic substrings in spoken ut-
terances. Individually, those substrings may be shared
across languages. Collectively, the pattern of their co-
occurrences can facilitate the discrimination of one
language from another.

Suppose that an utterance X, represented by a se-
quence of speech feature vectors O, is decoded or
tokenized, into a spoken document, T (X), consisting of
a series of I acoustic units, T (X)= {t1 . . . , ti . . . , tI },
each unit is drawn from a universal inventory,
U = {u1, . . . , uj , . . . uJ }, of J acoustic letters shared
by all the spoken languages to be considered, such that
ti ∈U . In the following, we will refer to the process of
decoding speech into spoken documents as tokenization.
We are then able to establish a collection of acous-
tic words by grouping units occurring in consecutive
orders to obtain a vocabulary of M distinct words,
W = {w1, . . . , wm, . . . wM}, such that each wm can be
a single-letter word like (uj ), a double-letter word like
(ujuk), a triple-letter word like (ujukul), and so on.
Usually the vocabulary size, M, is equal to the total
number of n-gram patterns needed to form words, e.g.,
M = J+ J × J+ J × J × J if only up to three tokens are
considered as a valid acoustic word. Next, we can use
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Vector-Based Spoken Language Classification 42.2 Unit Selection and Modeling 827

some form of function f (wm), such as latent seman-
tic indexing (LSI) [42.8], to evaluate the significance
of having the word wm in the document, T (X). We are
now ready to establish an M-dimension feature vector,
v= [ f (w1), . . . , f (wm), . . . f (wM)]T with xT denoting
the transpose of vector x, for each spoken document.

It is clear that we need a not-too-small number of
fundamental acoustic units to cover the acoustic varia-
tion in the sound space. However a large J will result in
a feature vector with a very high dimension if we would
like to cover as many unit combinations when form-
ing acoustic words. For example, with a moderate value
of J = 256, we have M = 65 792 even when we only
consider words less than or equal to two letters. This
is already a very large dimensionality not commonly
utilized in speech and language processing algorithms.
Finally, a VSC-based classifier evaluates a goodness of
fit, or score function Sl(v)= S(v|λl), between a given
vector, v, and a model of the l-th spoken language, λl , to
make a decision. Any vector-based classifier can be used
to design spoken language identification and verification
systems.

In language identification, we assume that each lan-
guage to be recognized by the system has been registered
and known to the system in advance. Therefore, it is
a closed-set test. The objective is to identify the language
l, among a pool of L candidates, that has the closest
match or the highest score to a given test sample. Sys-
tem performance is often measured by the recognition
error rate. On the other hand, in language verification,
also known as language detection, the test language may
or may not be known in advance to the system. This is

therefore an open-set test. The objective of a verifica-
tion test is to confirm whether a test sample belongs to
the language that it is claimed to be. In this case, the test
sample is compared against the model of the claimed
language to produce a verification score. A decision is
then made based upon whether the score is above or be-
low a threshold. Two types of errors, false alarms (or
false positives) and misdetections (or false negatives),
are thus resulted. A wide range of error pairs can be ob-
tained depending on the operating verification threshold
of the system. To facilitate comparisons between dif-
ferent systems, an equal error rate (EER), indicating the
error when the two rates are the same, is usually reported
as the system performance. The NIST language recog-
nition evaluation (LRE) is a series of open evaluations
for benchmarking the progress of ongoing technology
(http://www.nist.gov/speech/tests/index.htm).

Three sets of issues to be addressed in designing
a VSC-based language classification system include:
(i) fundamental unit selection and modeling, (ii) ex-
traction of a spoken document vector, which can be
considered as a front-end design, and (iii) vector-based
classifier learning, which is labeled as a back-end design.
These will be discussed in detail in the following three
sections, respectively. Issues related to the accuracy of
tokenization, the discrimination of feature vectors, and
the performance of language classifiers will also be
discussed in the remainder of the chapter. By having
various combinations of the front- and back-ends, we
have the flexibility to design a collection of systems
that cover a wide spectrum of system performances and
computation complexities.

42.2 Unit Selection and Modeling

The first issue to be considered is selection and model-
ing of the universal set of fundamental acoustic units.
Spoken languages, despite sounding different from one
another, do share some basic similarities in their acous-
tic characteristics. In the following, we list the 10 most
common words in English and Chinese:

• the . . . of . . . to . . . a . . . and . . . in . . . that . . .
for . . . one . . . is . . . (English)• de ( ) . . . yi ( ) . . . he ( ) . . . zai ( ) . . .
shi ( ) . . . le ( ) . . . bu ( ) . . . you ( ) . . .
zhe ( ) . . . ge ( ) . . . (Mandarin)

By coincidence, the top-ranked English word, (“the”),
and the most common Chinese Mandarin word, (“de”),

share a similar pronunciation, resulting in a similar unit
transcription if a common collection of sound unit mod-
els are used to decode both English and Mandarin speech
segments containing this pair of words. Nonetheless, we
can rely on the co-occurrence statistics of those words to
discriminate one language from another. As discussed
in Sect. 42.1, a decoder or tokenizer is needed to con-
vert spoken utterances into sequences of fundamental
acoustic units specified in an acoustic inventory. We be-
lieve that units that are not linked to a particular phonetic
definition can be more universal, and are therefore con-
ceptually easier to adopt. Such acoustic units are thus
highly desirable for universal language characterization,
especially for rarely observed languages or languages
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828 Part G Language Recognition

without an orthographic system or a well-documented
phonetic dictionary.

A number of variants have been developed along
these lines, which were referred to as language-
independent acoustic phone models. Hazen reported
using 87 phones from the Oregon Graduate Institute
multilanguage telephone speech corpus (OGI-TS) cor-
pus [42.9]. Berkling [42.10] explored the possibility
of finding and using only those phones that best dis-
criminate between language pairs. Berkling [42.11] and
Corredor-Ardoy [42.12] used phone clustering algo-
rithms to find a common set of phones for languages.
However, these systems are constrained to operate only
when a phonetically transcribed database is available.
On a separate front, a general effort to circumvent the
need for phonetic transcription can be traced back to
Lee’s work [42.13] in acoustic segment models (ASMs)
in which a collection of ASMs were used to character-
ize the fundamental set of speech units, and constructed
in an unsupervised manner without any linguistic def-
inition. Acoustic words were thus formed by decoding
word examples into sequences of such acoustic units,
and then utilized for medium-vocabulary isolated-word
recognition. A similar ASM approach has recently been
adopted for language identification [42.14]. We first dis-
cuss the grouping of phone sets from multiple phone
inventories of different languages to form a universal
collection of units and corresponding phone models.

42.2.1 Augmented Phoneme Inventory (API)

Attempts have been made to derive a universal collection
of phones to cover all sounds described in an interna-
tional phonetic inventory, e.g., the international phonetic
alphabet or Worldbet [42.15]. This is a challenging
endeavor in practice. Note that these sounds overlap
considerably across languages. One possible approxi-
mation is to form a superset of phonemes from several
languages. We call this set the augmented phoneme
inventory (API). This idea has been explored in one
way or another in many studies [42.9–11]. A good in-
ventory needs to cover phonetically as many targeted
languages as possible. This method can be effective
when phonemes from all the spoken languages form
a closed set as studied by Hazen [42.9]. Results from hu-
man perceptual experiments have also shown a similar
effect whereby listeners’ language identification perfor-
mance improved by increasing their exposure to multiple
languages [42.16].

The API-based tokenization was recently stud-
ied [42.17] by using a set of all 124 phones from

Table 42.1 The languages and phone sets of API I and II

API I Count API II Count

English 44 English 48

Mandarin 43 Mandarin 39

Korean 37 German 52

General 4 Hindi 51

Japanese 32

Spanish 36

Total 128 Total 258

English, Korean, and Mandarin, plus four noise units,
and extrapolating them to the other nine languages in
the NIST LRE tasks. This set of 128 units is referred to
as API I, which is a proprietary phone set defined for
an internal database called the Institute for Infocomm
Research language identification (IIR-LID) database.
Many preliminary experiments were conducted using
the IIR-LID database and the API I phone set. For ex-
ample, we explored an API-based approach to universal
language characterization [42.17], and a text categoriza-
tion approach [42.7], which formed the basis for the
vector-based feature extraction to be discussed in the
next section. To expand the acoustic and phonetic cover-
age, we used another larger set of APIs with 258 phones,
from the six languages defined by the OGI-TS database.
These six languages all appear in the NIST LRE tasks.
This set will be referred to as API II. A detailed break-
down of how the two phone sets were formed with phone
set counts for each language is listed in Table 42.1.

Once the set of units are defined, models for each
individual language can be obtained using conventional
hidden Markov model (HMM) [42.18] tools trained on
the speech examples specifically collected for the par-
ticular language. The collection of these phone models
can be used to decode a given utterance by performing
parallel phone recognition (PPR) [42.1]. The result-
ing multiple sequences of phone units can be used to
form the spoken document vector corresponding to the
given utterance. We will discuss both PPR and spoken
document vectorization in later sections.

42.2.2 Acoustic Segment Model (ASM)

The conventional phone-based language characteriza-
tion commonly used in automatic speech recognition and
spoken language identification suffers from two major
shortcomings. First, a combined phone set, such as API I
mentioned above, from a limited set of multiple lan-
guages cannot be easily extended to cover new and rarely
observed languages. Second, to train the acoustic mod-
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Vector-Based Spoken Language Classification 42.2 Unit Selection and Modeling 829

els for each language, a collection of transcribed speech
data is needed, but is often difficult to come by for all
languages of interest. Furthermore, acoustic mismatches
may exist among speech collected in different countries
and under various acoustic conditions so that the col-
lection of phone models may not work well for some
intended languages under diverse test environments. To
alleviate these difficulties, a data-driven method that
does not rely on phonetically transcribed data is often
preferred. This can be accomplished by constructing
consistent acoustic segment models [42.13] intended to
cover the entire sound space of all spoken languages in
an unsupervised manner using the entire collection of
speech training examples for all languages. The ASM
framework takes advantage of the concept of language-
independent acoustic phone models, and benefits from
the unsupervised acoustic modeling technique.

Next, we present an ASM method to establish
a universal representation of acoustic units for multiple
languages [42.17]. As in any other hidden Markov mod-
eling approaches, the initialization of ASMs is a critical
factor to the success of ASM-based systems. Note that
the unsupervised, data-driven procedure to obtain ASMs
may result in many unnecessary small segments because
of the lack of phonetic or prosodic constraints (e.g., the
number of segments in a word and the duration of an
ASM) during segmentation. This is especially severe in
the case of segmenting a huge collection of speech ut-
terances given by a large population of speakers from
different language backgrounds. The API approach uses
phonetically defined units in the sound inventory. It has
the advantage of having phonetic constraints in the seg-
mentation process. By using the API to bootstrap ASMs,
we effectively incorporate some phonetic knowledge re-
lating to a few languages in the initialization to guide the
ASM training process, which is described as follows.

Step 1
Carefully select a few languages, typically with large
amounts of labeled data, and train language-specific
phone models. Choose a set of J models for bootstrap-
ping.

Step 2
Use these J models to decode all training utterances in
the training corpora. Assume the recognized sequences
are true labels.

Step 3
Force-align and segment all utterances in the training
corpora, using the available set of labels and HMMs.

Step 4
Group all segments corresponding to a specific label into
a class. Use these segments to retrain an HMM.

Step 5
Repeat steps 2–4 several times until convergence.

In this procedure, we jointly optimize the J mod-
els as well as the segmentation of all utterances.
This is equivalent to the commonly adopted segmental
maximum likelihood (ML) and k-means HMM train-
ing algorithm [42.18] through iterative optimization of
segmentation and maximization. We found that API-
bootstrapped ASMs are more stable than the randomly
initialized ASMs. There are also other ways of initializ-
ing ASMs, by imposing language-independent phonetic
or prosodic constraints. The API-bootstrapped ASMs
outperforms the API by a big margin in our 1996 NIST
LRE task. Readers are referred to [42.17] for details of
these ASM experiments. Using this single set of ASMs,
we can now transcribe all spoken utterances from any
language into sequences of units coming from a common
alphabet. We call this process universal voice tokeniza-
tion (UVT). Instead of using a single set of universal
ASMs, we can also utilize multiple sets of fundamental
units for parallel voice tokenization (PVT). For exam-
ple, starting with the three-language API I units defined
above, we can train three sets of language-dependent
ASMs, bootstrapped from the phone models for each
of the three languages. In this way, we can gener-
ate multiple sets of spoken documents, one from each
language-specific tokenizer.

42.2.3 Comparison of Unit Selection

With an established acoustic inventory obtained from
the API or the ASM method, we are now able to tok-
enize any given speech utterance into a token sequence
T (X), in a form similar to a text-like document. Note that
ASMs are trained in a self-organized manner. We may
not be able to establish a phonetic lexicon using ASMs
and translate an ASM sequence into words. However, as
far as language classification is concerned, we are more
interested in a consistent tokenization than the underly-
ing lexical characterization of a spoken utterance. The
self-organizing ASM modeling approach offers a key ad-
vantage: we no longer require the training speech data
to be phonetically transcribed.

In summary, the main difference between the API
and ASM methods is the relaxation of phone transcrip-
tion for segmentation. In the API approach, we train the
phone models according to manually transcribed phone
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830 Part G Language Recognition

labels while via ASMs, the segmentation is done in iter-
ations using automatic recognition results. In this way,
ASM gives us two advantages: (i) it allows us to adjust
a set of API phones from a small number of selected
languages towards a larger set of targeted languages;

(ii) the ASM can be trained on the similar acoustic data
as are used for the intended task, thus potentially min-
imizing mismatch between the test data and the API
that is trained on a prior set of phonetically transcribed
speech.

42.3 Front-End: Voice Tokenization and Spoken Document Vectorization

We are now ready to represent a spoken document or
a spoken query by a vector whose dimensionality is equal
to the size of the total number of useful features, includ-
ing the statistics of the units and their co-occurrences.
It is precisely with the usage of such high-dimensional
vectors that we expect the discrimination capability of
the feature vector to improve the performance even when
only phonotactic features are used. The voice tokeniza-
tion (VT) discussed here can typically be accomplished
in a way similar to continuous phone recognition to de-
code a spoken utterance into a sequence of phone units.
Readers are referred to [42.3] for an in-depth discussion
of the modeling and decoding techniques.

Figure 42.1a,b illustrates a vectorization process that
converts a spoken utterance into a document vector with
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Fig. 42.1a,b Front-end: spoken utterance tokenization and
vectorization (a) Spoken utterance tokenization and vector-
ization with PVT. (b) Spoken utterance tokenization and
vectorization with UVT.

the PVT and UVT front-ends. An unknown testing ut-
terance is represented as a query vector by the front-end.
For the PVT front-end with an F-language superset of
APIs as initialization, the VSC vectorization (Fig. 42.1a)
forms a large composite document vector, or supervec-
tor, v = [vT

1 , . . . , v
T
f , . . . , v

T
F]T by stacking F vectors,

with each vector, v f , representing the document vec-
tor of the f -th language, obtained from the individual
phone recognizers. On the other hand, for the UVT front-
end, it constructs a single document vector v from the
single phone recognizer. Figure 42.2a,b illustrate the
language identification and verification processes using
a four-language API superset example.

Since high-performance language-dependent acous-
tic and language models of phones are likely to
be unnecessary for tokenization, we no longer need
large amounts of training speech samples from each
of the spoken languages. Instead, we only require
a moderate-sized language-dependent training set of
spoken documents in order to obtain a collection of
spoken document vectors to be used to train a language-
specific classifier for each language. When trigrams with
128 ASM units are incorporated, the vector dimension-
ality increases to over two million, which is well beyond
the capability of current technology. It would be useful
to find a balance between the acoustic resolution, i. e.,
the number of units J , needed to model the universal
sound space for all languages, and the language reso-
lution, i. e., the dimensionality of the spoken document
vector M, needed to provide an adequate discriminative
power for language identification. Readers are referred
to [42.19] for a detailed study.

Many studies on vector-based document represen-
tation are available in information retrieval and text
categorization literature [42.4, 5, 7, 20, 21]. In this chap-
ter, we focus on language feature characterization that
is used to discriminate between languages. Intuitively,
sounds are heavily shared across different spoken lan-
guages because of the same human speech production
mechanism that is used to produce them. The acoustic
unit as proposed in Sect. 42.2 allows us to move away
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from the conventional lexical descriptions of spoken
languages. To account for the sequential, acoustic–
phonotactic constraints, such as lexical constraints, we
introduce the concept of an acoustic word (AW). An
AW is typically smaller than a lexical word, and is
composed of acoustic letters, such as the set of acous-
tic segment units, in an n-gram form. By exploiting
the co-occurrence statistics of AWs, we can improve
the discrimination power of the document vectors by
incorporating acoustic words of different orders.

Suppose that we have a token sequence,
{t1, t2, t3, t4}. We first derive the unigram statistics from
the token sequence itself. We then compute the bigram
statistics from (#t1), (t1t2), (t2t3), (t3t4) and (t4#) where
the acoustic vocabulary is expanded to the token’s right
context. Similarly, we can extend this to the trigram
statistics using (#t1t2), (t1t2t3), (t2t3t4) and (t3t4#) to ac-
count for both left and right contexts. The # sign is a place
holder for free (or do not care) context. In the inter-
est of manageability, we use only up to token trigrams.
In this way, for an acoustic vocabulary of J tokens,
we have potentially J × J bigram and J × J × J trigram
AWs to form a vocabulary of M = J+ J × J+ J × J × J
AWs. Let us use the API I set defined in Sect. 42.2.1
to illustrate the concept of PVT-based vectorization. As
shown in the left half of Table 42.1 that there are three
subsets of units of sizes 44, 43, and 37 for English,
Mandarin, and Korean, respectively. If we form AWs
of up to two letters, this results in a lexicon of size
442+432+372+44+43+37 = 5278, which is also
the dimensionality of the document vectors.

This bag-of-sounds concept [42.22] is analogous to
the bag-of-words paradigm originally formulated in the
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Fig. 42.2a,b Back-end: spoken language classification (a) Lan-
guage identification using multiclass classification (four languages).
(b) Language verification with independent Bayes decisions (four
languages).

context of information retrieval and text categorization.
In human languages, some words invariably occur more
frequently than others. One of the most common ways to
express this notion is known as the Zipf’s law [42.23,24],
which states that there is always a set of words that
dominates most of the other words of a language in
terms of their frequency of use. From some preliminary
data, the theory can be extended to spoken words as well.
This motivates the VSC-based approach.

42.4 Back-End: Vector-Based Classifier Design

After a spoken utterance is tokenized and vectorized
into a high-dimensional vector, language classification
can be cast as a vector-based classification problem.
There are many ways to construct the VSC back-end.
The support vector machine (SVM) framework is a pop-
ular choice in many applications [42.5, 25]. Since the
training of SVMs is usually optimized on a structural
risk-minimization principle [42.26], SVMs have been
shown to achieve good performances in several real-
world tasks. In the rest of the chapter, we will use the
SVM framework to illustrate the design of language
classification systems. Other vector-based classifiers can
also be utilized. Spoken language identification and ver-

ification system block diagrams for a four-language
(L = 4) case are illustrated in Figs. 42.2a and b, re-
spectively.

To train a two-class SVM, also known as a bi-
nary SVM, any input document vector v is labeled as
Y+ or Y−, depending on whether the input belongs to
the desired language category or not. Given a train-
ing database of D spoken document vectors, the binary
SVM is a classifier of the form g(v)=ΩTψ(v)+ω0,
characterized by a weight vector Ω, an offset ω0, and
a kernel function ψ(·). We can augment Ω with ω0
and ψ(v) with a unity, thus eliminating ω0 in the rest
of our discussion. SVM learning is usually posed as
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an optimization problem with the goal of maximizing
a margin, i. e., the distance between the separating hy-
perplane,ΩT ·ψ(v)= 0, and the nearest training vectors,
such that if g(v) > 0, then v ∈ Y+, and if g(v)≤ 0, then
v ∈ Y−. An extension of this formulation also allows for
a wider margin at the cost of misclassifying some of the
training examples. We used the SVMlight version 6.01
program to train all SVM models discussed in this chap-
ter (http://svmlight.joachims.org/). This package allows
us to explore both linear and nonlinear SVM kernels.
A linear kernel SVM has ψ(v)= v. Other forms of ker-
nels can also be used. Without loss of generality, we
limit our discussion to linear-kernel SVM in the rest of
this chapter.

42.4.1 Ensemble Classifier Design

When the number of classes L is greater than two,
maximum margin classifier designs do not extend eas-
ily. Various approaches have been suggested. Some
follow the concept of ensemble classifiers by having
a collection of binary SVMs, such as one-versus-rest,
one-versus-one, and their variants [42.27]; others build
decision trees using top-down greedy algorithms or
bottom-up clustering algorithms. We discuss these in
detail in the present section.

Given L competing classes with all training vec-
tors labeled as one of the L classes, the training
set, T , is divided into a collection of L subsets,
T = {T1 . . . , Tl . . . , TL }, with all samples that are la-
beled as class l belong to the set Tl .

One-Versus-Rest (OVR) SVM
This is conceptually the simplest multiclass ensemble
classifier. We build L binary SVMs, each with the tar-
get l-th class as the positive category, with positive

�� �� ��

Fig. 42.3a–c SVM-based ensemble classifier design (a) One-versus-rest SVM. (b) One-versus-one SVM. (c) Generalized
SVM.

training set Tl , and the rest belonging to the negative
category, with training set T̄l = {vi |i = l} of negative
examples. This approach is usually computationally ex-
pensive since we need to solve L quadratic program
(QP) optimization problems, each involving D vectors
with a large dimensionality, M. Given a test sample,
the OVR decision function chooses the class that corre-
sponds to the maximum value specified by the furthest
hyperplane. As illustrated in Fig. 42.3a, the QP solutions
result in the dotted line partitions while the decisions are
made based on the solid line partitions. This gives errors
as shown in the shaded area of Fig. 42.3a. Since there
are usually more negative samples than positive ones,
the OVR SVMs are usually hard to train because of the
imbalance in the data distribution.

One-Versus-One (OVO) SVM
This method constructs binary SVMs for all L × (L−
1)/2 pairs of classes, one SVM for each pair of com-
peting classes. When compared with OVR SVM, the
OVO SVM method significantly reduces the computa-
tional needs in training because there are less training
examples to train each pairwise SVM. In total, we need
to solve L × (L−1)/2 QP optimization problems. For
each SVM, only data from the two competing classes are
involved. Hence, we deal with a much smaller QP prob-
lem than that in OVR SVM. However, OVO SVM still
leaves some undecided regions as shown in the shaded
area of Fig. 42.3b.

Generalized SVM
This method is similar to OVR except that it modifies
the support vector loss function to deal directly with
multiple classes [42.28,29]. Instead of solving a collec-
tion of independent SVMs, this method seeks to solve
a single, monolithic QP problem of size (L−1)× D, that
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maximizes the margins between all class pairs simulta-
neously. In general, it is computationally more expensive
to solve a monolithic problem than multiple binary sub-
problems, such as is done by OVO SVMs, with the same
amount of training data [42.25]. Generalized SVM can
lead to L decision regions as illustrated in Fig. 42.3c.
Although generalized SVMs are difficult to learn, other
multiclass classifiers can serve this purpose. For example
a maximum figure-of-merit (MFoM) learning algorithm
has been shown to be effective in discriminative mul-
ticlass text categorization [42.6] and spoken language
identification [42.7].

42.4.2 Ensemble Decision Strategy

The idea of an ensemble decision is to consult a large
number of independently constructed classifiers to make
a decision based on consensus. It provides a solution to
the multiclass classification problem with independently
trained binary classifiers. First, we construct many sub-
ordinate classifiers, each responsible for removing some
uncertainty regarding the class assignment of the test
sample; and secondly, we apply classification schemes
to make collective decisions. To make a final decision
for a multiclass classification problem with an ensemble
of binary classifiers, two strategies have been well stud-
ied, the maximum wins (max. wins) (MW) and directed
acyclic graph (DAG) strategies. The MW strategy makes
a collective decision based on a number of individual
decisions. Each decision is represented by an individual
binary SVM. The collection of individual SVMs is ar-
ranged in a flat structure. In practice, we evaluate a test
sample against all the L × (L−1)/2 binary SVMs. The
class that gains most of the winning votes is then chosen
as the identified class.

A DAG is a graph whose edges have an orien-
tation but with no cycles. The DAG strategy [42.30]
uses a rooted binary directed acyclic graph which has
L × (L−1)/2 internal nodes with L leaves. Figure 42.4a
gives an example of a four-class DAG classifier, with six
internal nodes and four leaves. Each node represents one
of the L ×(L−1)/2 binary SVM. To evaluate a test sam-
ple v, starting at the root node, a binary decision is made
at each node to eliminate one candidate class every time
a node is visited. The node that survives all the elimina-
tions is eventually chosen as the identified class. Readers
can walk through the example in Fig. 42.4a. Thus, for
a problem of L-class classification, there are L−1 steps
of decisions before we arrive at an answer. Furthermore,
a node or leaf in DAG is reachable by more than one pos-
sible path through the system. Therefore, the decision
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Fig. 42.4a,b Decision strategy (a) Direct acyclic graph. (b) Binary
decision tree.

graph that the path traverses is a DAG, and not sim-
ply a tree. In this way, DAG allows for a more efficient
representation of redundancies and repetitions that can
occur in different branches of the tree, by allowing pos-
sible merging of different decision paths. The difference
between a DAG and a decision tree can be observed by
comparing the tree structures in Fig. 42.4b and the DAG
in Fig. 42.4a.

Although both the MW and DAG strategies make
decisions based on the same OVO SVMs, the DAG
approach demonstrates two clear advantages: (i) with
a decision tree architecture, DAG is a much more
efficient strategy than the MW during testing. It
only involves (L−1) SVM operations, as opposed to
L × (L−1) /2 comparisons in MW; and (ii) DAG is
amenable to a VC-style bound on the generalization er-
ror while bounds on the generalization errors have yet
to be establish for the MW method [42.30].

While the MW and DAG strategies can produce
accurate class predictions, they lack a structural rep-
resentation for class similarities. With a large number of
classes, we may want to have a meaningful organization
of these classes. As shown in Fig. 42.4b, a decision tree
presents the classes in a hierarchical structure of clusters
and subclusters according to their proximity. It makes
a final decision through steps of subdecisions for a test
sample. At each node in the tree, a decision is made to
reduce the uncertainty of the test samples. Starting from
the root node through the successor nodes, we make the
final decision when a leaf node is reached.

42.4.3 Generalized VSC-Based Classification

We have discussed designing ensemble classifiers and
decision strategies based on high-dimension feature vec-
tors and binary SVMs. In some cases, it is beneficial to
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reduce feature dimensions in order to compensate for
the lack of training vectors and potential measurement
noise in feature extraction. Once we have a vector of
lower dimension many well-known probabilistic mod-
eling and machine learning techniques can be used to
design classifiers and formulate decision rules.

We also consider an indirect vectorization mecha-
nism based on the scores obtained from the ensemble
classifiers discussed earlier. Since these scores char-
acterize the distribution of the outputs of a variety
of classifiers, they can be grouped together to form
a score supervector describing an overall behavior of
a score distribution over different classifiers on all com-
peting classes. One example of such a supervector is
to concatenate HMM state scores from all competing
models to form an overall score vector. This approach
has been shown to have good discrimination power
in isolated-word recognition [42.31, 32]. Since these
score supervectors are usually obtained from a finite
set of ensemble classifiers, their dimensionality is usu-
ally much smaller than that of the spoken document
vectors discussed in Sect. 42.3. These score supervec-
tors are more amendable to using the conventional
probabilistic modeling approaches. We call this combi-
nation framework generalized VSC-based classification;
it uses high-dimensional feature vectors to generate
scores from a collection of ensemble classifiers, and
forms low-dimensional score supervectors to perform
final classifier design and decisions. All the language
identification and verification experiments to be dis-
cussed in Sect. 42.5 are based on this generalized VSC
classification approach.

Feature Reduction
In many cases, it is desirable to reduce the dimension-
ality of the document vectors to a manageable size so
that probabilistic models, such as a Gaussian mixture
model (GMM), can be easily utilized. Many dimension-
ality reduction approaches, such as truncated singular
value decomposition (SVD) [42.8] or principal compo-
nent analysis (PCA) [42.33], have been studied. Suppose
that we are given a database with D documents and M
distinguished attributes, also known as terms. Let A de-
note the corresponding M × D document-term matrix
with entries am,d that represent the importance of the m-
th term in the d-th document. SVD effectively reduces
the dimensionality by finding the closest rank-R approx-
imation to A in the Frobenius norm, while PCA finds the
R-dimensional subspace that best represents the full data
with respect to a minimum squared error. Although the
SVD or the PCA method finds subspaces that are use-

ful for representing the original high-dimensional vector
space, there is no reason to assume that the resulting pro-
jections must be useful for discriminating between data
in different classes [42.34].

Linear discriminant analysis finds a decision surface,
also known as a hyperplane, that minimizes the sam-
ple risk or misclassification error for linearly separable
classes. In the two-class case, the linear discriminant
function [42.34] is expressed as g(v)=ΩTv, with g(v)
representing the signed distance between v and the deci-
sion surface ΩTv= 0. In this way, from the perspective
of dimensionality reduction, a multidimensional feature
vector v is projected to a one-dimensional space by g(v).

Vectorization with Ensemble Scores
If we employ a linear SVM for each of the subordi-
nate classifiers, the outputs g(v) from the SVMs then
form a vector of signed distance. In this way, a high-
dimensional document vector can be effectively reduced
to a much lower dimensionality. From an OVR SVM
ensemble classifier, we obtain a vector of Q = L dimen-
sionality; from an OVO SVM ensemble classifier, we
arrive at a vector of Q = L × (L−1) /2 dimensionality.
Clearly, not only do we effectively reduce the dimension-
ality from a large M to a small Q, but we also represent
the spoken document vector in a discriminative space of
language pairs.

Studies show that an ensemble classifier performs
well when the number of subordinate classifiers Q
is set to around 10 log2 L . In general, more subordi-
nate classifiers improve performance, but at a higher
computational cost [42.35]. Hence, from the perspec-
tive of expressiveness, OVO SVM ensemble classifier
seems to be a better choice than OVR SVM when we
are dealing with 15 languages as in CallFriend, where
we have 105 = 15 × (15−1)/2 OVO SVM outputs
versus 15 OVR SVM outputs (http://www.ldc.upenn.
edu/Catalog/project_index.jsp).

Generalized Vector-Based Classifiers
and Decision Rules

We mentioned above that generalized SVMs attempt to
design ensemble classifiers by considering all possible
partitions of the vector space as shown in Fig. 42.3c,
which is usually a difficult problem. On the other hand,
if we can define a class discriminant function, S(v|λl)
for the l-th class with λl as the model for the target l-th
class, and be able to consistently rank a goodness-of-fit
score between the unknown vector v and the model λl ,
a decision rule for identification can easily be formulated
as:
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Vector-Based Spoken Language Classification 42.5 Language Classification Experiments and Discussion 835

l̂ = argmax
l

S(v|λl) . (42.1)

Similarly, a verification decision can be made to
accept the claimed class identity l if:

S(v|λl)− S(v|λ̄l) > τl , (42.2)

with S(v|λ̄l) denoting an antidiscriminant function score
that is typically a score representing the collective con-
tribution from all competing classes other than the l-th
class, and τl denoting the verification threshold for the
l-th class.

One good example is a linear discriminant function
(LDF)-based score function S(v|Ωl)=Ωl

Tv mentioned
early in the SVM design, which is simply an inner prod-
uct between the weight vector Ωl of the l-th class and

the unknown vector v. Another commonly used exam-
ple is to model each class by a GMM, so that we have
S(v|λl), evaluating the likelihood of observing v under
GMM λl . Artificial neural networks (ANNs) [42.36] are
another popular approach that can be used to approx-
imately map the input vectors to the output decisions.
Results of using both LDF- and ANN-based general-
ized classifier design approaches have been recently
reported in [42.37] for spoken language classification
in the 2005 NIST LRE task. Classifier learning is
based on the minimum classification error (MCE) and
maximal figure-of-merit (MFoM) training principles
which have been extensively studied in and success-
fully applied to speech recognition [42.38], and text
categorization [42.6] tasks.

42.5 Language Classification Experiments and Discussion

We illustrate the VSC framework for the language iden-
tification results on the primary subset of 30 s test
segments of the 1996 NIST LRE task. On the other
hand, language verification benchmarks are established
based on the 1996 and 2003 NIST LRE tasks.

42.5.1 Experimental Setup

The training sets for building models came from three
sets of corpora, namely: (i) the three-language IIR-LID
database [42.7] with English, Mandarin, and Korean;
(ii) the six-language OGI-TS (multilanguage telephone
speech, http://cslu.cse.ogi.edu/corpora/corpCurrent.html
) database with English, German, Hindi, Japanese,
Mandarin, and Spanish; and (iii) the 12-language Lin-
guistic Data Consortium (LDC) CallFriend database.
The overlap between the CallFriend database and
the 1996 LRE data was removed from the train-
ing data as suggested http://www.nist.gov/speech/tests/
index.htm for 2003 LRE. As English, Mandarin, and
Spanish each have two accented versions in the Call-
Friend database, in all, we were given a 15-language set,
which includes the three additional accents. The IIR-LID
and OGI-TS databases were only used for bootstrapping
the acoustic models as an initial set of phones. Both
IIR-LID and OGI-TS databases are telephone speech
with phonetic transcriptions. In addition, the CallFriend
database was used for fully fledged ASM acoustic mod-
eling, vectorization, and classifier design. It contains
telephone conversations of the same 12 languages that
are in the 1996 and 2003 NIST LRE tasks, but with-

out phonetic transcriptions. The three databases were
recorded independently of each other.

In the IIR-LID database, each language contains
more than 150 hours of speech, while in the OGI-
TS database, each language amounts to less than
one hour of speech. Furthermore in the CallFriend
database, each of the 15 language databases consists
of 40 telephone conversations with each lasting ap-
proximately 30 min, giving a total of about 20 hours
per language. For vectorization and classifier design,
each conversation in the training set was segmented
into overlapping sessions, resulting in about 12 000
sessions for each duration per language. For testing,
there were three different duration settings: 3, 10, and
30 s. The 1996 NIST LRE evaluation data consist of
1503, 1501, and 1492 sessions of speech segments
with 3, 10, and 30 s in length, respectively. The 2003
NIST LRE evaluation data consist of 1280 sessions
per duration. The test data were labeled with the 12
main languages only, without considering their accent
type.

We configured each ASM with a three-state left-
to-right hidden Markov model. It was found that
a 32-mixture Gaussian state density provides adequate
results as compared with a 16- or 8-mixture Gaussian
state [42.17]. It was also reported that the ASM set de-
rived from API II (258-ASM) slightly outperforms that
from API I (128-ASM) by having a broader acoustic cov-
erage [42.19]. We will adopt the 128-ASM for language
identification and the 258-ASM for language verification
experiments.
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Table 42.2 Error rates (ER%) and number of support vectorson 30 s NIST 1996 LRE

No. sessions per language 1000 2000 6000 12 000 Testing cost (no. SVM decisions)

DAG (ER%) 18.2 16.2 14.4 13.9 L−1

Max. wins (ER%) 19.0 16.7 15.1 14.5 L × (L−1)/2

No. support vectors 1048 1457 1951 2142

With 15 languages including accents in the Call-
Friend database, we trained 105= 15 × (15−1)/2 OVO
SVMs to model the languages and accents. In language
identification, we implemented both MW and DAG de-
cision strategies based on OVO SVMs. The conventional
language model (LM) scoring techniques used in the par-
allel phone recognition followed by language modeling
(P-PRLM) approaches [42.1] can also be used as a back-
end to contrast the VSC back-end discussed earlier. For
language verification, to appreciate the contributions of
the different front- and back-ends, we construct and test
four combination systems using the PVT and UVT front-
ends, and the VSC and LM back-ends. In the 1996 NIST
LRE task, we built a system to identify 12 languages.

42.5.2 Language Identification

For language identification, the objective is to iden-
tify the most likely language given a test sample, as
illustrated in Fig. 42.2a. This is usually considered as
a closed-set problem assuming that all the languages
to be decided are known to the system in advance. We
follow the experiment setup in the NIST LRE tasks,
and the evaluation is carried out on recorded telephony
speech of 12 languages for the 1996 and 2003 NIST
LRE: Arabic, English, Farsi, French, German, Hindi,
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Fig. 42.5 Error rates (ER%) as a function of training set
size evaluated on 30 s NIST 1996 LRE

Japanese, Korean, Mandarin, Spanish, Tamil, and Viet-
namese.

It is well known that the size of the training set of-
ten affects the performance of a pattern classification
system significantly. Let us study the effects of training
set size on system performance using the DAG strategy.
We proceed with the document vectors based on bigram
AWs derived from the 128-ASM set. In Fig. 42.5, we
reported the language identification error rate as a func-
tion of the number of training sessions (vectors). As
the number of training sessions increase, the training
cost of SVMs increase as well. The full corpus includes
12 000 spoken documents, or sessions, for each lan-
guage/accent. The subset was randomly selected from
the full corpus with an equal amount of data from each
language. We observe that, when subset size grows be-
yond 8000 sessions per language, performance begins
to saturate.

In Table 42.2, we compare the error rates using dif-
ferent training corpus sizes evaluated on the 30 s NIST
1996 LRE test set. We also report the number of result-
ing support vectors in the set of binary SVMs. When the
number of sessions per language was 1000, there were
2000 training vectors for each language pair. The two-
class SVMs gave about 1048 support vectors per binary
SVM on average. Note that the number of support vec-
tors increases as training corpus grows, but at a much
slower rate than that of the training corpus size. When
the training corpus size grows by 12 times, the num-
ber of support vectors only doubles. This explains the
fact that, beyond 8000 sessions, increasing the training
corpus size does not translate into substantial accuracy
improvements.

As discussed in Sect. 42.4.1, both the MW and DAG
SVM strategies make decisions based on the same OVO
SVMs. We further compare the performance of the two
strategies in Table 42.2. It is worth pointing out that it is
much less expensive to train a set of OVO SVMs than
a set of OVR SVMs [42.30]. From the perspective of
computation cost in testing, the DAG strategy involves
L/2 times less computation than MW does. The DAG
approach also demonstrates superior performance to that
obtained from the MW strategy in terms of accuracy
consistency on all tests.
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42.5.3 Language Verification

In the case of language verification, the goal is to verify
whether a language identity claim is true or false. To
this end, a typical VSC back-end consists of multiple
independent Bayes decisions, each making a decision
for a candidate language, as in Fig. 42.2b. Language
verification is an open-set hypothesis testing problem.
The language verification experiments discussed next
follow the procedure in Sect. 42.4.3. We have described
the two different front-ends, PVT and UVT, with both
the VSC and LM back-ends. To gain further insight
into the behavior of each of the front- and back-ends,
it is desirable to investigate the performance of each of
the four system combinations, namely PVT–LM, PVT–
VSC, UVT–LM, and UVT–VSC, where the PVT/UVT
front-ends are built on a set of universal ASMs.

Without loss of generality, we deployed the same
258-ASM in two different settings. First, the 258 ASMs
were arranged in a six-language PVT front-end. They
were redistributed according to their API II definitions
into three languages. Second, they were lumped together
in a single UVT front-end. The training of 258-ASM was
discussed in Sect. 42.2.2.

The PVT/UVT front-end converts spoken docu-
ments into high-dimensional vectors as illustrated in
Fig. 42.2a,b. The six-language PVT front-end gener-
ates vectors of 11 708 (= 482+392+522+512+322

+362+48+39+52+51+32+36) dimensions (PVT
vectors), while the UVT front-end generates those of
66 822

(= 2582+258
)

dimensions (UVT vectors).
We can use the vectors generated by the PVT and

UVT front-ends directly. We can also use the scores
generated by the binary classifiers. With the OVO
SVMs, we further convert the document vectors into
105= 15 ×(15−1)/2 attributes, with each attribute rep-
resenting a signed distance between a document vector
and the decision hyperplane of an OVO SVM. This score
supervector represents 99.1% and 99.8% dimensional-
ity reductions from the original PVT and UVT vector
dimensions, respectively. We further train 512-mixture
GMMs, λx+ and λx− , for each of the languages, and re-
port the equal error rates (EER in percentage) between
misdetections and false-alarms.

The UVT–LM system follows the block diagram
of the language-independent acoustic phone recogni-
tion approach [42.12]. The PVT–LM is implemented
as in [42.1]. The LM back-end uses trigrams to derive
phonotactic scores. The results on the 1996 and 2003
NIST LRE tasks are reported in Tables 42.3 and 42.4,
respectively.

Table 42.3 Equal error rates (ERR%) comparison of four
systems on NIST 1996 LRE

System 30 s 10 s 3 s

PVT–VSC 2.75 8.23 21.16

PVT–LM 2.92 8.39 18.61

UVT–VSC 4.87 11.18 22.38

UVT–LM 6.78 15.90 27.20

Table 42.4 Equal error rates (ERR%) comparison of four
systems on NIST 2003 LRE

System 30 s 10 s 3 s

PVT–VSC 4.02 10.97 21.66

PVT–LM 4.62 11.30 21.18

UVT–VSC 6.81 13.75 24.44

UVT–LM 10.81 19.95 30.48

Before looking into the results, let us examine the
combinative effect of the front- and back-ends. In these
combinative systems, there are two unique front-end
settings, PVT and UVT. The PVT converts an input
spoken utterance into six spoken documents using the
parallel front-end, while the UVT converts an input into
a single document. The LM in the PVT–LM and that in
the UVT–LM are different; the former has 6×12 n-gram
language models while the latter has only 12 language
models. That is to say, the former LM classifier is more
complex, with a larger number of parameters. On the
other hand, the VSC in the PVT–VSC and the VSC
in the UVT–VSC are of different complexities as well.
Although the dimensionality of the supervector from
PVT is lower than that of UVT, the supervector is several
times as dense as that of UVT because there are many
low-occurrence AWs in the case of UVT, resulting in
more-complex SVMs [42.26]. In other words, the VSC
classifier in the PVT–VSC is more complex than that in
UVT–VSC. In terms of the overall classifier back-end
complexity, we rank the four systems from high to low
as follows: PVT–VSC, PVT–LM or UVT–VSC, and
UVT–LM.

We now summarize what we have discussed: (i) the
VSC back-end demonstrates a clear advantage over the
LM back-end for the 30 s trials, while LM works better
for the 3 s trials in general. This can easily be ex-
plained by the fact that the VSC models are designed
to capture higher-order phonotactics. As a result, VSC
favors long utterances which provide a richer set of
long span phonotactic information over short utterances;
(ii) the system performance correlates highly with the
complexity of system architectures. This can be found
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consistently in Tables 42.3 and 42.4, where the PVT–
VSC presents the best result with an EER of 2.75%
and 4.02% for the 30 s 1996 and 2003 NIST LRE
tasks, respectively. It is then followed by PVT–LM,
UVT–VSC, and UVT–LM. Note that we can increase
the system complexity by including more phone rec-
ognizers in PVT. We expect more phone recognizers
to further improve the PVT–VSC system performance.
As a general remark, the OVO SVM followed by the
DAG decision strategy is shown to be computation-
ally effective in both training and testing in language
identification. The OVO SVM also delivers outstanding
system performances in both identification and verifica-
tion tasks.

42.5.4 Overall Performance Comparison

We summarize the overall performance of the SVM ap-
proach and compare its results with other state-of-the-art
systems recently reported in the literature. Only the re-
sults of the 30 s segment testing, which represent the
primary interest in the LRE tasks, are listed in Table 42.5.
Here systems 1–3 are trained and tested on the same
database configuration. Therefore, the results can be di-
rectly compared. We extract the corresponding results
from Tables 42.3 and 42.4. Two sets of recently reported
results are worth mentioning. They are listed under sys-
tems 4 and 5, and extracted from [42.39] and [42.40],
respectively. It is clear from the results in Table 42.5 that
the performance of the PVT–VSC system represents one

Table 42.5 Equal error rates (ERR%) benchmark on 30 s
NIST 1996/2003 LRE (in [42.40], Russian data are ex-
cluded)

System 1996 LRE 2003 LRE

1 PVT–VSC 2.75 4.02

2 PVT–LM 2.92 4.62

3 UVT–VSC 4.87 6.81

4 Phone lattice [42.39] 3.20 4.00

5 Parallel PRLM [42.40] 5.60 6.60

of the best reported results on the 1996 and 2003 NIST
LRE tasks.

The proposed VSC-based language classifier only
compares phonotactic statistics from spoken documents.
We have not explored the use of the acoustic scores re-
sulting from the tokenization process. It was reported
that there is a clear win in combining information
about the acoustic scores along with the phonotac-
tic statistics [42.12, 40, 41]. Furthermore, the fusion
of phonotactic statistics at different levels of resolu-
tions also improves overall performance [42.42]. We
have good reasons to expect that fusion among our four
combinative systems, or between our systems and other
existing methods including the acoustic score classi-
fier [42.41] and GMM tokenizer [42.43], will produce
further improvements. This has been demonstrated by
some recently reported results, such as the 2.70% EER
on the 2003 NIST LRE in [42.39]. However, it is beyond
the scope of this chapter to discuss classifier fusions.

42.6 Summary

We have presented a vector-based spoken language clas-
sification framework that addresses a range of questions
from the theoretical issue of the nature of the mind to
more-practical aspects such as design considerations. As
a case study, this chapter covers three areas: (i) a vector
space characterization strategy for representing spoken
documents; (ii) a systematic discussion of language
identification and verification formulation cast in the
discriminative classifier design strategy; (iii) a number
of practical issues for system implementation in appli-
cations such as the NIST LRE. Using a conventional
SVM classifier design with the PVT front-end and VSC
back-end combination, we achieved an EER of 2.75%
and 4.02% in the 30 s 1996 and 2003 NIST LRE tasks,
respectively. This represents one of the best reported
results using a single classifier.

We have studied a number of practical issues in
ensemble classifier design, such as the computational
needs in the training and testing of different strate-
gies. In language identification, we have successfully
demonstrated through a case study that DAG is a better
solution than MW in terms of computational efficiency
and system accuracy. Multiclass SVM by itself is still
an ongoing research issue. Moving forward, recent
progress in discriminative classifier designs, such as
MFoM [42.6] and decomposition method [42.25] for
monolithic solutions to multiclass problems, will result
in further improvements. In language verification, we
introduced the concept of using SVM decision hyper-
planes as the projection directions for dimensionality
reduction. This allows us to carry out language verifi-
cation under the classical GMM framework. The use of
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OVO SVM outputs can also be seen as an implemen-
tation of the concept of error-correcting output coding
(ECOC) [42.44, 45], which makes classification deci-
sion by a consensus among subordinate classifiers. One
of the central issues in ECOC is choosing a good code.
It will be interesting to study other ECOC codes beyond
OVO SVMs.

One of the important properties of vectorization
is that it handles the fusion of different types of lan-
guage cues in a high dimensional vector seamlessly.
We have successfully implemented the bag-of-sounds
spoken document vectors using a mix of n-gram statis-
tics of acoustic letters. We believe that this framework
can be extended to accommodate heterogeneous at-
tributes such as acoustic and prosodic features as well.
Whereas fusion of classifier outputs has been the focus
of recent research [42.40, 46], vector space modeling

explores a new horizon where fusion can take place
at the feature level. The same classifier design theory
is applicable to other vector-based representation such
as GMM supervector [42.47], maximum-likelihood lin-
ear regression (MLLR) vector [42.48], and generalized
linear discriminant sequence (GLDS) vector representa-
tion [42.49].

In summary, vector-based spoken language classi-
fication benefits from progress in the areas of acoustic
modeling, machine learning, and text-based information
retrieval. We have successfully treated spoken language
classification as a text categorization problem with the
topic category being the language identity itself. The
same theory also applies to other spoken document clas-
sification tasks, such as topic detection and tracking,
and query-by-example spoken document retrieval. This
is another highly anticipated research direction.
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Fundamenta43. Fundamentals of Noise Reduction

J. Chen, J. Benesty, Y. Huang, E. J. Diethorn

The existence of noise is inevitable. In all ap-
plications that are related to voice and speech,
from sound recording, telecommunications, and
telecollaborations, to human–machine inter-
faces, the signal of interest that is picked up
by a microphone is generally contaminated by
noise. As a result, the microphone signal has
to be cleaned up with digital signal-processing
tools before it is stored, analyzed, transmit-
ted, or played out. The cleaning process, which
is often referred to as either noise reduction
or speech enhancement, has attracted a con-
siderable amount of research and engineering
attention for several decades. Remarkable ad-
vances have already been made, and this area
is continuing to progress, with the aim of cre-
ating processors that can extract the desired
speech signal as if there is no noise. This chap-
ter presents a methodical overview of the state
of the art of noise-reduction algorithms. Based
on their theoretical origin, the algorithms are
categorized into three fundamental classes:
filtering techniques, spectral restoration, and
model-based methods. We outline the ba-
sic ideas underlying these approaches, discuss
their characteristics, explain their intrinsic re-
lationships, and review their advantages and
disadvantages.
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43.1 Noise

Since we live in a natural environment where noise is
inevitable and ubiquitous, speech signals are generally
immersed in noise and can seldom be acquired and
processed in pure form. Noise can profoundly affect
human-to-human and human-to-machine communica-
tions, including changing a talker’s speaking pattern,
modifying the characteristics of the speech signal, de-

grading speech quality and intelligibility, and affecting
the listener’s perception and machine’s processing of
the recorded speech. In order to make voice com-
munication feasible, natural, and comfortable in the
presence of noise regardless of the noise level, it is de-
sirable to develop digital signal processing techniques
to clean the microphone signal before it is stored,
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transmitted, or played out. This problem has been a ma-
jor challenge for many researchers and engineers for
decades [43.1].

Generally speaking, noise is a term used to signify
any unwanted signal that interferes with measure-
ment, processing, and communication of the desired
information-bearing speech signal. This broad-sense
definition, however, is too encompassing as it masks
many important technical aspects of the real problem.
To enable better modeling and removal of the effects
of noise, it is advantageous to break the general def-
inition of noise into the following four subcategories:
additive noise originating from various ambient sound
sources, interfering signals from concurrent competing
speakers, reverberation caused by multipath propaga-
tion introduced by an enclosure, and echo resulting from
coupling between loudspeakers and microphones. Com-
bating these four problems has led to the developments
of diverse acoustic signal processing techniques. They
include noise reduction (or speech enhancement), source
separation, speech dereverberation, and echo cancela-
tion and suppression, each of which is a rich subject of
research. This chapter will focus on techniques to elim-
inate or mitigate the effects of additive noise, while the
approaches to the remaining three problems will be ad-
dressed in other chapters in Parts H and I. So, from now
on, we shall narrow the definition of noise to additive
noise.

Under this narrowed definition, the observed micro-
phone signal can be modeled as a superposition of the
clean speech and noise. The objective of noise reduction,
then, becomes to restore the original clean speech from
the mixed signal. This can be described as a parameter
estimation problem and the optimal estimate of the clean
speech can be achieved by optimizing some criterion,
such as mean-square error (MSE) between the clean
speech and its estimate, signal-to-noise ratio (SNR), the
a posteriori probability of the clean speech given its
noisy observations, etc. Unfortunately, an optimal esti-
mate formed from a signal processing perspective does
not necessarily correspond to the best quality when per-
ceived by the human ear. This inconsistency between
objective measures and subjective quality judgement has
forced researchers to rethink performance criteria for
noise reduction. The objective of the problem has sub-
sequently been broadened, which can be summarized as
to achieve one or more of the following three primary
goals:

1. to improve objective performance criteria such as
intelligibility, SNR, etc.;

2. to improve the perceptual quality of degraded
speech; and

3. as a preprocessor, to increase robustness of other
speech processing applications (such as speech cod-
ing, echo cancelation, automatic speech recognition,
etc.) to noise.

The choice of a different goal will lead to a distinct
speech estimate. It is very hard to satisfy all three goals
at the same time.

With a specified goal (performance criterion), the
difficulty and complexity of the noise-reduction prob-
lem can vary tremendously, depending on the number of
microphone channels. In general, the larger the number
of microphones, the easier the noise-reduction prob-
lem. For example, when an array of microphones can
be used, a beam can be formed and steered to a de-
sired direction. As a result, signals propagating from the
desired direction will be passed through without degra-
dation, while signals originating from all other directions
will either suffer a certain amount of attenuation or be
completely rejected [43.2–4]. In the two-microphone
case, with one microphone picking up the noisy sig-
nal and the other measuring the noise field, we can
use the second microphone signal as a noise refer-
ence and eliminate the noise in the first microphone
by means of adaptive cancelation [43.5–9]. However,
most of today’s communication terminals are equipped
with only one microphone. In this case, noise reduc-
tion becomes a very difficult problem since no reference
of the noise is accessible and the clean speech can-
not be preprocessed prior to being corrupted by noise.
Due to its wide range of potential applications, how-
ever, this single-channel noise-reduction problem has
attracted a significant amount of research attention, and
is also the focus of this chapter.

Pioneering research on the single-channel noise
reduction was started more than 40 years ago with
two patents by Schroeder [43.10, 11]. He proposed
an analog implementation of spectral magnitude sub-
traction. This work, however, has not received much
public attention, probably because it was never pub-
lished in journals or conferences. About 15 years later,
Boll, in his informative paper [43.12], reinvented the
spectral subtraction method but in the digital domain.
Almost at the same time, Lim and Oppenheim, in their
landmark work [43.13], systematically formulated the
noise-reduction problem and studied and compared the
different algorithms known at that time. Their work
demonstrated that noise reduction is not only useful
in improving the quality of noise-corrupted speech,
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but also useful in increasing both the quality and in-
telligibility of linear prediction coding (LPC)-based
parametric speech coding systems. It is this work that
has sparkled a huge amount of research attention on the
problem.

By and large, the developed techniques can be
broadly classified into three categories, i. e., filtering
technique, spectral restoration, and model-based meth-
ods. The basic principle underlying the filtering tech-
nique is to pass the noisy speech through a linear filter/
transformation. Since speech and noise normally have
very different characteristics, the filter/transformation
can be designed to significantly attenuate the noise level
while leaving the clean speech relatively unchanged.
The representative algorithms in this category include
Wiener filters [43.12–18], subspace methods [43.19–
26], etc. Comparatively, the spectral restoration tech-
nique treats noise reduction as a robust spectral
estimation problem, i. e., estimating the spectrum of the
clean speech from that of the noise-corrupted speech.
Many algorithms have been developed for this pur-
pose, such as the minimum-mean-square-error (MMSE)

estimator [43.27,28], the maximum-likelihood (ML) es-
timator [43.29], and the maximum a posteriori (MAP)
estimator [43.30], to name a few. Similar to the spec-
tral restoration technique, these model-based approaches
also formulate noise reduction as a parameter estima-
tion problem. The difference between the two is that,
in the model-based methods, a mathematical model is
used to represent human speech production and pa-
rameter estimation is carried out in the model space,
which normally has a much lower dimensionality than
the original signal space. Typical algorithms in this
group include harmonic-model-based methods [43.13,
14], linear-prediction-model-based Kalman filtering
approaches [43.31–33], and hidden-Markov-model-
based statistical methods [43.34–36]. This chapter
attempts to briefly summarize all these techniques
and review recent advances that have significantly
improved the performance of noise reduction. We
will outline the basic ideas underlying these ap-
proaches, analyze their performance, discuss their
intrinsic relationships, and review their advantages and
disadvantages.

43.2 Signal Model and Problem Formulation

The noise-reduction problem considered in this chapter
is to recover a speech signal of interest x(n) from the
noisy observation

y(n)= x(n)+v(n) , (43.1)

where v(n) is the unwanted additive noise, which is
assumed to be a zero-mean random process (white or
colored) and uncorrelated with x(n).

In vector/matrix form, the signal model (43.1) is
written as

y(n)= x(n)+v(n) , (43.2)

where

y(n)= [ y(n) y(n−1) · · · y(n− L+1) ]T ,
is a vector consisting of the L most-recent samples of
the noisy speech signal, superscript T denotes transpose
of a vector or a matrix, and x(n) and v(n) are defined in
a similar way to y(n). In this case, the noise-reduction

problem is formulated as one of estimating x(n) from
the observation y(n).

Applying an L-point discrete Fourier transform
(DFT) to both sides of (43.2), we have the following
relationship in the frequency domain:

Y (n, iωk)= X(n, iωk)+V (n, iωk) , (43.3)

where

Y (n, iωk)=
L−1∑
l=0

w(l)y(n− L+ l+1)e−iωkl ,

is the short-time DFT of the noisy speech at time instant
n, ωk = 2πk/L , k = 0, 1, · · · , L−1, w(l) is a window
function (e.g., Hamming window, Hann window), and
X(n, iωk) and V (n, iωk) are the short-time DFTs of the
clean speech and noise signals, defined in a similar
way to Y (n, iωk). Based on this relationship, the noise-
reduction problem can be expressed in the frequency
domain as one of estimating X(n, iωk) from Y (n, iωk).
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43.3 Evaluation of Noise Reduction

The goal of noise reduction is to attenuate the back-
ground noise while keeping the desired speech signal
unchanged. In order to verify whether this goal has been
fulfilled after application of an algorithm, we need some
performance criterion. Generally speaking, there are two
categories of performance measures, i. e., subjective and
objective ones. Subjective measures rely on human lis-
teners’ judgements and are typically used for evaluating
speech quality. Commonly used subjective tests include
a so-called naturalness test [43.37], mean-opinion-
score (MOS) tests [43.37, 38], categorical estimation
(CE) [43.39], and magnitude estimation [43.39]. In con-
trast, objective measures, often derived either from pure
signal processing considerations or from combinations
of signal processing and human speech perception, are
independent of listeners’ preferences. As we mentioned
earlier, one major goal of noise reduction is to improve
the quality of degraded speech. As far as speech qual-
ity is concerned, the subjective method should be the
most appropriate performance criterion because it is
the listener’s judgment that ultimately counts. However,
subjective evaluation is often labor intensive and time
consuming and the results are expensive to obtain. In
addition, it may not be able to provide timely guidance
on algorithm optimization. Comparatively, objective
measures are often economic to use. Moreover, some ob-
jective criteria can also be integrated into optimization
cost functions to guide algorithm design. For these rea-
sons, great efforts have been devoted to the development
of objective measures [43.40]. Some widely accepted
and used objective measures include signal-to-noise
ratio (SNR), log-spectral distance [43.41, 42], Itakura
distance, and Itakura–Saito distance [43.40,43,44]. Be-
fore discussing noise-reduction algorithms, we list some
objective measures that are helpful in understanding the
performance behavior of noise-reduction algorithms.

43.3.1 Signal-to-Noise Ratio

Signal-to-noise ratio (SNR) is one of the most often used
terms in the field of noise reduction; it quantifies how
noisy a signal is. This ratio is defined as the signal inten-
sity relative to the intensity of additive background noise
and is usually measured in decibels (dB). With the sig-
nal model shown in (43.1), the SNR of the microphone
signal y(n) is given by

SNR� σ2
x

σ2
v

= E[x2(n)]
E[v2(n)] , (43.4)

where E[·] denotes statistical expectation. A frequency-
domain counterpart of the above definition can also
be formulated according to the well-known Parseval’s
relation

SNR=
∫ π
−π Px(ω)dω∫ π
−π Pv(ω)dω

, (43.5)

where Px(ω) and Pv(ω) are, respectively, the power spec-
tral densities of the signal x(n) and noise v(k), and ω is
the angular frequency. Apparently, the higher the SNR
value, the cleaner the signal.

In the context of noise reduction, both the terms a pri-
ori SNR and a posteriori SNR are often used. The former
usually refers to the SNR of the observed noisy signal,
and the latter regards the SNR of the noise-reduced sig-
nal. The difference between the two is called the SNR
improvement. The higher the SNR improvement, the
more effective the noise-reduction algorithm.

43.3.2 Noise-Reduction Factor
and Gain Function

The primary issue that we must determine with noise re-
duction is how much noise is actually attenuated. The
noise-reduction factor is a measure of this, and is de-
fined as the ratio between the original noise intensity
and the intensity of the residual noise remaining in
the noise-reduced speech. Consider the observed sig-
nal given in (43.1). If, after noise reduction, the residual
noise is denoted by vr(n), the noise-reduction factor is
mathematically written as

ξnr �
E[v2(n)]
E
[
v2

r (n)
] . (43.6)

This factor is greater than one when noise is indeed
reduced. The larger the value of ξnr, the greater the noise
reduction.

It is known that a speech waveform consists of a se-
quence of different events. Its characteristics, therefore,
fluctuate over time and frequency. Often, the charac-
teristics of ambient noise also vary across frequency
bands. This indicates that we cannot achieve uniform
noise-reduction performance over the frequency range
of interest; rather, it changes from one frequency band
to another. Although the noise-reduction factor gives
us an idea of the overall noise attenuation, it does
not tell us the noise-reduction behavior from frequency
to frequency. A more-useful and insightful frequency-
dependent measure of noise reduction can be defined as
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the ratio between the spectral densities of the original
and residual noise, i. e.,

Ψnr(ω)� E[|V (iω)|2]
E
[|Vr(iω)|2] = Pv(ω)

Pvr (ω)
, (43.7)

where V (iω), Vr(iω), Pv(ω), and Pvr (ω) are the Fourier
spectra and power spectral densities of v(k) and vr(k),
respectively. This measure reflects the noise-reduction
gain as a function of frequency. It is therefore logical to
call it the noise-reduction gain function.

43.3.3 Speech-Distortion Index and
Attenuation Frequency Distortion

Noise reduction is often achieved at a price of speech
distortion. The degree of speech distortion is a very
complicated issue that depends on many factors, such
as the amount of a priori knowledge about the speech
and noise that can be accessed. The speech-distortion
index is a measure that was introduced to quantify the
speech distortion due to a noise-reduction algorithm.
With the signal model given in (43.1), if we denote the
speech component in the speech estimate as x̂nr(n), the
speech-distortion index is defined as [43.18]

ϕsd �
E
{[

x(n)− x̂nr(n)
]2}

E[x2(n)] . (43.8)

This parameter is lower bounded by 0 and expected to be
upper bounded by 1. A larger value of ϕsd means more
speech distortion. This index, therefore, should be kept
as small as possible.

To measure speech distortion over frequency, we
can borrow the concept of attenuation frequency dis-
tortion from telecommunication theory. The attenuation
frequency distortion is a measure that was developed to
assess how a telephone channel preserves the fidelity of
a speech signal. It is defined as the change in amplitude
of the transmitted signal over a voice band. Here we ad-
just this concept and define the attenuation frequency
distortion for noise reduction as

Φsd(ω)�
E
[|X(iω)|2−|X̂nr(iω)|2]

E[|X(iω)|2]
= Px(ω)− Px̂nr (ω)

Px(ω)
, (43.9)

where X(iω) and Px(ω) are the Fourier spectrum
and power spectral density of the clean speech x(n),
and X̂nr(iω) and Px̂nr (ω) are, respectively, the Fourier
spectrum and power spectral density of the speech com-
ponent in the noise-reduced signal. Note that whereas
(43.8) is a coherent measure of distortion, (43.9) is
an incoherent measure. Therefore, Φsd is not simply
a frequency-domain version of ϕsd; they are fundamen-
tally different.

43.4 Noise Reduction via Filtering Techniques

We are now ready to discuss noise-reduction algorithms.
Let us first consider filtering techniques. The basic prin-
ciple behind this class of techniques is to design a linear
filter/transformation so that, when the noisy speech is
passed through such a filter/transformation, the noise
component will be attenuated. The representative algo-
rithms include the time- and frequency-domain Wiener
filters, the subspace method, and the parametric Wiener
filter.

43.4.1 Time-Domain Wiener Filter

The Wiener filter is one of the most fundamental ap-
proaches for noise reduction and can be formulated in
either the time or frequency domains. The time-domain
Wiener filter is obtained by minimizing the mean-square
error (MSE) between the signal of interest and its esti-
mate.

With the signal model given in (43.1), an estimate of
the clean speech can be obtained by passing the noisy
signal y(n) through a temporal filer, i. e.,

x̂(n)= hT y(n) , (43.10)

where

h= [ h0 h1 · · · hL−1 ]T (43.11)

is a finite impulse response (FIR) filter of length L . The
error signal between the clean speech sample and its
estimate at time n is defined as

ex(n)� x(n)− x̂(n)= x(n)−hT y(n) . (43.12)

The MSE criterion is then written as

Jx(h)� E
{
e2

x(n)
}
. (43.13)

Consider the particular filter,

h1 = [ 1 0 · · · 0 ]T . (43.14)
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This means that the observed signal y(n) will pass this
filter unaltered (no noise reduction). Thus the corre-
sponding MSE is

Jx(h1)= E{v2(n)} = σ2
v . (43.15)

The optimal estimate x̂o(n) of the clean speech sample
x(n) tends to contain less noise than the observation
sample y(n), and the optimal filter that forms x̂o(n) is
the Wiener filter, which is obtained as

ho = arg min
h

Jx(h) . (43.16)

In principle, for the optimal filter ho, we should have

Jx(ho) < Jx(h1)= σ2
v . (43.17)

In other words, the Wiener filter should be able to reduce
the level of noise in the noisy speech signal y(n).

From (43.16), we easily find the Wiener–Hopf equa-
tions

Ryho = ryx , (43.18)

where

Ry = E{y(n)yT(n)} (43.19)

is the correlation matrix of the observed signal y(n) and

ryx = E{y(n)x(n)} (43.20)

is the cross-correlation vector between the noisy and
clean speech signals.

It is seen from (43.18) that both Ry and ryx need to
be known in order to compute the Wiener filter ho. The
correlation matrix Ry can be directly estimated from the
observation signal y(n). However, x(n) is unobservable;
as a result, an estimate of ryx may seem difficult to
obtain. But since speech and noise are uncorrelated, we
can readily derive

ryx = E{y(n)y(n)}− E{v(n)v(n)} = ryy−rvv .
(43.21)

Now ryx depends on two correlation vectors: ryy and
rvv. The vector ryy, which is the first column of Ry, can
also be directly estimated from y(n). The vector rvv can
be measured during intervals where the speech signal is
absent. As a result, the Wiener–Hopf equations given in
(43.18) can be rewritten as

Ryho = ryy−rvv . (43.22)

If we assume that the matrix Ry is full rank, which is the
case in most practical situations, the Wiener filter can be
obtained by solving either (43.18) or (43.22), i. e.,

ho = R−1
y ryx = R−1

y ryy− R−1
y rvv = h1− R−1

y rvv .
(43.23)

If we define two normalized correlation matrices

R̃x �
Rx

σ2
x
, R̃v �

Rv
σ2
v

, (43.24)

where Rx and Rv are, respectively, the correlation ma-
trices of the clean speech and noise, which are defined
similarly to Ry in (43.19), the Wiener filter in (43.23)
can be further expressed as

ho =
[
I− R−1

y Rv
]
h1

= [
I− (SNR · R̃x + R̃v)−1 R̃v

]
h1 ,

where I is the identity matrix and SNR is the signal-
to-noise ratio of the microphone signal as defined in
(43.4).

Now, as SNR approaches infinity, we have

lim
SNR→∞ ho = h1 . (43.25)

This is expected, since noise reduction is not needed in
this case. At the other extreme, where SNR approaches
0, we have

lim
SNR→0

ho = 0 , (43.26)

where the vector 0 has the same size as ho and consists
of all zeros. So, in the absence of any speech signal, the
Wiener filter passes nothing.

Now we are ready to check whether the Wiener fil-
ter can actually reduce the level of noise as expected. To
do this, let us examine the noise-reduction factor. Sub-
stituting ho into (43.10), we obtain the optimal speech
estimate

x̂o(n)= hT
o y(n)= hT

o x(n)+hT
o v(n) . (43.27)

It is seen that there are two terms in the right-hand side
of (43.27), where the first, hT

o x(n), is the clean speech
filtered by the Wiener filter, and the second, hT

o v(n),
represents the residual noise. So, the noise-reduction
factor, according to (43.6), can be written as

ξnr(ho)=
E
{[

hT
1 v(n)

]2}
E
{[

hT
o v(n)

]2} = hT
1 Rvh1

hT
o Rvho

. (43.28)

Substituting ho = R−1
y ryx = R−1

y rxx = R−1
y Rxh1 into

(43.28), we get

ξnr(ho)= hT
1 Rvh1(

hT
1 Rx R−1

y
)
Rv
(
R−1

y Rxh1
) , (43.29)

which is a function of all the three correlation matri-
ces Rx , Rv, and Ry. Using the generalized eigenvalue
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decomposition [43.45], we can decompose the three
correlation matrices into the following form:

Rx = BTΛB , (43.30a)

Rv = BT B , (43.30b)

Ry = BT(I+Λ)B , (43.30c)

where B is an invertible square matrix, and

Λ = diag
(
λ1 λ2 · · · λL

)
(43.31)

is a diagonal matrix with λ1 ≥ λ2 ≥ · · · ≥ λL ≥ 0. Sub-
stituting (43.30c) into (43.29), we can deduce that

ξnr(ho)=

L∑
i=1

b2
i1

L∑
i=1

λ2
i

(1+λi )
2 b2

i1

, (43.32)

where bi1, i = 1, 2, · · · , L , forms the first column of B
and satisfies

∑L
i=1 b2

i1 = σ2
v .

Also, with the matrix decomposition in (43.30c), the
SNR of the observation signal can be expressed as

SNR= hT
1 Rxh1

hT
1 Rvh1

=

L∑
i=1

λib2
i1

L∑
i=1

b2
i1

. (43.33)

Using (43.33), we can rewrite (43.32) as

ξnr(ho)= 1

SNR

L∑
i=1

λib2
i1

L∑
i=1

λ2
i

(1+λi )2 b2
i1

= 1

SNR

L∑
i=1

(1+λi )2

(1+λi )2 λib2
i1

L∑
i=1

λ2
i

(1+λi )2 b2
i1

= 1

SNR

⎛
⎜⎜⎜⎝

L∑
i=1

λi+λ3
i

(1+λi )2 b2
i1

L∑
i=1

λ2
i

(1+λi )2 b2
i1

+2

⎞
⎟⎟⎟⎠ . (43.34)

Using the fact that λi +λ3
i ≥ λ3

i , we easily deduce from
(43.34) that

ξnr(ho)≥ 1

SNR

⎛
⎜⎜⎜⎝

L∑
i=1

λ3
i

(1+λi )2 b2
i1

L∑
i=1

λ2
i

(1+λi )2 b2
i1

+2

⎞
⎟⎟⎟⎠ . (43.35)

Now, before we continue with our discussion on the
noise-reduction factor, we first give a lemma.

Lemma 1. With λi (i = 1, 2, · · · , L and λ1 ≥ λ2 ≥ · · · ≥
λL ≥ 0) being defined in (43.30c) and μ> 0, we have[

L∑
i=1

λ3
i

(λi +μ)2
q2

i

]
L∑

i=1

q2
i

≥
[

L∑
i=1

λ2
i

(λi +μ)2
q2

i

]
L∑

i=1

λiq
2
i , (43.36)

where qi can be any real numbers.

Proof. This inequality can be proved by way of induc-
tion.

• Basic Step: If L = 2,(
2∑

i=1

λ3
i

(λi +μ)2 q2
i

)
2∑

i=1

q2
i

= λ3
1

(λ1+μ)2
q4

1+
λ3

2

(λ2+μ)2
q4

2

+
(

λ3
1

(λ1+μ)2
+ λ3

2

(λ2+μ)2

)
q2

1q2
2 .

Since λ1 ≥ λ2 ≥ 0, it is trivial to show that

λ3
1

(λ1+μ)2 +
λ3

2

(λ2+μ)2

≥ λ2
1λ2

(λ1+μ)2 +
λ1λ

2
2

(λ2+μ)2 ,

where = holds when λ1 = λ2. Therefore(
2∑

i=1

λ3
i

(λi +μ)2
q2

i

)
2∑

i=1

q2
i

≥ λ3
1

(λ1+μ)2
q4

1+
λ3

2

(λ2+μ)2
q4

2

+
(

λ2
1λ2

(λ1+μ)2
+ λ1λ

2
2

(λ2+μ)2

)
q2

1q2
2

=
(

2∑
i=1

λ2
i

(λi +μ)2 q2
i

)
2∑

i=1

λiq
2
i ,

so the property is true for L = 2, where = holds
when λ1 = λ2 or at least one of q1 and q2 is equal
to 0.
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• Inductive Step: Assume that the property is true for
L = m, i. e.,(

m∑
i=1

λ3
i

(λi +μ)2 q2
i

)
m∑

i=1

q2
i

≥
(

m∑
i=1

λ2
i

(λi +μ)2
q2

i

)
m∑

i=1

λiq
2
i . (43.37)

We must prove that it is also true for L = m+1. As
a matter of fact,(

m+1∑
i=1

λ3
i

(λi +μ)2
q2

i

)
m+1∑
i=1

q2
i

=
(

m∑
i=1

λ3
i

(λi +μ)2 q2
i +

λ3
m+1

(λm+1+μ)2 q2
m+1

)

×

(
m∑

i=1

q2
i +q2

m+1

)

=
(

m∑
i=1

λ3
i

(λi +μ)2 q2
i

)
m∑

i=1

q2
i

+ λ3
m+1

(λm+1+μ)2 q4
m+1

+
m∑

i=1

(
λ3

i

(λi +μ)2
+ λ3

m+1

(λm+1+μ)2

)
q2

i q2
m+1 .

(43.38)

Using the induction hypothesis, and also the fact that

λ3
i

(λi +μ)2
+ λ3

m+1

(λm+1+μ)2

≥ λ2
i λm+1

(λi +μ)2 +
λiλ

2
m+1

(λm+1+μ)2 , (43.39)

we obtain(
m+1∑
i=1

λ3
i

(λi +μ)2 q2
i

)
m+1∑
i=1

q2
i

≥
(

m∑
i=1

λ2
i

(λi +μ)2
q2

i

)
m∑

i=1

λiq
2
i

+ λ3
m+1

(λm+1+μ)2
q4

m+1

+
m∑

i=1

(
λ2

i λm+1

(λi +μ)2
+ λiλ

2
m+1

(λm+1+μ)2

)
q2

i q2
m+1

=
(

m+1∑
i=1

λ2
i

(λi +μ)2 q2
i

)
m+1∑
i=1

λiq
2
i , (43.40)

where = holds when all the λis corresponding to
nonzero qi are equal, where i = 1, 2, . . . , n+1. That
completes the proof.

From Lemma 1, if we set μ= 1 and qi = bi1, we
obtain the following inequality (see also the Appendix
in [43.18]):

L∑
i=1

λ3
i

(1+λi )2 b2
i1

L∑
i=1

λ2
i

(1+λi )2 b2
i1

≥

L∑
i=1

λib2
i1

L∑
i=1

b2
i1

= SNR , (43.41)

with equality if and only if all the λis corresponding to
nonzero bi1 are equal, where i = 1, 2, · · · , L . It follows
immediately that

ξnr(ho)≥ SNR+2

SNR
. (43.42)

The right-hand side of (43.42) is always greater than 1
since SNR is nonnegative. This shows that noise reduc-
tion is always feasible with the Wiener filter. It can be
checked from (43.42) that the lower bound of the noise-
reduction factor is a monotonically decreasing function
on SNR. It approaches infinity when the SNR comes
close to 0 and approaches 1 as the SNR approaches in-
finity. This indicates that more noise reduction can be
achieved with the Wiener filter as the SNR decreases,
which is of course desirable since, as the SNR drops,
there will be more noise to eliminate.

The speech-distortion index due to the Wiener filter,
according to (43.8), can be written as

ϕsd(ho)= (h1−ho)T Rx(h1−ho)

hT
1 Rxh1

. (43.43)

Obviously, we have

ϕsd(ho)≥ 0 . (43.44)

Substituting (43.30c) into (43.43), we derive

ϕsd(ho)=

L∑
i=1

λi
(1+λi )2 b2

i1

L∑
i=1

λib2
i1

≤

L∑
i=1

λi
1+2λi

b2
i1

L∑
i=1

λi+2λ2
i

1+2λi
b2

i1

≤ 1

2SNR+1
, (43.45)
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where we have used the following inequality:

L∑
i=1

λ2
i

1+2λi
b2

i1

L∑
i=1

λi
1+2λi

b2
i1

≥

L∑
i=1

λib2
i1

L∑
i=1

b2
i1

= SNR . (43.46)

This inequality can be proved via induction (following
the same analysis steps in the proof of Lemma 1), which
is left to the reader’s investigation. Figure 43.1 illustrates
expressions (43.42) and (43.45).

From the previous analysis we see that, while noise
reduction is feasible with the Wiener filter, speech atten-
uation is also unavoidable. In general, the more the noise
is reduced, the more the speech is attenuated. A key ques-
tion is whether the Wiener filter can improve SNR. To
answer this question, we give the following proposition.

Proposition 1. With the Wiener filter given in (43.18) and
(43.23), the a posteriori SNR (defined after the Wiener
filter) is always greater than or at least equal to the
a priori SNR.

Proof. If the noise v(n) is zero, we already see that the
Wiener filter has no effect on the speech signal. Now
we consider the case where the noise is not zero. From
(43.33), we know that the a priori SNR is

SNR=

L∑
i=1

λib2
i1

L∑
i=1

b2
i1

. (43.47)

After the Wiener filter, the a posteriori SNR can be
written as

SNRo = hT
o Rxho

hT
o Rvho

. (43.48)

Substituting ho = R−1
y Rxh1 into (43.48), we obtain

SNRo =
hT

1 Rx R−1
y Rx R−1

y Rxh1

hT
1 Rx R−1

y RvR−1
y Rxh1

. (43.49)

Using the matrix decomposition given in (43.30c), we
deduce that

SNRo =

L∑
i=1

λ3
i

(λi+1)2 b2
i1

L∑
i=1

λ2
i

(λi+1)2 b2
i1

. (43.50)
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Fig. 43.1 Illustration of the areas where ξnr(ho) and ϕsd(ho)
take their values as a function of the SNR

Following the inequality given in (43.41), we immedi-
ately have

SNRo ≥ SNR . (43.51)

This completes the proof of the proposition. Therefore,
we see that the time-domain Wiener filter increases the
SNR of the observed signal. In other words, the Wiener
filter always reduces noise.

43.4.2 A Suboptimal Filter

From the previous analysis, we see that the time-
domain Wiener filter achieves noise reduction by paying
a price of speech distortion. A key question immedi-
ately arises: if a given application requires high-quality
speech, is there any way that we can control the com-
promise between noise reduction and speech distortion?
To answer this question, we describe a suboptimal
filter.

The Wiener filter given in (43.23) has a nice
physical interpretation: it is the sum of two fil-
ters, i. e., h1 and −R−1

y rvv, each of which serves
a different purpose. The objective of the first is to
create a replica of the noisy signal, while the aim
of the second is to generate a noise estimate. So
the Wiener filter actually achieves noise reduction in
two steps: it first creates an optimal noise estimate,
and then subtracts that estimate from the noisy ob-
servations. Obviously, if we introduce a parameter
to control the amount of noise to be subtracted, we
can manage the tradeoff between noise reduction and
speech distortion. Therefore, we construct the following
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filter:

hsub = h1−αR−1
y rvv , (43.52)

where α ≥ 0 is a real number. Note that hsub
is no longer the solution of the MMSE cri-
terion, so we shall call it a suboptimal fil-
ter.

Substituting hsub into (43.13), we can derive the
corresponding MSE due to the suboptimal filter, i. e.,

Jx(hsub)= E
{[

x(n)−hT
sub y(n)

]2}
= σ2

v −α(2−α)rT
vvR−1

y rvv . (43.53)

In order to have noise reduction, α must be chosen in
such a way that Jx(hsub) < Jx (h1), therefore,

0< α < 2 . (43.54)

The noise-reduction factor of the suboptimal filter
can be written as

ξnr(hsub)=
E
{[

hT
1 v(n)

]2}
E
{[

hT
subv(n)

]2} . (43.55)

With the matrix decomposition given in (43.30c), we
can further rewrite this factor in the form

ξnr(hsub)=

L∑
i=1

b2
i1

L∑
i=1

(λi+1−α)2

(1+λi )2 b2
i1

. (43.56)

Similarly, we can express the speech-distortion index as

ϕsd(hsub)=
E
{[

x(n)−hT
subx(n)

]2
}

σ2
x

= α2

L∑
i=1

λi
(1+λi )2 b2

i1

L∑
i=1

λib2
i1

= α2ϕsd(ho) . (43.57)

So the ratio between the speech-distortion indices cor-
responding to the two filters hsub and ho depends on α
only.

In order to have less distortion with the suboptimal
filter hsub than with the Wiener filter ho, we must find α
in such a way that,

ϕsd(hsub) < ϕsd(ho) . (43.58)

The condition on α should be−1<α< 1. Finally, if α is
taken as 0<α< 1, the suboptimal filter hsub reduces the
level of noise in the observed signal y(n) while causing
less distortion than the Wiener filter ho. For the extreme
case α = 0, we obtain hsub = h1, so there is no noise
reduction but no speech distortion as well. At the other
extremeα= 1, we have hsub = ho, hence noise reduction
is maximized and so is speech distortion.

The a posteriori SNR, after the suboptimal filter, can
be written

SNRsub = hT
sub Rxhsub

hT
sub Rvhsub

=

L∑
i=1

λi (λi+1−α)2

(λi+1)2 b2
i1

L∑
i=1

(λi+1−α)2

(λi+1)2 b2
i1

.

(43.59)

As long as α ∈ (0, 1), it can be shown that

SNRsub ≥ SNR . (43.60)

The proof of this can easily be obtained by following the
proof of Proposition 1. Therefore, the suboptimal filter
can also improve SNR, although less effectively than the
Wiener filter.

43.4.3 Subspace Method

We have seen that the Wiener filter, derived from the
MMSE criterion, can achieve the maximum amount of
noise reduction (as measured by the definition of the
noise-reduction factor), but it causes significant speech
distortion at the same time. In the previous section, we
discussed a suboptimal filter, which was constructed em-
pirically from the Wiener filter. While it makes good
sense for managing the compromise between noise re-
duction and speech distortion, the suboptimal filter has
no optimality properties associated with it. We now in-
vestigate a class of techniques called subspace methods,
which, like the Wiener filter, acquire a clean speech
estimate by applying a linear transformation to a vec-
tor of noisy speech observations. Similar to the Wiener
filter, the subspace approach is also formulated from
the MMSE criterion with mathematical rigor; hence it
is also an optimal estimator. However, it differs from
the Wiener filter in that its linear transformation is de-
rived from a constrained optimization problem while the
Wiener filter is deduced from an unconstrained one.

Consider the signal model given in (43.2). An esti-
mate of the clean speech can be obtained by applying
a linear transformation to the noisy speech vector, i. e.,

x̂(n)= Hy(n) , (43.61)
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where H is a matrix of size L × L . The error signal
obtained by this estimation is written as

e(n)� x̂(n)− x(n)= Hy(n)− x(n)

= (H− I)x(n)+Hv(n)= ex(n)+ ev(n) ,
(43.62)

where

ex(n)� (H− I)x(n) (43.63)

and

ev(n)� Hv(n) (43.64)

represent, respectively, the speech distortion due to the
linear transformation and the residual noise. It is imme-
diately seen that there are three criteria to estimate H:

1. minimizing the energy of e(n);
2. minimizing the energy of ev(n) while limiting the

level of speech distortion;
3. minimizing the energy of ex(n) while limiting the

level of residual noise.

The first case will lead to the Wiener solution. The
only difference between the Wiener filter discussed in
Sect. 43.4.1 and this estimator is that the former obtains
the current speech estimate using only past and current
noisy speech samples, while the latter uses not only past
and present observation samples, but also future values.
The second criterion is rarely used in practice because
the resulting estimator produces nonstationary residual
noise (due to the nonstationarity of speech signals),
which is usually intolerable to the human perception
system. The third case will lead to the so-called sub-
space method, which, like the Wiener filter, has been
widely investigated.

Mathematically, the optimal linear transformation in
the subspace technique can be described as

Ho = arg min
H

tr
{

E
[
ex(n)eT

x (n)
]}

subject to tr
{

E
[
ev(n)eT

v (n)
]}≤ Lσ2 . (43.65)

If we use a Lagrange multiplier to adjoin the constraint
to the cost function, (43.65) can be rewritten as

Ho = arg min
H

L(H, μ) , (43.66)

where

L(H, μ)

= tr
{

E
[
ex(n)eT

x (n)
]}

+μ(tr{E
[
ev(n)eT

v (n)
]}− Lσ2)

= tr
[
(H− I)Rx(H− I)T]

+μ[tr(HRvHT)− Lσ2] , (43.67)

Rx and Rv are, respectively, the covariance matrices of
the clean speech and noise, and μ > 0 is the Lagrange
multiplier. Using the fact that

∂

∂H
tr(Rx H)= ∂

∂H
tr(HRx)= RT

x = Rx ,

(43.68a)

∂

∂H
tr
(
HRx HT)= 2HRx , (43.68b)

∂

∂H
tr
(
HRvHT)= 2HRv , (43.68c)

we can readily deduce that

∂

∂H
L(H, μ)= 2HRx −2Rx +2μHRv . (43.69)

Equating the right-hand side of (43.69) to zero, we obtain
the solution to (43.66):

Ho = Rx(Rx +μRv)−1 , (43.70)

where μ satisfies

tr
[
Rx(Rx +μRv)−1 Rv(Rx +μRv)−1 Rx

]= Lσ2 .

(43.71)

To implement the optimal transformation given in
(43.70), we need to compute the inverse of the matrix
sum Rx+μRv. The most straightforward way to do this
is the direct method, which computes the inverse of the
matrix explicitly, but this approach is not very robust
particularly when the matrix is not well conditioned.
Another popular method is based on either eigenvalue
decomposition [43.19–25] or generalized eigenvalue de-
composition [43.26]. For example, with the generalized
eigenvalue decomposition as defined in (43.30c), we can
rewrite the optimal transformation as

Ho = BTΛ(Λ+μI)−1 B−T . (43.72)

Therefore, the estimation of the clean speech can be
decoupled into three steps: applying the transformation
B−T to the noisy signal, modifying the noisy signal in the
transformed domain by a gain function Λ(Λ+μI)−1,
and applying BT to transform the modified components
back to the original domain.

Another interesting interpretation of (43.72) is to
divide the vector space into two subspaces: the speech
subspace corresponding to all the λi for λi > 0 and the
noise subspace associated with all λi for λi = 0. Suppose
that the dimension of the speech subspace is M. We then
can rewrite (43.72) as

Ho = BT

(
Σ 0M×K

0K×M 0K×K

)
B−T , (43.73)
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where K = L−M is the order of the noise subspace and

Σ = diag

(
λ1

λ1+μ,
λ2

λ2+μ, · · · ,
λM

λM+μ
)

(43.74)

is an M × M diagonal matrix. We now clearly see that
noise reduction with the subspace method is achieved
by nulling the noise subspace and cleaning the speech-
plus-noise subspace via a reweighted reconstruction.

Now we are ready to check if the linear transforma-
tion given in (43.70) can really reduce the level of noise.
Let us examine the noise-reduction factor, which can be
written, according to (43.6), as

ξnr(Ho)= tr{Rv}
tr
{

E
[
ev(n)eT

v (n)
]} . (43.75)

Substituting (43.70) into (43.64), we can derive

tr
{

E
[
ev(n)eT

v (n)
]}

= tr
{

Rx(Rx +μRv)−1 Rv(Rx +μRv)−1 Rx
}
.

(43.76)

Following the matrix-decomposition procedure given in
(43.30c), we easily deduce that

tr{Rv} = tr{BT B} = tr{BBT} =
L∑

i=1

L∑
j=1

b2
ij ,

(43.77)

and

tr
{

E
[
ev(n)eT

v (n)
]}= tr{BTΛ(Λ+μI)−2ΛB}
= tr{Λ(Λ+μI)−2ΛBBT}

=
L∑

i=1

L∑
j=1

λ2
i

(λi +μ)2 b2
ij . (43.78)

Therefore, we have

ξnr(Ho)=

L∑
i=1

L∑
j=1

b2
ij

L∑
i=1

L∑
j=1

λ2
i

(λi+μ)2 b2
ij

. (43.79)

Sinceμ> 0 and λi ≥ 0 for i = 1, 2, · · · , L , it is obvious
that

ξnr(Ho) > 1 . (43.80)

This shows that noise reduction is always feasible with
the subspace method.

Since the energy of the speech distortion ex(n) is
always greater than zero, the power of the clean speech
is also attenuated when we reduce the noise with the
subspace method. We then ask the same question about
SNR as we did for the Wiener filter: can the subspace
method improve SNR? To answer this question, we give
the following proposition.

Proposition 2. For the linear transformation given in
(43.70), ifμ> 0, the a posteriori SNR with the subspace
method is always greater than or equal to the a priori
SNR.

Proof. If the noise is zero, we can easily check that the
optimal transformation matrix Ho will be the identity
matrix, and hence will not change the input speech. If
the noise is not zero, the a priori SNR can be written as

SNR= tr{Rx}
tr{Rv} . (43.81)

After applying the linear transformation Ho, the a pos-
teriori SNR can be expressed as

SNRo = tr
{

E
[
Hox(n)xT(n)HT

o

]}
tr
{

E
[
Hov(n)vT(n)HT

o

]}
= tr

{
Ho Rx HT

o

}
tr
{

Ho RvHT
o

} . (43.82)

It follows then that
SNRo

SNR

= tr{Rv}tr
{

Ho Rx HT
o

}
tr{Rx}tr

{
Ho RvHT

o

}
= tr{Rv}tr

{
Rx[Rx +μRv]−1 Rx[Rx +μRv]−1 Rx

}
tr{Rx}tr

{
Rx[Rx +μRv]−1 Rv[Rx +μRv]−1 Rx

} .
(43.83)

Following the matrix-decomposition procedure given in
(43.30c) and using some simple algebra, we find that

SNRo

SNR

= tr{BT B}tr{BTΛ(Λ+μI)−1Λ(Λ+μI)−1ΛB}
tr{BTΛB}tr{BTΛ(Λ+μI)−2ΛB}

= tr{BBT}tr{Λ(Λ+μI)−1Λ(Λ+μI)−1ΛBBT}
tr{ΛBBT}tr{Λ(Λ+μI)−2ΛBBT}

=

L∑
i=1

L∑
j=1

b2
ij ·

L∑
i=1

L∑
j=1

λ3
i

(λi+μ)2 b2
ij

L∑
i=1

L∑
j=1

λib2
ij ·

L∑
i=1

L∑
j=1

λ2
i

(λi+μ)2 b2
ij

. (43.84)
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Now using the Lemma 1 and setting q2
i =

∑L
j=1 b2

ij , we
obtain that

L∑
i=1

L∑
j=1

b2
ij ·

L∑
i=1

L∑
j=1

λ3
i

(λi +μ)2 b2
ij

≥
L∑

i=1

L∑
j=1

λib
2
ij ·

L∑
i=1

L∑
j=1

λ2
i

(λi +μ)2 b2
ij . (43.85)

It follows immediately that

SNRo ≥ SNR , (43.86)

with equality if and only ifλ1= λ2 = · · · = λL . Note that
this condition is the same as that obtained previously for
the Wiener filter, which should not come as a surprise
since both techniques are formulated in a similar way.

From the previous analysis, we see that SNRo de-
pends not only on the speech and noise characteristics,
but also on the value of μ. With some algebra, it can be
shown that

lim
μ→0

SNRo = lim
μ→0

L∑
i=1

L∑
j=1

λ3
i

(λi+μ)2 b2
ij

L∑
i=1

L∑
j=1

λ2
i

(λi+μ)2 b2
ij

= SNR ,

(43.87)

which is the lower bound of the a posteriori SNR. When
μ→+∞, we see that λi +μ→ μ. Therefore,

lim
μ→+∞SNRo =

L∑
i=1

L∑
j=1

λ3
i b2

ij

L∑
i=1

L∑
j=1

λ2
i b2

ij

≤
L∑

i=1

λi , (43.88)

which is the upper bound of the a posteriori SNR.

43.4.4 Frequency-Domain Wiener Filter

The Wiener filter can also be formulated in the frequency
domain. One way of deriving such a filter is to transform
the time-domain Wiener filter into the frequency do-
main using the so-called overlap-add technique. In this
case, the time-domain Wiener filter and its frequency-
domain counterpart have exactly the same performance.
More often, however, the frequency-domain Wiener fil-
ter is formulated by directly estimating the clean speech
spectrum from the noisy speech spectrum. The result-
ing filter differs in two aspects from the time-domain
Wiener filter: first, the former is a causal filter, while

the latter can be noncausal; second, the former is a full-
band technique, while the latter is a subband technique,
where each subband filter is independent of the filters
corresponding to other frequency bands.

Let us consider the signal model in (43.3). The
frequency-domain subband Wiener filter is derived by
the criterion [43.46]

Ho(iωk)= arg min
H(iωk)

JX [H(iωk)] , (43.89)

where

JX [H(iωk)] = E
[|X(n, iωk)−H(iωk)Y (n, iωk)|2]

is the MSE between the speech spectrum and its estimate
at frequencyωk. Differentiating JX [H(iωk)]with respect
to H(iωk) and equating the result to zero, we easily
deduce the Wiener filter,

Ho(iωk)= E
[|X(n, iωk)|2]

E
[|Y (n, iωk)|2] = Px(ωk)

Py(ωk)
, (43.90)

where

Px(ωk)= 1

L
E
[|X(n, iωk)|2]

and

Py(ωk)= 1

L
E
[|Y (n, iωk)|2]

are the power spectral densities (PSDs) of x(n) and y(n),
respectively. It can be seen from this expression that
the frequency-domain Wiener filter Ho(iωk) is nonneg-
ative and real valued. Therefore, it only modifies the
amplitude of the noisy speech spectra, while leaving the
phase components unchanged. Since Ho(iωk) is real val-
ued, we shall, from now on, drop the symbol i from its
expression, which should not cause any confusion.

We see from (43.90) that, in order to obtain the
Wiener filter, we need to know the PSDs of both the
noisy and clean speech signals. The former can be di-
rectly estimated from the noisy observation signal y(n).
But x(n) is not accessible; hence it may seem difficult
to estimate the PSD of the clean speech. However, since
speech and noise are assumed to be uncorrelated, we
have

Py(ωk)= Px(ωk)+ Pv(ωk) , (43.91)

where Pv(ωk) is the PSD of v(n). Therefore, the Wiener
filter can be written as

Ho(ωk)= Py(ωk)− Pv(ωk)

Py(ωk)
. (43.92)
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Now we see the Wiener filter depends on the PSDs of
both the noisy observation and the noise signal, where
the noise PSD can be estimated during the absence of
speech.

The optimal estimate of the clean speech spectrum,
using Ho(ωk), is

X̂o(n, iωk)= Ho(ωk)Y (n, iωk)

= Ho(ωk)X(n, iωk)+Ho(ωk)V (n, iωk) .
(43.93)

Applying the inverse DFT (IDFT) to (43.93), we can
obtain the optimal estimate of the speech samples x̂o(n).

The power of the estimated clean speech can be
evaluated according to Parseval’s relation, i. e.,

E
[
x̂2

o(n)
]

=
L−1∑
k=0

1

L
E
[|X̂o(n, iωk)|2]

=
L−1∑
k=0

H2
o (ωk)Py(ωk)

=
L−1∑
k=0

P2
x (ωk)

P2
y (ωk)

Px(ωk)+
L−1∑
k=0

P2
x (ωk)

P2
y (ωk)

Pv(ωk) ,

(43.94)

which is the sum of two terms. The first is the power of
the filtered clean speech and the second is the power of
the residual noise.

If the noise is not zero, we can write the noise-
reduction factor of the frequency-domain Wiener filter,
according to (43.6) and (43.94), as

ξnr[H(ωk)] =

L−1∑
k=0

Pv(ωk)

L−1∑
k=0

P2
x (ωk)

P2
y (ωk)

Pv(ωk)

. (43.95)

Since P2
x (ωk)≤ P2

y (ωk), we can easily verify that

ξnr[H(ωk)] ≥ 1 . (43.96)

This indicates that the Wiener filter can reduce the noise
level (unless there is no noise). Similarly, we can check
that the power of the filtered clean speech is always
less than the power of the original clean speech. So,
the frequency-domain Wiener filter, just like its time-
domain counterpart, also reduces noise at the price of
attenuating the clean speech. It is key to know, then,
whether this Wiener filter can improve SNR. We have
the following proposition:

Proposition 3. With the Wiener filter given in (43.90),
the a posteriori SNR (defined after the Wiener filter) is
always greater than or equal to the a priori SNR.

Proof. If there is no noise, we see that the Wiener filter
has no effect on SNR. Now we consider the generic case
where noise is not zero. In the frequency domain, the
a priori SNR can be expressed as

SNR=

L−1∑
k=0

Px(ωk)

L−1∑
k=0

Pv(ωk)

. (43.97)

Similarly, we can write, after Wiener filtering, the a pos-
teriori SNR according to (43.94) as

SNRo =

L−1∑
k=0

P2
x (ωk)

P2
y (ωk)

Px(ωk)

L−1∑
k=0

P2
x (ωk)

P2
y (ωk)

Pv(ωk)

. (43.98)

Now let us denote

φ(ωk)=
L−1∑
k=0

P2
x (ωk)

P2
y (ωk)

Px(ωk)
L−1∑
k=0

Pv(ωk)

−
L−1∑
k=0

P2
x (ωk)

P2
y (ωk)

Pv(ωk)
L−1∑
k=0

Px(ωk) .

It follows immediately that

φ(ωk)

=
L−1∑
k=0

L−1∑
j=0

P3
x (ωk)

P2
y (ωk)

Pv(ω j )

−
L−1∑
k=0

L−1∑
j=0

P2
x (ωk)

P2
y (ωk)

Pv(ωk)Px(ω j )

=
L−1∑
k=0

L−1∑
j=0

P2
x (ωk)

P2
y (ωk)

[Px(ωk)Pv(ω j )− Pv(ωk)Px(ω j )]

=
L−1∑
k=0

L−1∑
j>k

[
P2

x (ωk)

P2
y (ωk)

− P2
x (ω j )

P2
y (ω j )

]

× [Px(ωk)Pv(ω j )− Pv(ωk)Px(ω j )] . (43.99)
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Using (43.91), we can rewrite φ(ωk) as

φ(ωk)

=
L−1∑
k=0

L−1∑
j>k

1

Py(ωk)Py(ω j )

[
Px(ωk)

Py(ωk)
+ Px(ω j )

Py(ω j )

]

× [Px(ωk)Pv(ω j )− Pv(ωk)Px(ω j )]2 . (43.100)

Since Px(ωk)≥ 0, Pv(ωk)≥ 0, and Py(ωk)≥ 0, it is easy
to see that φ(ωk) is greater than, or at least equal to 0.
Therefore, we have

L−1∑
k=0

P2
x (ωk)

P2
y (ωk)

Px(ωk)
L−1∑
k=0

Pv(ωk)

≥
L−1∑
k=0

P2
x (ωk)

P2
y (ωk)

Pv(ωk)
L−1∑
k=0

Px(ωk) ,

which means that

SNRo ≥ SNR ,

where we see from (43.100) that equality is attained
if and only if Px(ω0)/Pv(ω0)= Px(ω1)/Pv(ω1)= · · · =
Px(ωL−1)/Pv(ωL−1). In other words, the frequency-
domain Wiener filter will increase SNR unless all
subband SNRs are equal, which is understandable. When
all subband SNRs are equal, both speech and noise have
the same PSD under the given resolution condition. In
this case, the Wiener filter is not able to distinguish noise
from speech, and hence is not able to increase SNR. In
all other cases, the subband Wiener filter will improve
SNR.

43.4.5 Short-Time Parametric Wiener Filter

In implementations of the Wiener filter [(43.90) or
(43.92)], some approximations are required since the
PSDs of the noisy speech and noise signals are not
known and must be estimated. One way is to replace the
PSD with the instantaneous magnitude-squared spectral

amplitude, yielding

HMS(ωk)= |Y (n, iωk)|2−|V (n, iωk)|2
|Y (n, iωk)|2 . (43.101)

With such a filter, the clean speech estimate can be
written as

X̂(n, iωk)= HMS(ωk)Y (iωk) . (43.102)

To enable more flexibility in manipulating the trade-
off between noise suppression and speech distortion,
(43.101) has been extended to a more-generic form
referred to as the parametric Wiener filtering tech-
nique [43.13–15], namely

HPW(ωk)=
[ |Y (n, iωk)|p−η|V (n, iωk)|p

|Y (n, iωk)|p
]1/q

,

(43.103)

where p and q are some positive numbers, and η is
a parameter introduced to control the amount of noise
to be reduced. More-aggressive noise reduction can be
achieved with η > 1; this is, of course, at the expense
of distortion artifacts. If we are more concerned with
speech distortion, we can choose η < 1. Commonly used
configurations of (p, q, η) include (1, 1, 1), (2, 1, 1), and
(2, 1/2, 1).

With the short-time parametric Wiener filter, the
estimate of the clean speech spectrum is written as

X̂(n, iωk)= HPW(ωk)Y (n, iωk) . (43.104)

Note that for the general configuration of (p, q, η), the
estimator in (43.104) has no optimality properties as-
sociated with it. However, this does not diminish its
usefulness. As a matter of fact, (43.104) has been widely
used as a benchmark to which other noise reduction
techniques are compared [43.13, 14, 27, 29].

The analysis of noise reduction, speech distortion,
and SNR of the parametric Wiener filter can be done by
following the analysis for the frequency-domain Wiener
filter. This will be left to the reader’s investigation.

43.5 Noise Reduction via Spectral Restoration

In the frequency domain, noise reduction can be for-
mulated as a robust spectral estimation problem, i. e.,
estimation of the clean speech spectrum from the noisy
speech spectrum. We now develop good estimators
of clean speech within the framework of estimation
theory.

43.5.1 MMSE Spectral Estimator

The minimum-mean-square-error (MMSE) estimator
has its roots in Bayesian estimation theory. Let us con-
sider the signal model given in (43.3). Since both clean
speech and noise are assumed to be zero-mean random
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processes, their short-time Fourier transform (STFT)
coefficients, i. e., X(n, iωk) and V (n, iωk), are also zero-
mean random variables. If we decompose the clean
speech spectrum into real and imaginary parts as

X(n, iωk)= XR+ iXI ,

and assume that the two random variables XR and XI
are independent, then an MMSE (conditional) estimator
of X(n, iωk) is written as

X̂MMSE(n, iωk)

= E [X(n, iωk)|Y (n, iωk)]

= E [XR|Y (n, iωk)]+ iE [XI|Y (n, iωk)] . (43.105)

Let us define

X̂R,MMSE � E [XR|Y (n, iωk)] ,

X̂I,MMSE � E [XI|Y (n, iωk)] . (43.106)

Using the conditional and joint probability density func-
tions (pdfs), we can write the two estimators in (43.106)
as

X̂R,MMSE

=
∫

XR p[XR|Y (n, iωk)]dXR

=
∫∫

XR p[Y (n, iωk)|XR, XI]p(XR, XI)dXR dXI∫∫
p[Y (n, iωk)|XR, XI]p(XR, XI)dXR dXI

,

(43.107)

and

X̂I,MMSE

=
∫

XI p[XI|Y (n, iωk)]dXI

=
∫∫

XI p[Y (n, iωk)|XR, XI]p(XR, XI)dXR dXI∫∫
p[Y (n, iωk)|XR, XI]p(XR, XI)dXR dXI

.

(43.108)

The noise spectrum V (n, iωk) is often assumed to be
a complex Gaussian random variable. Now suppose that
the real and imaginary parts of the speech spectrum can
also be modeled as a Gaussian distribution. Let

σ2
x � E

[|X(n, iωk)|2]
and

σ2
v � E

[|V (n, iωk)|2]
denote, respectively, the variances of the clean speech
and noise spectra. The pdf of the speech spectrum is

given by

p(XC)= 1√
πσ2

x

exp

(
− X2

C

σ2
x

)
, C ∈ {R, I} .

(43.109)

In such a condition, the conditional pdf p[Y (n, iωk)|XR,
XI] and the joint pdf p(XR, XI) can be expressed as

p[Y (n, iωk)|XR, XI] = p[V (n, iωk)]
= 1

πσ2
v

exp

[
−|V (n, iωk)|2

σ2
v

]
(43.110)

and

p(XR, XI)= p(XR)p(XI)

= 1

πσ2
x

exp

[
−|X(n, iωk)|2

σ2
x

]
. (43.111)

Substituting (43.110) and (43.111) into (43.107) and
(43.108), with some simple mathematical manipulation,
we can deduce that

X̂MMSE(n, iωk)= σ2
x

σ2
x +σ2

v

Y (n, iωk) . (43.112)

If we introduce the concept of narrow-band a priori SNR,
defined as

ζk �
σ2

x

σ2
v

, (43.113)

we can write (43.112) in the following form:

X̂MMSE(n, iωk)= HMMSE(ωk)Y (n, iωk)

= ζk

1+ ζk
Y (n, iωk) . (43.114)

The form of (43.114) is identical to that of the estimate
[given in (43.93)] obtained with the Wiener filter. This is
expected since for Gaussian variables, the MMSE wave-
form estimator is always a linear function of the noisy
observation [43.47], and so the two optimal MMSE
solutions coincide.

In the above derivation, we assumed that the real
and imaginary parts of the STFT coefficients of both
the clean speech and noise signals can be modeled by
a Gaussian distribution. This assumption generally holds
for noise and approximately holds for speech when the
analysis frame size is large and the span of the correla-
tion of the speech signal is much shorter than the frame
size. However, in the noise-reduction application, the
frame size is typically selected between 10 and 40 ms.
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Many studies have investigated the use of non-Gaussian
distributions and found that the real and imaginary parts
of the STFT coefficients of speech are better modeled
with either the Gamma or Laplacian probability distri-
butions when the frame size is short. In the Gamma case,
the pdf of XC [C ∈ {R, I}] is given by

p(XC)

= 1

2
√
π

(
3

2σ2
x

)1/4 1√|XC | exp

(
−
√

3

2σ2
x
|XC |

)
.

(43.115)

In the Laplacian case, we have

p(XC)= 1√
σ2

x

exp

(
−2|XC |

σ2
x

)
. (43.116)

If we define the instantaneous narrow-band a posteriori
SNR as

γc,k �
Y2

C

σ2
v

, (43.117)

where YC is defined in a similar way to XC , the MMSE
estimator for XC in both Gamma- and Laplacian-
distribution conditions can be written in the form

X̂C,MMSE = H(ζk, γc,k)YC , (43.118)

where H(ζk, γc,k) is a gain function. For the Gamma
distribution, the gain function is [43.48]

H(ζk, γc,k)

=
[

exp

(
ε2
C−
4

)
D−1.5(εC−)

− exp

(
ε2
C+
4

)
D−1.5(εC+)

]
/{

(εC+− εC−)

[
exp

(
ε2
C−
4

)
D−1.5(εC−)

+ exp

(
ε2
C+
4

)
D−1.5(εC+)

]}
, (43.119)

where

εC± �
√

3

2
√
ζk
±√2γc,k , (43.120)

and Dr (z) is the parabolic cylinder function [43.49]. For
the Laplacian speech model, the gain function is written
as [43.50, 51]

H(ζk, γc,k)

= 2
[
κC+erfcx(κC+)−κC−erfcx(κC−)

]
(κC+−κC−)

[
erfcx(κC+)+ erfcx(κC−)

] ,
(43.121)

where

κC± �
1√
ζk
±√γc,k , (43.122)

and erfcx(z) is the scaled complementary error function,
defined as

erfcx(z)� 2√
π

exp(z2)

∞∫
z

exp(−t2)dt . (43.123)

Combining the real and imaginary spectral estimators,
we can easily construct the MMSE estimator of the clean
speech for both Gamma and Laplacian distributions.

43.5.2 MMSE Spectral Amplitude
and Phase Estimators

The previous section discussed an MMSE estimator
that estimates the real and imaginary spectral compo-
nents and then combines the results together to form an
estimate of the clean speech spectrum. Now, in this sec-
tion, we take a slightly different perspective and address
MMSE estimators of amplitude and phase spectra.

Consider the decomposition of the complex spec-
trum into amplitude and phase components, i. e.,

Y (n, iωk)= Yk exp
(
iθYk

)
, (43.124a)

X(n, iωk)= Xk exp
(
iθXk

)
, (43.124b)

where Yk and Xk denote, respectively, the amplitudes
of the noisy and clean speech spectra, and θYk and θXk

are their corresponding phase components. The problem
of noise reduction then becomes one of designing two
signal estimators that make decisions separately on the
magnitude and phase spectra from the observed signal.

The MMSE estimator of the spectral amplitude Xk
is given by the conditional mean

X̂k,MMSE

=
∞∫

0

Xk p[Xk|Y (n, iωk)]dXk

=
∫∞

0

∫ π
0 Xk p

[
Y (n,iωk)|Xk,θXk

]
p
(

Xk,θXk

)
dXk dθXk∫∞

0

∫ π
0 p
[

Y (n,iωk)|Xk,θXk

]
p
(

Xk,θXk

)
dXk dθXk

.

(43.125)

If both noise and speech spectra are modeled
as a Gaussian distribution, the conditional pdf
p[Y (n, iωk)|Xk, θXk ] can easily be deduced as

p
[
Y (n, iωk)|Xk, θXk

]= 1

πσ2
v

exp

[
−|V (n, iωk)|2

σ2
v

]
.

(43.126)
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It is known that, for complex Gaussian random variables
with zero mean, their amplitude and phase components
are statistically independent [43.47]. Therefore, we have

p(Xk, θXk )= p(Xk)p
(
θXk

)
, (43.127)

where p(Xk) is a Rayleigh density,

p(Xk)= 2Xk

σ2
x

exp

(
− X2

k

σ2
x

)
, (43.128)

and p(θXk ) is a uniform density with

p(θXk )= 1

2π
. (43.129)

Substituting (43.126) and (43.127) into (43.125) gives

X̂k,MMSE

=
∫∞

0 X2
k exp

[
− 1
σ2
v

(
Y2

k + σ2
x+σ2

v

σ2
v

)]
I0

(
2XkYk
σ2
v

)
dXk∫∞

0 Xk exp
[
− 1
σ2
v

(
Y2

k + σ2
x+σ2

v

σ2
v

)]
I0

(
2XkYk
σ2
v

)
dXk

.

(43.130)

One can check that the numerator and denominator
of (43.130) are in the form of the second- and first-
order moments, respectively, of the Rician density
function [43.52, 53].

With some mathematical manipulation, the esti-
mator (43.130) can be expressed in the following
form [43.27],

X̂k,MMSE

=Γ
(

3

2

) √
ϑk

γk
exp

(
−ϑk

2

)

×

[
(1+ϑk)I0

(
ϑk

2

)
+ϑk I1

(
ϑk

2

)]
Yk , (43.131)

where Γ (·) denotes the gamma function, with
Γ (3/2)=√π/2, I0(·) and I1(·) are, respectively, the
modified Bessel functions of zero and first order, and

ϑk �
ζk

1+ ζk
γk (43.132)

with

ζk �
σ2

x

σ2
v

= Px(ωk)

Pv(ωk)
(43.133)

and

γk �
Y2

k

σ2
v

, (43.134)

denoting, respectively, the subband a priori and the
instantaneous subband a posteriori SNR [43.27].

Now let us estimate the phase component of the
clean speech spectrum from the noisy speech spectrum.
Ephraim and Malah formulated an MMSE complex
exponential estimator [43.27], i. e.,[

exp
(
iθ̂Xk

)]
MMSE

= arg min
exp
(

iθ̂Xk

) E
[∣∣ exp

(
iθXk

)− exp
(
iθ̂Xk

)∣∣2] .
(43.135)

It turns out that the solution of this MMSE estimator is[
exp

(
iθ̂Xk

)]
MMSE = exp

(
iθYk

)
. (43.136)

That is, the exponential of the noisy phase θYk is the
MMSE exponential estimator of the signal’s phase.

Also derived in [43.27] was an optimal estimator of
the principle value of the signal’s phase, i. e.,

θ̂Xk,o = arg min
θ̂Xk

E
[
1− cos

(
θXk − θ̂Xk

)]
. (43.137)

The solution of this estimator is

θ̂Xk,o = θYk , (43.138)

which indicates that the noisy phase is an optimal esti-
mate of the principle value of the signal’s phase.

Combining the amplitude and phase estimators, we
can construct an estimate of the clean speech spectrum
as

X̂MMSE(n, iωk)= X̂k,MMSE exp
(
iθYk

)
= HMMSE(ζk, γk)Y (n, iωk) ,

(43.139)

where the gain function HMMSE(ζk, γk) is

HMMSE(ζk, γk)

= Γ

(
3

2

) √
ϑk

γk
exp

(
−ϑk

2

)

×

[
(1+ϑk)I0

(
ϑk

2

)
+ϑk I1

(
ϑk

2

)]
. (43.140)

In high-SNR conditions (i. e., ζk � 1), (43.140) can
be simplified as

HMMSE(ζk, γk)≈ ζk

1+ ζk
. (43.141)

In such a situation, the MMSE estimate of the clean
speech spectrum can be written as

X̂MMSE(n, iωk)= ζk

1+ ζk
Y (n, iωk)

= Px(ωk)

Py(ωk)
Y (n, iωk) . (43.142)
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This result is the same as the frequency-domain Wiener
filter. Therefore, the MMSE amplitude estimator con-
verges to the Wiener filter in high-SNR conditions.

43.5.3 Maximum A Posteriori (MAP)
Spectral Estimator

We have discussed two MMSE spectral estimators: one
optimizes the real and imaginary parts of the clean
speech spectrum separately, and the other deals with
spectral amplitude and phase separately. We now con-
sider the joint estimation of the spectral amplitude and
phase using the MAP criterion. The MAP estimator can
be written as

X̂k,MAP = arg max
Xk

JMAP
(
Xk, θXk

)
, (43.143)

and

θ̂Xk,MAP = arg max
θXk

JMAP
(
Xk, θXk

)
, (43.144)

where the MAP cost function is expressed as

JMAP(Xk, θXk )= ln
{

p
[
Xk, θXk

∣∣Y (n, iω)
]}

.

(43.145)

For the optimization problems given in (43.143) and
(43.144), the MAP cost function above can be equiva-
lently written as

JMAP
(
Xk, θXk

)
=ln

{
p
[
Y (n, iω)

∣∣Xk, θXk

∣∣] p
(
Xk, θXk

)}
. (43.146)

If we assume that both speech and noise spectra
can be modeled by Gaussian distribution, according to
(43.126) and (43.127), we can readily deduce that

p
[
Y (n, iω)

∣∣Xk, θXk

∣∣]p(Xk, θXk )

= Xk

π2σ2
x σ

2
v

× exp

[
− X2

k

σ2
x
−
∣∣Y (n, iωk)− Xk exp

(
iθXk

)∣∣2
σ2
v

]
.

(43.147)

Substituting (43.147) into (43.146), differentiating the
MAP cost function with respect to Xk, and equating the
result to zero, we obtain [43.30]

X̂k,MAP =
ζk+

√
ζ2

k +2(1+ ζk)ζk/γk

2(1+ ζk)
Yk , (43.148)

where ζk and γk denote, respectively, the subband a priori
and instantaneous subband a posteriori SNR as defined
in Sect. 43.5.1.

Similarly, if we substitute (43.147) into (43.146),
differentiate the MAP cost function with respect to θX ,
and equate the result to zero, we obtain

θ̂Xk,MAP = θYk . (43.149)

So, this MAP estimate of the speech phase, which is
identical to the MMSE phase estimator, is the phase of
the noisy speech.

Combining (43.148) and (43.149), we achieve the
MAP estimate of the clean speech spectrum

X̂MAP(n, iωk)= HMAP(ωk)Y (n, iωk) , (43.150)

where

HMAP(ωk)=
ζk+

√
ζ2

k +2(1+ ζk)ζk/γk

2(1+ ζk)
. (43.151)

When ζk � 1, we can approximately have

HMAP(ωk)≈ ζk

1+ ζk
. (43.152)

Therefore, in high-SNR conditions, this MAP estimator
will be the same as the MMSE estimator and the Wiener
filter.

43.5.4 Maximum-Likelihood Spectral
Amplitude Estimator

We have seen from previous analysis that the noise-
reduction problem is essentially a matter of recovering
the spectral amplitude since the optimal estimate of the
signal’s phase turned out to be the noisy phase. One may
still want to ask: can noise reduction performance be
augmented by recovering the signal’s phase? To answer
this question, many perception experiments have been
conducted and the results have shown that the human
perception system is relatively insensitive to phase cor-
ruption. At least, within the context of noise reduction,
it has been shown that speech distortion resulting from
phase corruption is generally imperceptible when sub-
band SNR at anyωk is greater than about 6 dB [43.15]. In
addition, Wang and Lim [43.54] compared the degree of
distortion to reconstructed speech using noisy estimates
of spectral magnitude and phase. Using listening tests,
their results showed that the subjective quality of speech
increases dramatically with an increase in the accuracy
of the magnitude estimate, whereas speech quality in-
creases only marginally with increases in the accuracy
of the phase estimate.

From both the signal-processing and perception
points of view, we see that the use of noisy phase as
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the signal’s phase is good enough for speech enhance-
ment in most applications. As a result, the single-channel
noise-reduction problem is generally formulated to ac-
quire an estimate of the amplitude of the clean speech
spectrum. Now let us consider how to estimate the ampli-
tude of the clean speech spectrum. One straightforward
way of doing this is through spectral substraction [43.12]
or parametric spectral subtraction [43.17]. These tech-
niques will be extensively discussed in the following
chapter. Here we consider the maximum likelihood
(ML) method, which is one of the most popularly
used statistical estimators due to its asymptotic opti-
mal property, i. e., the estimation variance can achieve
the Cramèr–Rao lower bound (CRLB) when the number
of observation samples approaches infinity.

Let us rewrite the signal model given in (43.3) in the
form

Y (n, iωk)= X(n, iωk)+V (n, iωk)

= Xk exp
(
iθXk

)+V (n, iωk) . (43.153)

Then the ML estimator for Xk can be written as

X̂k,ML = arg max
Xk

L , (43.154)

where

L= ln {p [Y (n, iωk)|Xk]}

= ln

⎧⎨
⎩

π∫
−π

p
[
Y (n, iωk)|Xk, θXk

]
p
(
θXk

)
dθXk

⎫⎬
⎭

(43.155)

is the log-likelihood cost function. If the noise spectrum
V (n, iωk) is assumed to be a Gaussian process, the con-
ditional pdf p[Y (n, iωk)|Xk, θXk ] is given by (43.126).
Substituting (43.126) into (43.155) and assuming that
θXk is uniformly distributed between−π and π, we can
deduce that

p [Y (n, iωk)|Xk]

= 1

πσ2
v

exp

[
−Y2

k + X2
k

σ2
v

]
I0

[
2XkYk

σ2
v

]
. (43.156)

Substituting (43.156) into (43.155), differentiating the
log-likelihood cost function with respect to Xk, and
equating the result to zero, we can obtain the ML esti-
mate of the spectral amplitude. Unfortunately, the above
ML estimator is difficult to implement since the Bessel
function is not reducible. However, the modified Bessel
function of order zero, when its argument is large, can

be approximated as

I0(|α|)= 1√
2π|α| exp(|α|) , for |α| � 1 .

(43.157)

So, when 2XkYk/σ
2
v � 1 (this is equivalent to say-

ing that the a priori SNR is high), the conditional pdf
p [Y (n, iωk)|Xk, θX ] can be approximated as

p[Y (n, iωk)|Xk]

≈ 1

2πσv
√
πXkYk

exp

(
−Y2

k −2XkYk+ X2
k

σ2
v

)
.

(43.158)

Substituting this approximation into (43.155), we can
readily derive an approximate ML estimator for the
spectral amplitude, i. e.,

X̂k,MLA =
Yk+

√
Y2

k −σ2
v

2
. (43.159)

In this case, the estimate of the clean speech spectrum
can be expressed as

X̂MLA(n, iωk)= X̂k,MLA exp
(
θYk

)
= HMLA(ωk)Y (n, iωk) , (43.160)

where

HMLA(ωk)=
1+

√
(Y2

k −σ2
v )/Y2

k

2
is a gain filter.

43.5.5 Maximum-Likelihood
Spectral Power Estimator

The ML method can also be applied to estimate the
spectral power. For the signal model given in (43.3), if
we assume both the clean and noise signals are Gaus-
sian processes, then Y (n, iωk) is also a Gaussian random
variable whose pdf is given by

p[Y (n, iωk)] = 1

π
(
σ2

x +σ2
v

) exp

(
− Y2

k

σ2
x +σ2

v

)
.

(43.161)

The log-likelihood function of Y (n, iωk), given the
speech power σ2

x and noise power σ2
v , can be written

as

L= ln
{

p
[
Y (n, iωk)|σ2

x , σ
2
v

]}
=− ln(π)− ln

(
σ2

x +σ2
v

)− Y2
k

σ2
x +σ2

v

. (43.162)
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Differentiating the log-likelihood function L with re-
spect to σ2

x and equating the result to zero, we can readily
derive the ML spectral power estimator,

σ̂2
X,ML = Y2

k −σ2
v . (43.163)

An estimate of the clean speech spectrum can then be
constructed as

X̂MLP(n, iωk)=
√
σ̂2

X,ML exp
(
iθYk

)
= HMLP(ωk)Y (n, iωk) , (43.164)

where

HMLP(ωk)=
√

Y2
k −σ2

v

Y2
k

(43.165)

is a gain filter.

43.5.6 MAP Spectral Amplitude Estimator

In the previous subsections, we developed two ML es-
timators that assume the clean speech spectrum is fixed
but unknown. We now depart from this philosophy to
investigate a particular maximum a posteriori (MAP)
estimator, namely,

X̂k, MAP = arg max
Xk

JMAP(Xk) , (43.166)

where the MAP cost function is written as

JMAP(Xk)

=ln{p[Xk|Y (n, iω)]}

=ln

{ π∫
−π

p
[
Y (n, iω)|Xk, θXk

]
p
(
Xk, θXk

)
p
(
θXk

)
dθXk

}
.

(43.167)

Following (43.126) and (43.127), if we define

ρk = σ2
x σ

2
v

2
(
σ2

x +σ2
v

) (43.168)

and

�k =
√
ρkϑk , (43.169)

where ϑk is defined in (43.132), we find that

p[Xk|Y (n, iω)]

= Xk

ρk
exp

(
− X2

k +�2
k

2ρk

)
I0

(
Xk�k

ρk

)
. (43.170)

Using the approximation given in (43.157), we can
further write (43.170) in the form

p[Xk|Y (n, iω)] ≈
√

Xk√
2πρk�k

exp

[
− (Xk−�k)2

2ρk

]
.

(43.171)

Substituting (43.171) into (43.167), differentiating the
cost function with respect to Xk, and equating the result
to zero, we find

X̂k,MAP =
ζk+

√
ζ2

k + (1+ ζk)ζk/γk

2(1+ ζk)
Yk , (43.172)

where ζk is the frequency-domain subband a priori SNR
(43.133) and γk is the instantaneous subband a posteriori
SNR (43.133). Together with the noisy phase, we can
construct an estimate of the clean speech spectrum via
the approximate MAP method as

X̂MAPA(n, iωk)= HMAPA(ωk)Y (n, iωk) , (43.173)

where

HMAPA(ωk)=
ζk+

√
ζ2

k + (1+ ζk)ζk/γk

2(1+ ζk)
. (43.174)

43.6 Speech-Model-Based Noise Reduction

From Von Kempelen’s and Wheatstone’s speaking ma-
chines, to Stewart’s vocoder, to Dunn’s electrical vocal
tract, and then to Atal and Itakura’s linear prediction
(LP) technique [43.55–60], it took scientists nearly two
centuries to develop mathematical models that can rep-
resent human speech production and characterize the
changing characteristics of speech. The discovery of
speech models, particularly discrete ones such as the

harmonic model, LP model, and hidden Markov model
(HMM), has opened a new era for speech processing. For
example, with the use of discrete speech models, noise
reduction can be converted into a parameter-estimation
problem in a much lower-dimensional space. In this
way, we can fully take advantage of our knowledge of
speech production to enhance a speech signal corrupted
by additive noise.

Part
H

4
3
.6



864 Part H Speech Enhancement

43.6.1 Harmonic-Model-Based
Noise Reduction

The harmonic (or sinusoidal) model has been applied
with certain success to many speech processing prob-
lems [43.14, 61–66]. In this model, the speech signal is
represented as a sum of harmonically related sine waves
with frequencies given by pitch harmonics. Specifically,
at time n, the speech signal x(n) is represented as

x(n)=
Q∑

i=1

Ai (n) cos(2π fin+φi ) , (43.175)

where Ai (n), fi , and φi are, respectively, the time-
varying amplitude, frequency, and initial phase of the
i-th tone, and Q denotes the total number of harmonics.
For voiced speech, the fi are multiples of the funda-
mental frequency f0, i. e., fi = i f0. Hence the model
(43.175) reduces to

x(n)=
Q∑

i=1

Ai (n) cos(2πi f0n+φi ) . (43.176)

With the above speech source model, the micro-
phone observation signal y(n) can be decomposed into
two parts: harmonics of speech, and noise. Since speech
has energy only at harmonics, while noise, in general,
has energy in the frequency regions between harmon-
ics, comb filtering can be applied to reduce noise while
preserving the speech periodicity, provided that the in-
formation of the fundamental frequency is known. In
other words, an estimate of the clean speech can be
obtained as [43.67]

x̂(n)= y(n)∗hCOMB(n) , (43.177)

where

hCOMB(n)=
K∑

i=−K

hiδ(n− Ni ) (43.178)

is the impulse response of the comb filter, δ(n) denotes
the unit impulse function, hi are the filter coefficients,
which satisfy

∑K
i=−K hi = 1,

Ni =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−
i−1∑
j=0

Tj , i > 0

0 , i = 0

−
−1∑
j=i

Tj , i < 0

(43.179)

and Tj is the instantaneous pitch period, which contains
the point of the speech waveform that is multiplied by

the filter coefficient hi . It is seen that the length of the
comb filter is 2K +1 pitch periods.

With accurate and reliable algorithms to update both
the filter coefficients hi and the time-varying pitch Tj ,
the comb filtering operation given in (43.177) can sig-
nificantly attenuate the background noise presented in
the noisy speech signal. However, one major drawback
with this approach is that comb filtering should be re-
stricted only to vowels or vowel-like sounds. If applied
to the unvoiced speech, it usually introduces audible
speech distortion, which is undesirable. Many efforts
have been devoted to improving this method, such as
dealing with voiced and unvoiced speech separately,
or using a more accurate harmonic-plus-noise model
(HNM). But, in general, this method suffers higher
speech distortion than filtering, spectral restoration, and
other model-based noise-reduction techniques.

43.6.2 Linear-Prediction-Based
Noise Reduction

The basic idea underlying the linear prediction (LP)
model [also called the autoregressive (AR) model] is
that, during a short-time stationary frame of speech, the
production system can be described by an all-pole sys-
tem driven by an excitation sequence [43.41,59,60,68].
The excitation can be either a pulse train (for voiced
speech) or random noise (for unvoiced sound). For ease
of analysis, let us first assume that the excitation is ran-
dom noise. In this situation, the speech signal x(n), at
time n can be written as

x(n)=
P∑

p=1

ax,px(n− p)+ gxu(n)

= aT
x x(n−1)+ gxu(n) , (43.180)

where ax,p (p= 1, 2, · · · , P) are the LP coefficients,
which are assumed constant over the analysis speech
frame, P is the order of the linear prediction, gx rep-
resents the gain of the excitation, u(n) is a Gaussian
random process with zero mean and unit variance, and

ax = [ ax,1 ax,2 · · · ax,P ]T ,
x(n−1)= [ x(n−1) x(n−2) · · · x(n− P) ]T .

(43.181)

It is seen from (43.180) that the clean speech x(n) de-
pends on a total of 2P+1 parameters, namely the P
coefficients in the prediction vector ax , the single gain
factor gx , and the P speech samples in the initial x vec-
tor; we denote this initial vector by x(0). With this LP
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speech model, the microphone signal observed in the
presence of noise can be written as

y(n)= x(n)+v(n)= aT
x x(n−1)+ gxu(n)+v(n) .

(43.182)

It becomes immediately clear that the noise-reduction
problem can be formulated as one of estimating the
parameters ax , gx , and x(0) from the noisy observa-
tion y(n). Relatively, the initial vector plays a less
important role than the LP coefficients and gain fac-
tor, so we can simply assume that this vector consists
of all zeros or the first P samples of the noisy speech
signal. Therefore, the noise-reduction problem is in-
deed a matter of estimating the LP coefficients and
gain factor, which together are called the LP model
parameters.

Following the same line of ideas discussed in
Sect. 43.5, we can formulate different estimators such
as MMSE, ML, MAP, etc., to estimate the LP model
parameters of the clean speech from the noisy observa-
tions. One widely investigated method is the sequential
MAP estimator originally developed by Lim and Oppen-
heim [43.13, 69]. This method optimizes the LP model
parameters and the clean speech estimate in an itera-
tive way until some criterion is satisfied. Suppose that
at time n we have a frame of observation signal y(n)
and denote x̂i (n), âx,i , and ĝx,i , respectively, as the
estimate of the clean speech vector x(n), the LP vec-
tor ax , and the gain factor gx from the ith iteration.
The sequential MAP technique estimates the LP model
parameters and the clean speech vector based on the
following steps:

1. Obtain a MAP estimate of the LP model parame-
ters based on the previous estimate of the model
parameters and clean speech, i. e.,(

âx,i , ĝx,i
)

=arg max
ax ,gx

p
[
ax, gx |y(n), x̂i−1, x(0)

]
. (43.183)

2. Obtain a MAP estimate of the clean speech with the
newly estimated model parameters, i. e.,

x̂i (n)= arg max
x(n)

p
[
x(n)|y(n), âx,i , ĝx,i

]
.

(43.184)

With the assumption that all the unknown parameters
are random with a Gaussian pdf, it can be shown that the
first step is equivalent to estimating the LP model param-
eters from x̂i−1 using the correlation method of linear

prediction analysis, and the second step achieves the
clean speech estimate through the optimal Wiener filter

Ho,i (ω)= P̂x(ω, i)

P̂x(ω, i)+ P̂v(ω, i)
, (43.185)

where

P̂x(ω, i)= g2
x∣∣1− âT
x,i f

∣∣2 ,
f=[exp(−iω) exp(−i2ω) · · · exp(−iPω)]T ,

(43.186)

and P̂v(ω, i)= σ2
v if v(n) is white Gaussian noise. We see

that the second step is the same as the frequency-domain
Wiener filter as discussed in Sect. 43.4.4. The only dif-
ference is that in Sect. 43.4.4, the power spectrum is
estimated via periodogram, while here it is computed
from the LP model. It has been shown that, if the above
two steps are repeated until some specified error cri-
terion is satisfied, this iterative technique can increase
the joint likelihood of âx,i and x̂i (n) with each itera-
tion, thereby provide an optimal estimator in the MMSE
sense. The above method can also be easily extended to
the colored-noise case [43.69].

Another intensively investigated estimation method
is based on the Kalman filtering technique. Putting
(43.180) into matrix/vector form, we get

x(n)= Fx(n−1)+ gu(n) ,

y(n)= cTx(n)+v(n) , (43.187)

where

F=

⎛
⎜⎜⎜⎜⎜⎜⎝

ax,1 ax,2 · · · ax,P−1 ax,P

1 0 · · · 0 0

0 1 · · · 0 0

· · · · · · ... · · · · · ·
0 0 · · · 1 0

⎞
⎟⎟⎟⎟⎟⎟⎠

(43.188)

and

g= c=
[
1 0 · · · 0 0

]T
. (43.189)

If we assume that all the parameters ax,p (p =
1, 2, · · · , P), gx , and σ2

v are known, an optimal estimate
of x(n) can be obtained using the Kalman filter [43.31].
Briefly, the solution of using Kalman filter can be sum-
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marized as

x̂(n)=Fx̂(n−1)+k(n)[y(n)− cT x̂(n−1)] ,
(43.190a)

k(n)=M(n|n−1)c
[
cT M(n|n−1)c+σ2

v

]−1
,

(43.190b)

M(n|n−1)=FM(n−1)FT+σ2
u ggT , (43.190c)

M(n)=[I−k(n)cT]M(n|n−1) . (43.190d)

where x̂(n) is the estimate of x(n), k(n) is the Kalman
gain vector, M(n|n−1)= E{[x(n)−Fx̂(n−1)][x(n)−
Fx̂(n−1)]T} is the predicted state-error covariance ma-
trix, and M(n|n)= E{[x(n)− x̂(n)][x(n)− x̂(n)]T} is the
filtered state-error covariance matrix. After Kalman fil-
tering, the estimate of the clean speech at time n is

x̂(n)= cT x̂(n) . (43.191)

In this Kalman filtering technique, we make the follow-
ing assumptions:

1. Within the analysis speech frame, both the LP coef-
ficients and the excitation are constant.

2. The LP model parameters of the clean speech are
known.

3. The excitation can be modeled as a Gaussian random
process.

4. The observation noise v(n) is a white Gaussian
process.

This technique was first proposed by Paliwal and
Basu in [43.31]. It can be shown that, when the afore-
mentioned four assumptions hold, the method can
significantly reduce the observation noise. However,
the four assumptions can hardly be satisfied in prac-
tical environments, making the technique difficult to
implement. Many efforts have been spent to relax some
of these assumptions, thereby making the technique
more practical. Broadly speaking, these efforts can be
classified into four categories:

1. Assuming LP model parameters are time varying but
can be modeled as stationary processes [43.70, 71].
The resulting methods are often called time-varying
AR-based techniques, which are meant to remedy
the first assumption.

2. The LP model parameters of the clean speech
are normally not known in real applications. Sev-
eral methods have been developed to estimate
these parameters from the noisy speech. The most
representative of these is the iterative or estimate-
maximize algorithm [43.33, 72, 73], where the LP

model and noise parameters are optimized iter-
atively, and the enhanced speech is obtained as
a byproduct of the parameter estimation. Appar-
ently, this group of efforts are to remedy the second
assumption.

3. As we know, the excitation for unvoiced sound can
be modeled as random noise, but it should be a pulse
train for voiced speech. To model the excitation
better, methods such as multiple variances [43.73],
algebraic code excitation [43.74], and mixture Gaus-
sian noise [43.73,75] have been developed. These are
meant to remedy the third assumption.

4. In the case that v(n) is not white but colored, we can
model it with an LP model with a lower order than
that of the speech, i. e.,

v(n)=
Q∑

q=1

av,qv(n−q)+ gvη(n) . (43.192)

In matrix/vector form, (43.192) can be written as

v(n)= Fvv(n−1)+ gvη(n) ,

v(n)= cT
vv(n) , (43.193)

where Fv, gv, and cv are defined similarly to
their counterparts in (43.187). Now if (43.187) and
(43.193) are combined, we get the augmented state
equations:

x̃(n)= F̃x̃(n−1)+ G̃ũ(n) ,

y(n)= c̃T x̃(n) , (43.194)

where

x̃(n)= [ xT(n) vT(n) ]T .

F̃=
(

F 0
0 Fv

)
,

G̃ =
(

g 0
0 gv

)
,

ũ(n)= [ u(n) η(n) ]T ,
c̃=

[
cT cT

v

]T
.

Then, the Kalman filter given in (43.190a) can easily
be generalized to estimate both speech and noise.

43.6.3 Hidden-Markov-Model-Based
Noise Reduction

The hidden Markov model (HMM) is a statistical model
that uses a finite number of states and the associated
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state transitions to jointly model the temporal and spec-
tral variation of signals. It has long been used for
speech modeling with applications to speech recog-
nition [43.76] and noise reduction [43.36]. For noise
reduction, the HMM-based method is basically simi-
lar to the statistical estimators described in Sect. 43.5.
However, in Sect. 43.5, the estimators assume explicit
knowledge of the joint probability distribution of the
clean speech and noise signals, so that the conditional
expected value of the clean speech (or its sample spec-
trum), given the noisy speech, can be evaluated, while
in the HMM-based approach such statistical knowledge
is not required to be known. Instead, the HMM method
conquers the problem in two steps. In the first step,
which is often called the training process, the probabil-
ity distributions of the clean speech and the noise process
are estimated from given training sequences. The esti-
mated distributions are then applied in the second step
to construct the desired speech estimators.

Typically, for a noise-reduction problem, we only re-
quire two ergodic HMMs: one for modeling the clean
speech signal and the other for modeling the noise pro-
cess. Consider HMMs with N states and M mixtures. Let
O � {o0, o1, · · · , ot, · · · , oT } be the observed feature
sequence, where ot is a K -dimensional feature vec-
tor (e.g., consisting of K consecutive samples of the
speech signal or the speech spectrum) and T is the du-
ration of the sequence. Let S� {s0, s1, · · · , st, · · · , sT },
st ∈ {1, 2, · · · , N}, be a sequence of states correspond-
ing to O. The pdf for O is written

p(O)=
∑

S

p(O, S|λ)=
∑

S

T∏
t=0

αst−1st bst (ot) ,

(43.195)

where αst−1st is the transition probability from state st−1
at time t−1 to state st at time t, αs−1s0 � πs0 denotes
the initial state probability, bst (ot) is the pdf of the ob-
servation vector, and λ denotes the HMM parameter set,
i. e.,

λ� (Π, A, b) (43.196)

with

Π = {π1, π2, · · · , πN } (43.197)

being the set of initial state probabilities,

A=

⎛
⎜⎜⎜⎜⎝
α11 α12 · · · α1N

α21 α22 · · · α2N
...

... · · · ...

αN1 αN2 · · · αNN

⎞
⎟⎟⎟⎟⎠ (43.198)

being the set of state transition probabilities, and

b= { b1(ot) b2(ot) · · · bN (ot) } (43.199)

defining the pdf of the observed signal vector O. For
Gaussian-mixture autoregressive (AR) HMMs, the pdf
bst (ot) is given by

bst (ot)=
∑
κt

cκt |st b(ot |st, κt) , (43.200)

where κt ∈ [1, 2, · · · , M] denotes the mixture compo-
nent chosen at time t, cκt |st is the probability of choosing
the mixture component κt given that the process is in
state st , and b(ot |st, κt) is the pdf of the observation vec-
tor ot given κt and st . For a zero-mean Gaussian AR
process with order P, we have

b(ot |st = n, κt = m)=
exp

(
− 1

2 oT
t Σ−1

n,mot

)
√

(2π)K det(Σn,m)
,

(43.201)

where Σn,m is the covariance matrix, which is given by

Σn,m = σ2
n,m

(
AH

n,m An,m
)−1

, (43.202)

σ2
n,m is the variance of the AR process, and An,m is

a K × K lower-triangular Toeplitz matrix with its first
P+1 entries in the first column being the AR coef-
ficients, i. e., an,m = [an,m(0), an,m(1), · · · , an,m(P)]T,
and an,m(0)= 1 [43.34, 77]. In this case, the HMM pa-
rameter set λ consists of the following parameters: the
initial state probabilities Π, the state transition proba-
bilities A, and the AR parameters an,m and σ2

n,m . Given
a training data sequence, an ML estimate of λ (for both
clean speech and noise) can be obtained using the Baum
re-estimation algorithm [43.77]. Alternatively, the seg-
mental k-means algorithm can be used to optimize the
parameter set along the dominant state and mixture
sequence [43.41].

Once the model parameters for both the clean speech
and the noise signals are estimated, statistical estimators
of clean speech can be constructed based on different cri-
teria. For example, the MAP estimator can be formulated
as

x̂MAP = arg max
x

p(x|y, sy, λx, λb) , (43.203)

where x � {x0, x1, · · · , xt} denotes a sequence of the
clean speech signal, y � {y0, y1, · · · , yτ } (with τ ≥ t) is
the observation signal sequence, sy denotes the compos-
ite state sequence of the noisy signal, and λx and λb are,
respectively, the HMM model parameters for the clean
speech and noise signals.
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Since the composite state sequence sy is not known,
direct maximization of p(x|y, sy, λx, λb) is not trivial.
An alternative method is to achieve the maximization
iteratively using the estimation-maximization (EM) al-
gorithm [43.78]. Let i denote the iterative index (initially
set to zero). The EM algorithm obtains a new speech
estimate by maximizing the cost function

J[x(i+1)]
�
∑
sy

∑
κ

p
[
sy, κ|x̂(i)

]
ln p[sy, κ, x(i+1)|y] ,

(43.204)

where κ � {κ0, κ1, · · · , κτ } is a sequence of mixture
components corresponding to y and sy. The solution
to the above optimization problem is

x̂t(i+1)=
[

N∑
n=1

M∑
m=1

qt[n,m|x̂(i)]H−1
n,m

]−1

yt ,

(43.205)

where qt[n,m|x̂(i)] = P[qt = n, κt =m|x̂(i)] is the con-
ditional probability of being in state n and choosing
mixture m at time frame t given an estimate of the clean
speech, x̂(i), and Hn,m is a Wiener filter for the out-
put Gaussian process from state n and mixture m, which
can be constructed from the speech and noise covariance
matrices given in (43.202) [43.34]. The iterative MAP
estimator given in (43.205) can also be implemented in
the frequency domain so as to exploit the efficiency of
the FFT. In the frequency domain, the estimator can be
written as

x̂t,ω(i+1)

=
[

N∑
n=1

M∑
m=1

qt[n,m|x̂(i)]H−1
n,m(ω)

]−1

yt,ω ,

(43.206)

where x̂t,ω(i+1) and yt,ω are the Fourier transforms
of x̂t(i+1) and yt , respectively, and Hn,m(ω) is the
frequency-domain counterpart of Hn,m , which can be
constructed from the AR (LPC) coefficients of the
speech and noise signals as in (43.185). Briefly, the iter-
ative MAP estimator given in (43.205) and (43.206) can
be summarized as follows.

1. The conditional probability qt[n,m|x̂(i)] [being in
state n and mixture m at time t given an estimate
of the clean speech, i. e., x̂(i)] is evaluated for all
possible states n, mixture m, and time frames t (using
the forward–backward algorithm [43.76]).

2. For each state and mixture pair (n,m), there is a set
of AR (LPC) coefficients. This set of coefficients is
used to form a Wiener filter H−1

n,m(ω).
3. A new estimate of the clean speech is obtained by

filtering the noisy speech through a weighted sum of
Wiener filters (the weights are qt[n,m|x̂(i)]).

4. The new speech estimate is used to re-estimate the
conditional probability qt[n,m|x̂(i+1)].
These four steps are repeated until some preset

convergence criterion is satisfied.
Similarly, we can formulate the MMSE estima-

tor presented in [43.79]. Note that the HMM-based
estimators rely solely on the statistics of the clean
speech inferred from the training data. However, some
speech properties, such as the time-varying gain (energy
contour), cannot be reliably predicted in the training
sequences and these properties have to be directly esti-
mated from the noisy speech [43.36].

The advantage of the HMM-based estimators is that
they do not need explicit knowledge of the speech and
noise distributions. In addition, they can tolerate some
nonstationarity of the noise signal, depending on the
number of states and mixtures used in the noise HMM.
However, distortion will arise when the characteristics
of the noise are not represented in the training set.

43.7 Summary

Noise reduction has long been a major research fo-
cus of speech processing for communications. The
fundamental objective of noise reduction is to miti-
gate or eliminate the effects of noise on the desired
speech signal. The fulfillment of this objective, how-
ever, is not trivial. In general, the formulation of
noise reduction varies from one application to an-
other, and the difficulty and complexity of the problem

depend on many factors such as the nature of the
noise signal, the number of microphones available
for noise reduction, and the nature of the speech
communication system. This chapter was devoted to
a particular yet ubiquitous problem, i. e., single-channel
noise reduction. We formulated this particular prob-
lem as a signal/parameter estimation problem. Through
theoretical analysis, we demonstrated, in terms of
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noise attenuation and signal-to-noise ratio (SNR) im-
provement, that noise reduction is feasible in the
single-microphone scenario. However, the price for
this is speech distortion. In general, the more the
noise reduction, the more the speech distortion. We
reviewed the state of the art of noise-reduction tech-

niques. The algorithms were classified into three broad
categories, i. e., filtering techniques, spectral restoration,
and speech-model-based methods. The basic principle
and idea underlying each group of algorithms were out-
lined and their strengths and shortcomings were also
discussed.
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Spectral Enha44. Spectral Enhancement Methods

I. Cohen, S. Gannot

In this chapter, we focus on the statistical methods
that constitute a speech spectral enhancement
system and describe some of their fundamental
components. We begin in Sect. 44.2 by formu-
lating the problem of spectral enhancement. In
Sect. 44.3, we address the time–frequency corre-
lation of spectral coefficients for speech and noise
signals, and present statistical models that con-
form with these characteristics. In Sect. 44.4, we
present estimators for speech spectral coefficients
under speech presence uncertainty based on var-
ious fidelity criteria. In Sect. 44.5, we address the
problem of speech presence probability estima-
tion. In Sect. 44.6, we present useful estimators
for the a priori signal-to-noise ratio (SNR) un-
der speech presence uncertainty. We present the
decision-directed approach, which is heuristically
motivated, and the recursive estimation approach,
which is based on statistical models and follows
the rationale of Kalman filtering. In Sect. 44.7,
we describe the improved minima-controlled
recursive averaging (IMCRA) approach for noise
power spectrum estimation. In Sect. 44.8, we pro-
vide a detailed example of a speech enhancement
algorithm, and demonstrate its performance in en-
vironments with various noise types. In Sect. 44.9,
we survey the main types of spectral enhance-
ment components, and discuss the significance of
the choice of statistical model, fidelity criterion,
a priori SNR estimator, and noise spectrum esti-
mator. Some concluding comments are made in
Sect. 44.10.
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The problem of spectral enhancement of noisy speech
signals from a single microphone has attracted consider-
able research effort for over 30 years. It is a problem with
numerous applications ranging from speech recognition,
to hearing aids and hands-free mobile communication.
In this chapter, we present the fundamental compo-
nents that constitute a speech spectral enhancement
system. We describe statistical models that take into

consideration the time correlation between successive
spectral components of the speech signal, and present
estimators for the speech spectral coefficients based on
various fidelity criteria. We address the problem of a pri-
ori SNR estimation under speech presence uncertainty,
and noise power spectrum estimation. We also provide
a detailed design example of a speech enhancement
algorithm.
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44.1 Spectral Enhancement

Spectral enhancement of noisy speech has been a chal-
lenging problem for many researchers for over 30 years,
and is still an active research area (see e.g., [44.1–
3] and references therein). This problem is often
formulated as the estimation of speech spectral com-
ponents from a speech signal degraded by statistically
independent additive noise. In this chapter we con-
sider spectral enhancement methods for single-channel
set-ups, assuming that only one-microphone noisy out-
put is available for the estimation. The situation of
one-microphone setups is particularly difficult under
nonstationary noise and a low signal-to-noise ratio
(SNR), since no reference signal is available for the
estimation of the background noise.

A variety of different approaches for spectral en-
hancement of noisy speech signals have been introduced
over the years. One of the earlier methods, and perhaps
the most well-known approach, is spectral subtrac-
tion [44.4, 5], in which an estimate of the short-term
power spectral density of the clean signal is obtained
by subtracting an estimate of the power spectral den-
sity of the background noise from the short-term power
spectral density of the degraded signal. The square
root of the resulting estimate is considered an esti-
mate of the spectral magnitude of the speech signal.
Subsequently, an estimate of the signal is obtained by
combining the spectral magnitude estimate with the
complex exponential of the phase of the noisy signal.
This method generally results in random narrowband
fluctuations in the residual noise, also known as mu-
sical tones, which is annoying and disturbing to the
perception of the enhanced signal. Many variations have
been developed to cope with the musical residual noise
phenomena [44.4, 6–9], including spectral subtraction
techniques based on masking properties of the human
auditory system [44.10, 11].

The spectral subtraction method makes minimal
assumptions about the signal and noise, and when
carefully implemented, produces enhanced signals that
may be acceptable for certain applications. Statisti-
cal methods [44.12–16] are designed to minimize the
expected value of some distortion measure between
the clean and estimated signals. This approach re-
quires the presumption of reliable statistical models
for the speech and noise signals, the specification
of a perceptually meaningful distortion measure, and
a mathematically tractable derivation of an efficient
signal estimator. A statistical speech model and per-
ceptually meaningful distortion measure, which are the

most appropriate for spectral enhancement, have not
yet been determined. Hence, statistical methods for
spectral enhancement mainly differ in their statistical
model [44.12, 14, 15], distortion measure [44.17–19],
and the particular implementation of the spectral en-
hancement algorithm [44.2].

Spectral enhancement based on hidden Markov pro-
cesses (HMPs) try to circumvent the assumption of
specific distributions for the speech and noise pro-
cesses [44.20–23]. The probability distributions of the
two processes are first estimated from long training
sequences of clean speech and noise samples, and
then used jointly with a given distortion measure to
derive an estimator for the speech signal. Normally,
vectors generated from a given sequence of states
are assumed to be statistically independent. However,
the HMP can be extended to take into account the
time–frequency correlation of speech signals by using
nondiagonal covariance matrices for each subsource,
and by assuming that a sequence of vectors gener-
ated from a given sequence of states is a nonzero-order
autoregressive process [44.21, 24]. HMP-based speech
enhancement relies on the type of training data [44.25].
It works best with the type of noise used during
training, and often worse with other types of noise.
Furthermore, improved performance generally entails
more-complex models and greater computational re-
quirements. While hidden Markov models have been
successfully applied to automatic recognition of clean
speech signals [44.26, 27], they were not found to be
sufficiently refined models for speech enhancement ap-
plications [44.3].

Subspace methods [44.28–31] attempt to decompose
the vector space of the noisy signal into a signal-
plus-noise subspace and a noise subspace. Spectral
enhancement is performed by removing the noise
subspace and estimating the speech signal from the re-
maining subspace. The signal subspace decomposition
can be achieved by either using the Karhunen–Loève
transform (KLT) via eigenvalue decomposition of
a Toeplitz covariance estimate of the noisy vector [44.28,
30], or by using the singular value decomposition of
a data matrix [44.32, 33]. Linear estimation in the
signal-plus-noise subspace is performed with the goal
of minimizing signal distortion while masking the resid-
ual noise by the signal. A perceptually motivated signal
subspace approach takes into account the masking prop-
erties of the human auditory system and reduces the
perceptual effect of the residual noise [44.34, 35].
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44.2 Problem Formulation

Let x(n) and d(n) denote speech and uncorrelated addi-
tive noise signals, respectively, where n is a discrete-time
index. The observed signal y(n), given by y(n)= x(n)+
d(n), is transformed into the time-frequency domain
by applying the short-time Fourier transform (STFT).
Specifically,

Ytk =
N−1∑
n=0

y(n+ tM)h(n)e−i 2π
N nk , (44.1)

where t is the time frame index (t = 0, 1, . . . , k) is the
frequency bin index (k = 0, 1, . . . , N−1), h(n) is an
analysis window of size N (e.g., Hamming window),
and M is the framing step (number of samples separating
two successive frames). Given an estimate X̂tk for the
STFT of the clean speech (Fig. 44.1), an estimate for the
clean speech signal is obtained by applying the inverse
STFT,

x̂(n)=
∑

t

N−1∑
k=0

X̂tkh̃(n− tM)ei 2π
N k(n−tM) , (44.2)

where h̃(n) is a synthesis window that is biorthogonal
to the analysis window h(n) [44.36], and the inverse
STFT is efficiently implemented by using the weighted
overlap-add method [44.37] (see also Sect. 44.8).

The spectral enhancement problem is generally for-
mulated as deriving an estimator X̂tk for the speech
spectral coefficients, such that the expected value
of a certain distortion measure is minimized. Let
d(Xtk, X̂tk) denote a distortion measure between Xtk and
its estimate X̂tk, and let ψt represent the information set
that can be employed for the estimation at frame t (e.g.,
the noisy data observed through time t). Let Htk

1 and Htk
0

denote, respectively, hypotheses of signal presence and
absence in the noisy spectral coefficient Ytk:

Htk
1 : Ytk = Xtk+Dtk

Htk
0 : Ytk = Dtk .
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Fig. 44.1 Spectral enhancement approach

Let p̂tk = P(Htk
1 |ψt) denote an estimate for the signal

presence probability, λ̂tk = E{|Xtk|2|Htk
1 , ψt} denote an

estimate for the variance of a speech spectral coefficient
Xtk under Htk

1 , and σ̂2
tk = E{|Ytk|2|Htk

0 , ψt} denote an
estimate for the variance of a noise spectral coefficient
Dtk . Then, we consider an estimator for Xtk which min-
imizes the expected distortion given p̂tk , λ̂tk, σ̂2

tk and the
noisy spectral coefficient Ytk:

min
X̂tk

E
{

d
(

Xtk, X̂tk

) ∣∣∣ p̂tk, λ̂tk, σ̂
2
tk,Ytk

}
. (44.3)

In particular, restricting ourselves to a squared error
distortion measure of the form

d
(
Xtk, X̂tk

)= ∣∣g(X̂tk)− g̃(Xtk)
∣∣2 , (44.4)

where g(X) and g̃(X) are specific functions of X (e.g.,
X, |X|, log |X|, ei  X ), the estimator X̂tk is calculated
from

g(X̂tk)= E
{
g̃(Xtk)

∣∣ p̂tk, λ̂tk, σ̂
2
tk,Ytk

}
= p̂tk E

{
g̃(Xtk)

∣∣Htk
1 , λ̂tk, σ̂

2
tk,Ytk

}
+ (1− p̂tk)E

{
g̃(Xtk)

∣∣Htk
0 ,Ytk

}
. (44.5)

Hence, the design of a particular estimator for Xtk
requires the following specifications:

• Functions g(X) and g̃(X), which determine the fi-
delity criterion of the estimator• A conditional probability density function (pdf)
p(Xtk|λtk, Htk

1 ) for Xtk under Htk
1 given its variance

λtk, which determines the statistical model• An estimator λ̂tk for the speech spectral variance
• An estimator σ̂2

tk for the noise spectral variance
• An estimator p̂tk|t−1 = P(Htk

1 |ψt−1) for the a priori
signal presence probability, where ψt−1 represents
the information set known prior to having the mea-
surement Ytk
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Given the a priori signal presence probability p̂tk|t−1, the
(a posteriori) signal presence probability can be obtained
from Bayes’ rule:

p̂tk = P
(
Htk

1

∣∣Ytk, ψt−1
)

=
[

1+
(
1− p̂tk|t−1

)
p
(
Ytk|Htk

0 , ψt−1
)

p̂tk|t−1 p
(
Ytk|Htk

1 , ψt−1
)

]−1

.

(44.6)

In the following sections we present statistical
models for speech signals in the STFT domain, and
address the estimation problem of the speech spectral
coefficient Xtk given λ̂tk, σ̂2

tk, and p̂tk. Then we con-
sider the estimation of the speech spectral variance λtk,
the noise spectral variance σ2

tk , and the speech presence
probability P(Htk

1 ), and describe an example of a speech
enhancement algorithm.

44.3 Statistical Models

In this section, we present statistical models that take into
account the time correlation between successive spec-
tral components of the speech signal. To see graphically
the relation between successive spectral components
of a speech signal, in comparison with a noise sig-
nal, we present scatter plots for successive spectral
magnitudes, and investigate the sample autocorrelation
coefficient sequences (ACSs) of the STFT coefficients
along time trajectories (the frequency bin index k
is held fixed). We consider a speech signal that is
constructed from six different utterances, without inter-
vening pauses. The utterances, half from male speakers
and half from female speakers, are taken from the
TIMIT database [44.38]. (A corpus of phonemically
and lexically transcribed speech of American English
speakers of different sexes and dialects. The speech was
recorded at Texas Instruments (TI) and transcribed at
Massachusetts Institute of Technology (MIT), hence the
corpus’ name.) The speech signal is sampled at 16 kHz,
and transformed into the STFT domain using Ham-
ming analysis windows of 512 samples (32 ms) length,
and 256 samples framing step (50% overlap between
successive frames).

Figure 44.2 shows an example of scatter plots for
successive spectral magnitudes of white Gaussian noise
(WGN) and speech signals. It implies that 50% overlap
between successive frames does not yield a signifi-
cant correlation between the spectral magnitudes of
the WGN signal. However, successive spectral mag-
nitudes of the speech signal are highly correlated.
Figure 44.3 shows the ACSs of the speech spectral
components along time trajectories, for various fre-
quency bins and framing steps. The 95% confidence
limits [44.39] are depicted as horizontal dotted lines.
In order to prevent an upward bias of the autocovari-
ance estimates due to irrelevant (nonspeech) spectral
components, the ACSs are computed from spectral

components whose magnitudes are within 30 dB of
the maximal magnitude. Specifically, the sample auto-
correlation coefficients of the spectral magnitudes are
calculated by

ρm =
∑
t∈T

(
Atk− Ak

)(
At+m,k− Ak

)
∑
t∈T

(
Atk− Ak

)2
, (44.7)

where Atk � |Xtk| denotes the magnitude of Xtk,

Ak = 1

|T |
∑
t∈T

Atk

denotes the sample mean, m is the lag in frames,
and T represents the set of relevant spectral compo-
nents

T =
{

t
∣∣∣Atk ≥ 10−30/20 max

t
{Atk}

}
.

The corresponding sample autocorrelation coefficients
of the spectral phases are obtained by

�m =
∑
t∈T

ϕtkϕt+m,k∑
t∈T

ϕ2
tk

, (44.8)

where ϕtk denotes the phase of Xtk. Figure 44.4 shows
the variation of the correlation between successive spec-
tral magnitudes on frequency and on overlap between
successive frames. Figures 44.3 and 44.4 demonstrate
that, for speech signals, successive spectral magni-
tudes are highly correlated, while the correlation is
generally larger at lower frequencies, and increases as
the overlap between successive frames increases. As
a comparison, the variation of ρ1 on the overlap be-
tween frames is also shown for a realization of WGN
(Fig. 44.4b, dotted line). It implies that, for a suf-
ficiently large framing step (M ≥ N/2, i. e., overlap
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Spectral Enhancement Methods 44.3 Statistical Models 877

between frames ≤ 50%), successive spectral compo-
nents of the noise signal, but clearly not of the speech
signal, can be assumed uncorrelated. For smaller fram-
ing steps, the correlation between successive spectral
noise components also has to be taken into consid-
eration. Furthermore, since the length of the analysis
window cannot be too large (its typical length is
20–40 ms [44.12]), adjacent Fourier expansion coef-
ficients of the noise signal, Dtk and Dt,k+1, as well
as adjacent coefficients of the speech signal, Xtk and
Xt,k+1, are also correlated to a certain degree. Neverthe-
less, it is commonly assumed that expansion coefficients
in different frequency bins are statistically indepen-
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Fig. 44.2a,b Scatter plots for successive spectral magni-
tudes of (a) a white Gaussian noise signal, and (b) a speech
signal at a center frequency of 500 Hz (k= 17). The overlap
between successive frames is 50% (after [44.15])

dent [44.12, 15, 16, 40]. This allows one to formulate
independent estimation problems for each frequency bin
k, which greatly simplifies the resulting algorithms. In
view of this discussion, we employ statistical models
in the STFT domain that rely on the following set of
assumptions [44.41].

1. The noise spectral coefficients {Dtk} are zero-mean
statistically independent Gaussian random variables.
The real and imaginary parts of Dtk are independent
and identically distributed (iid) random variables
N (0, σ2

tk/2).
2. Given {λtk} and the state of speech presence in each

time–frequency bin (Htk
1 or Htk

0 ), the speech spectral
coefficients {Xtk} are generated by

Xtk =
√
λtkVtk , (44.9)

where {Vtk|Htk
0 } are identically zero, and {Vtk|Htk

1 }
are statistically independent complex random vari-
ables with zero mean, unit variance, and iid real and
imaginary parts:

Htk
1 : E{Vtk} = 0, E

{|Vtk|2
}= 1 ,

Htk
0 : Vtk = 0 . (44.10)

3. The pdf of Vtk under Htk
1 is determined by the

specific statistical model. Let VRtk = Re{Vtk} and
VItk = Im{Vtk} denote, respectively, the real and
imaginary parts of Vtk. Let p(Vρtk|Htk

1 ) denote the
pdf of Vρtk (ρ ∈ {R, I}) under Htk

1 . Then, for a Gaus-
sian model

p
(
Vρtk|Htk

1

)= 1√
π

exp
(−V 2

ρtk

)
, (44.11)

for a gamma model

p
(
Vρtk|Htk

1

)
= 4√3

2
√
π

4√2
|Vρtk|−1/2 exp

(
−
√

3|Vρtk |√
2

)
, (44.12)

and for a Laplacian model

p
(
Vρtk|Htk

1

)= exp(−2|Vρtk|) . (44.13)

4. The sequence of speech spectral variances
{λtk|t = 0, 1, . . . } is a random process, which is gen-
erally correlated with the sequence of speech spectral
magnitudes {Atk|t = 0, 1, . . . }. However, given λtk,
Atk is statistically independent of At′k′ for all t = t′
and k = k′.

Clearly, the first assumption does not hold when the over-
lap between successive frames is too large (Fig. 44.4b,
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Fig. 44.3a–d Sample autocorrelation coefficient sequences (ACSs) of clean-speech STFT coefficients along time trajec-
tories, for various frequency bins and framing steps. The dotted lines represent 95% confidence limits. (a) ACS of the
spectral magnitude at frequency bin k = 17 (center frequency 500 Hz), framing step M = N/2 (50% overlap between
frames). (b) ACS of the spectral phase, k = 17, M = N/2. (c) ACS of the spectral magnitude, k = 65 (center frequency
2 kHz), M = N/2. (d) ACS of the spectral magnitude, k = 17, M = N/4 (75% overlap between frames) (after [44.15])

dotted line). Therefore, we assume that the STFT is
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implemented in accordance with this assumption (e.g.,
the overlap is not greater than 50%). The second as-
sumption implies that the speech spectral coefficients
{Xtk|Htk

1 } are conditionally zero-mean statistically in-
dependent random variables given their variances {λtk}.
The real and imaginary parts of Xt under Ht

1 are
conditionally iid random variables given λtk, satisfy-
ing

p
(
Xρtk|λtk, Htk

1

)= 1√
λtk

p

(
Vρtk = Xρtk√

λtk

∣∣∣∣ Htk
1

)
,

(44.14)

where ρ ∈ {R, I}. The last assumption allows one
to take into account the time correlation between

Fig. 44.4a,b Variation of the correlation coefficient be-
tween successive spectral magnitudes. (a) Typical variation
of ρ1 with frequency for a speech signal and 50% overlap
between frames. (b) Typical variation of ρ1 with overlap
between frames for a speech signal at center frequencies of
1 kHz (solid line) and 2 kHz (dashed line), and for a real-
ization of white Gaussian noise (dotted line) (after [44.15])
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Spectral Enhancement Methods 44.4 Signal Estimation 879

successive spectral coefficients of the speech signal,
while still considering the scalar estimation problem
formulated in (44.3). Note that successive spectral co-

efficients are correlated, since the random processes
{Xtk|t = 0, 1, . . . } and {λtk|t = 0, 1, . . . } are not inde-
pendent.

44.4 Signal Estimation

In this section, we derive estimators for Xtk using various
fidelity criteria, assuming that p̂tk , λ̂tk, and σ̂2

tk are given.
Fidelity criteria that are of particular interest for speech
enhancement applications are minimum mean-squared
error (MMSE) [44.5], MMSE of the spectral amplitude
(MMSE-SA) [44.12], and MMSE of the log-spectral am-
plitude (MMSE-LSA) [44.17,42]. The MMSE estimator
is derived by substituting into (44.5) the functions

g(X̂tk)= X̂tk

g̃(Xtk)=
⎧⎨
⎩Xtk , under Htk

1

GminYtk , under Htk
0 ,

(44.15)

where Gmin 0 1 represents a constant attenuation fac-
tor, which retains the noise naturalness during speech
absence [44.2, 42].

The MMSE-SA estimator is obtained by using the
functions

g(X̂tk)= |X̂tk| ,

g̃(Xtk)=
⎧⎨
⎩|Xtk| , under Htk

1

Gmin|Ytk| , under Htk
0 .

(44.16)

The MMSE-LSA estimator is obtained by using the
functions

g(X̂tk)= log |X̂tk| ,

g̃(Xtk)=
⎧⎨
⎩log |Xtk| , under Htk

1

log(Gmin|Ytk|) , under Htk
0 .

(44.17)

The last two estimators are insensitive to the estima-
tion error of ϕtk, the phase of Xtk. Therefore, they are
combined with the following constrained optimization
problem [44.12]:

min
ϕ̂tk

E{|eiϕtk − eiϕ̂tk |2} subject to |eiϕ̂tk | = 1 .

(44.18)

This yields an estimator for the complex exponential of
the phase, constrained not to affect the spectral magni-
tude estimate. Alternatively, an estimate for the spectral

phase ϕ̂tk can be obtained by minimizing the expected
value of the following distortion measure [44.12]

dϕ
(
ϕtk, ϕ̂tk

)
� 1− cos

(
ϕtk− ϕ̂tk

)
. (44.19)

This measure is invariant under modulo 2π transfor-
mation of the estimation error ϕtk− ϕ̂tk, and for small
estimation errors it closely resembles the squared-
error distortion measure, since 1− cosβ ≈ β2/2 for
β0 1. The constrained optimization problem (44.18)
and the distortion measure (44.19) both yield an es-
timator eiϕ̂tk = Ytk/|Ytk|, which is simply the complex
exponential of the noisy signal [44.12].

44.4.1 MMSE Spectral Estimation

Let

ξtk �
λtk

σ2
tk

, γρtk �
Y2
ρtk

σ2
tk

, (44.20)

represent the a priori and a posteriori SNRs, respectively
(ρ ∈ {R, I}), and let GMSE(ξ, γρ) denote a gain function
that satisfies

E
{

Xρtk
∣∣Htk

1 , λtk, σ
2
tk,Yρtk

}= GMSE(ξtk, γρtk)Yρtk .

(44.21)

Then, substituting (44.15) and (44.21) into (44.5), we
have

X̂tk = p̂tk
[
GMSE

(
ξ̂tk, γ̂Rtk

)
YRtk

+ iGMSE
(
ξ̂tk, γ̂Itk

)
YItk

]+ (1− p̂tk)GminYtk .

(44.22)

The specific expression for GMSE(ξ, γρ) depends on the
particular statistical model:

GMSE(ξ, γρ)= 1

Yρ

∫
Xρ p

(
Xρ|H1, λ, σ

2,Yρ
)

dXρ

= 1

Yρ

∫
Xρ

p
(

Yρ |Xρ,σ
2
)

p(Xρ |λ,H1)

p
(

Yρ |λ,σ2
) dXρ .

For a Gaussian model, the gain function is independent
of the a posteriori SNR. It is often referred to as Wiener
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filter, given by [44.5]

GMSE(ξ)= ξ

1+ ξ . (44.23)

For a gamma model, the gain function is given by [44.40]

GMSE(ξ, γρ)= 1√
8γρ

[
exp

(
C2
ρ−
4

)
D−1.5(Cρ−)

− exp

(
C2
ρ+
4

)
D−1.5(Cρ+)

]

×

[
exp

(
C2
ρ−
4

)
D−0.5(Cρ−)

+ exp

(
C2
ρ+
4

)
D−0.5(Cρ+)

]−1

,

(44.24)

where Cρ+ and Cρ− are defined by

Cρ± �
√

3

2
√
ξ
±√2γρ , (44.25)

and Dp(z) denotes the parabolic cylinder func-
tion [44.44, (9.240)]. For a Laplacian speech model,
the gain function is given by [44.45]

GMSE(ξ, γρ)

= 1√
γρ
[Lρ+erfcx(Lρ+)− Lρ−erfcx(Lρ−)]

× [erfcx(Lρ+)+ erfcx(Lρ−)]−1 , (44.26)

where Lρ+ and Lρ− are defined by

Lρ± �
1√
ξ
±√γρ , (44.27)

and erfcx(x) is the scaled complementary error function,
defined by

erfcx(x)� ex2 2√
π

∞∫
x

e−t2
dt . (44.28)

Note that when the signal is surely absent (i. e., when
p̂tk = 0), the resulting estimator X̂tk reduces to a constant
attenuation of Ytk (i. e., X̂tk = GminYtk). This retains the
noise naturalness, and is closely related to the spectral
floor proposed by Berouti et al. [44.6].

Figure 44.5 displays parametric gain curves describ-
ing GMSE(ξ, γρ) for several values of γρ , which result
from (44.23), (44.24), and (44.26). It shows that the

spectral gains are monotonically increasing functions
of the a priori SNR when the a posteriori SNR is kept
constant. For gamma and Laplacian models, the spec-
tral gains are also monotonically increasing functions
of the a posteriori SNR, when the a priori SNR is kept
constant.
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Fig. 44.5a–c Parametric gain curves describing the MMSE
gain function GMSE(ξ, γρ) for different speech models.
(a) Gain curve for a Gaussian model, obtained by (44.23).
(b) Gain curves for a gamma model, obtained by (44.24).
(c) Gain curves for a Laplacian model, obtained by (44.26)
(after [44.43])
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44.4.2 MMSE Log-Spectral
Amplitude Estimation

In speech enhancement applications, estimators that
minimize the mean-squared error of the log-spectral am-
plitude have been found advantageous to MMSE spectral
estimators [44.12, 17, 46]. An MMSE-LSA estimator is
obtained by substituting (44.17) into (44.5). It is diffi-
cult, or even impossible, to find analytical expressions
for an MMSE-LSA estimator under a gamma or Lapla-
cian model. However, assuming a Gaussian model and
combing the resulting amplitude estimate with the phase
of the noisy spectral coefficient Ytk yields [44.42]

X̂tk =
[
GLSA(ξ̂tk, γ̂tk)

] p̂tk G1− p̂tk
min Ytk , (44.29)

where γ̂tk denotes an estimate for the a posteriori SNR

γ̂tk = γ̂Rtk+ γ̂Itk , (44.30)

and GLSA(ξ, γ ) represents the LSA gain function under
Htk

1 which was derived by Ephraim and Malah [44.17]

GLSA(ξ, γ )� ξ

1+ ξ exp

⎛
⎝1

2

∞∫
ϑ

e−x

x
dx

⎞
⎠ , (44.31)

where ϑ is defined by ϑ � ξγ/(1+ ξ). Similar to the
MMSE spectral estimator, the MMSE-LSA estimator
reduces to a constant attenuation of Ytk when the signal
is surely absent (i. e., p̂tk = 0 implies X̂tk = GminYtk).
However, the characteristics of these estimators when
the signal is present are readily distinctive. Figure 44.6
displays parametric gain curves describing GLSA(ξ, γ )
for several values of γ . For a fixed value of the
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Fig. 44.6 Parametric gain curves describing the MMSE
log-spectral amplitude gain function GLSA(ξ, γ ) for
a Gaussian model, obtained by (44.31)

a posteriori SNR, the LSA gain is a monotonically in-
creasing function of ξ . However, for a fixed value of
ξ , the LSA gain is a monotonically decreasing func-
tion of γ . Note that the gain function GMSE(ξ, γρ) for
a Gaussian model is independent of the a posteriori
SNR, while for gamma and Laplacian speech models
GMSE(ξ, γρ) is an increasing function of the a pos-
teriori SNR (Fig. 44.5). The behavior of GLSA(ξ, γ )
is related to the useful mechanism that counters the
musical noise phenomenon [44.47]. Local bursts of
the a posteriori SNR, during noise-only frames, are
pulled down to the average noise level, thus avoid-
ing local buildup of noise whenever it exceeds its
average characteristics. As a result, the MMSE-LSA
estimator generally produces lower levels of residual
musical noise, when compared with the MMSE spectral
estimators.

44.5 Signal Presence Probability Estimation

In this section, we derive an efficient estimator p̂tk|t−1
for the a priori speech presence probability. This estima-
tor employs a soft-decision approach to compute three
parameters based on the time–frequency distribution of
the estimated a priori SNR ξ̂tk. The parameters exploit
the strong correlation of speech presence in neighboring
frequency bins of consecutive frames.

Let ζtk denote a recursive average of the a priori SNR
with a time constant αζ ,

ζtk = αζζt−1,k+ (1−αζ )ξ̂t−1,k . (44.32)

By applying local and global averaging windows in
the frequency domain, we obtain respectively local and
global averages of the a priori SNR

ζ
χ
tk =

wχ∑
i=−wχ

hχ (i)ζt,k−i , (44.33)

where the superscriptχ designates either local or global,
and hχ is a normalized window of size 2wχ +1. We de-
fine two parameters, Plocal

tk and Pglobal
tk , which represent

the relation between the above averages and the like-
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Fig. 44.7 Block diagram for computing Pframe (a parame-
ter representing the likelihood of speech in a given frame)
(after [44.42])

lihood of speech in the k-th frequency bin of the t-th
frame. These parameters are given by

Pχ
tk =

⎧⎪⎪⎨
⎪⎪⎩

0 , if ζχtk ≤ ζmin

1 , if ζχtk ≥ ζmax
log(ζχtk/ζmin)

log(ζmax/ζmin) , otherwise ,

(44.34)

where ζmin and ζmax are empirical constants, maxi-
mized to attenuate noise while maintaining weak speech
components.

In order to attenuate noise further in noise-only
frames, we define a third parameter, Pframe

t , which is
based on the speech energy in neighboring frames. An
averaging of ζtk in the frequency domain (possibly over
a certain frequency band) yields

ζ frame
t = mean

1≤k≤N/2
{ζtk} . (44.35)

To prevent clipping of speech onsets or weak compo-
nents, speech is assumed whenever ζ frame

t increases over
time. Moreover, the transition from H1 to H0 is delayed,

Table 44.1 Values of the parameters used in the imple-
mentation of the speech presence probability estimator, for
a sampling rate of 16 kHz

αζ = 0.7 ζmin =−10 dB ζp min = 0 dB

wlocal = 1 ζmax =−5 dB ζp max = 10 dB

wglobal = 15 pmin = 0.005

hlocal, hglobal: Hann windows

which reduces the misdetection of weak speech tails, by
allowing for a certain decrease in the value of ζ frame

t .
Figure 44.7 describes a block diagram for computing
Pframe

t , where

μt �

⎧⎪⎪⎨
⎪⎪⎩

0 , if ζ frame
t ≤ ζpeak

t ζmin

1 , if ζ frame
t ≥ ζpeak

t ζmax

log(ζ frame
t /ζ

peak
t /ζmin)

log(ζmax/ζmin) , otherwise ,

(44.36)

represents a soft transition from speech to noise, ζpeak
t is

a confined peak value of ζ frame
t , and ζp min and ζp max are

empirical constants that determine the delay of the tran-
sition. Typical values of parameters used for a sampling
rate of 16 kHz are summarized in Table 44.1.

The proposed estimate for the a priori speech pres-
ence probability is obtained by

p̂tk|t−1 = Plocal
tk Pglobal

tk Pframe
t . (44.37)

Accordingly, p̂tk|t−1 is smaller if either previous frames,
or recent neighboring frequency bins, do not contain
speech. When p̂tk|t−1 → 0, the conditional speech pres-
ence probability p̂tk → 0 by (44.6), and consequently the
signal estimator X̂tk reduces to X̂tk = GminYtk. There-
fore, to reduce the possibility of speech distortion we
generally restrict p̂tk|t−1 to be larger than a threshold
pmin (pmin > 0).

44.6 A Priori SNR Estimation

In this section, we address the problem of estimating the

speech spectral varianceλtk assuming that p̂tk|t−1 and σ̂2
tk

are given. We present the decision-directed, causal and
noncausal estimators for the a priori SNR ξtk = λtk/σ

2
tk

under speech presence uncertainty. The a priori SNR
ξtk is estimated for each spectral component and each

analysis frame due to the nonstationarity of the speech
signal.

44.6.1 Decision-Directed Estimation

Ephraim and Malah [44.12] proposed a decision-
directed approach, which provides a very useful
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estimation method for the a priori SNR [44.47,48]. Ac-
cordingly, if speech presence is assumed (ptk ≡ 1), then
the expression

Ξtk = α
|X̂t−1,k|2
σ̂2

t−1,k

+ (1−α) max
{
γ̂tk−1, 0

}
(44.38)

can be substituted for the a priori SNR. The first term,
|X̂t−1,k|2/σ̂2

t−1,k , represents the a priori SNR resulting
from the processing of the previous frame. The second
term, max{γ̂tk−1, 0}, is a maximum-likelihood esti-
mate for the a priori SNR, based entirely on the current
frame. The parameter α (0<α< 1) is a weighting factor
that controls the trade-off between noise reduction and
transient distortion brought into the signal [44.12, 47].
A larger value of α results in a greater reduction of
the musical noise phenomena, but at the expense of
attenuated speech onsets and audible modifications of
transient components. As a compromise, a value 0.98 of
α was determined by simulations and informal listening
tests [44.12].

Under speech presence uncertainty, according
to [44.12, 49], the expression in (44.38) estimates
a nonconditional a priori SNR ηtk � E{|Xtk|2}/σ2

tk . The
a priori SNR ξtk = E{|Xtk|2|Htk

1 }/σ2
tk is related to ηtk by

ηtk = E{|Xtk|2|Htk
1 }P(Htk

1 )

σ2
tk

= ξtk ptk|t−1 . (44.39)

Therefore the estimate for ξtk should supposedly be
given by

ξ̂tk = Ξtk

p̂tk|t−1
. (44.40)

However, the division by p̂tk|t−1 may deteriorate the per-
formance of the speech enhancement system [44.50,51].
In some cases, it introduces interaction between the es-
timated ptk|t−1 and the a priori SNR, that adversely
affects the total gain for noise-only bins, resulting in an
unnaturally structured residual noise [44.52]. To some
extent, the noise structuring can be eliminated by uti-
lizing a voice activity detector (VAD) and applying
a uniform attenuation factor to frames that do not con-
tain speech [44.49]. Yet, VADs are difficult to tune and
their reliability is often insufficient for weak speech
components and low input SNR.

Let X̂tk|H1 = X̂tk| p̂tk=1 denote an estimate for X̂tk
under the hypothesis of speech presence. Then an al-
ternative a priori SNR estimator under speech presence

uncertainty is given by [44.42]

ξ̂tk = α
|X̂t−1,k|H1 |2
σ̂2

t−1,k

+ (1−α) max
{
γ̂tk−1, 0

}
.

(44.41)

Notice that for p̂t−1,k|t−2 = 1, this yields a different
estimate than either Ξtk or Ξtk/ p̂tk|t−1. In [44.50, 51],
it was suggested to simply estimate the a priori SNR
by Ξtk, rather than Ξtk/ p̂tk|t−1. However, the use of
X̂t−1,k|H1 in (44.41) boosts the gain up when speech is
present, which provides a compensation for not dividing
by p̂tk|t−1.

To show that under speech presence uncertainty it
is advantageous to estimate the a priori SNR by the
expression in (44.41) rather than by Ξtk/ p̂tk|t−1, we as-
sume that an estimate p̂tk|t−1 for the a priori speech
presence probability is given, and that Ξtk and ξ̂tk have
been calculated by (44.38) and (44.41), respectively. By
definition, if Htk

1 is true, then the spectral estimate X̂tk

should degenerate to X̂tk|H1 , and the a priori SNR esti-
mate should coincide withΞtk. On the contrary, if Htk

0 is
true, then X̂tk should reduce to GminYtk , or equivalently
the a priori SNR estimate should be as small as possible.
Indeed, if Htk

1 is true then

ξ̂tk|H1 ≈Ξtk|H1 ≤
Ξtk

p̂tk|t−1

∣∣∣∣
H1

, (44.42)

where we have used that under Htk
1 the spectral estimate

X̂t−1,k is approximately the same as X̂t−1,k|H1 (if Htk
1

is true then Ht−1,k
1 is likely to be true as well, due to

the strong correlation of speech presence in successive
frames). On the other hand, if Htk

0 is true, then p̂tk|t−1 is
expected to approach zero, and ξ̂tk is likely to be much
smaller than Ξtk/ p̂tk|t−1:

ξ̂tk|H0 ≈ αG2
min 0

Ξtk

p̂tk|t−1

∣∣∣∣
H0

≈ αG2
min

p̂tk|t−1
. (44.43)

Therefore, under speech presence uncertainty the
decision-directed a priori SNR estimator is more favor-
ably modified as in (44.41), rather than dividing Ξtk by
the a priori speech presence probability p̂tk|t−1.

44.6.2 Causal Recursive Estimation

In this section, we present a causal conditional estima-
tor ξ̂tk|t = λ̂tk|t/σ̂2

tk for the a priori SNR given the noisy
measurements up to frame t. The estimator combines
two steps, a propagation step and an update step, fol-
lowing the rational of Kalman filtering, to predict and
update the estimate for λtk recursively as new data arrive.
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Let Xτ
0 = {Xtk|t = 0, . . . , τ, k = 0, . . . , N−1} rep-

resent the set of clean-speech spectral coefficients up
to frame τ , and let λtk|τ � E{|Xtk|2|Htk

1 ,X
τ
0} denote

the conditional variance of Xtk under Htk
1 given the

clean spectral coefficients up to frame τ . Assuming that
an estimate λ̂tk|t−1 for the one-frame-ahead conditional
variance of Xtk is available, an estimate for λtk|t can
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8*,

8/,

,

/,

be obtained by calculating its conditional mean under
Htk

1 given Ytk and λ̂tk|t−1. By definition, λtk|t = |Xtk|2.
Hence,

λ̂tk|t = E
{|Xtk|2

∣∣Htk
1 , λ̂tk|t−1,Ytk

}
= E

{
X2

Rtk

∣∣Htk
1 , λ̂tk|t−1,YRtk

}
+ E

{
X2

Itk

∣∣Htk
1 , λ̂tk|t−1,YItk

}
, (44.44)

where we have used that XRtk is independent of YItk, and
XItk is independent of YRtk. Let GSP(ξ, γρ) represent the
MMSE gain function in the spectral power domain for
Yρtk = 0 [44.43]:

E
{

X2
ρtk

∣∣Htk
1 , λ̂tk|t−1,Yρtk

}= GSP
(
ξ̂tk|t−1, γρtk

)
Y2
ρtk ,

(44.45)

where ρ ∈ {R, I}. Then the specific expression for
GSP(ξ, γρ) depends on the particular statistical model.
For a Gaussian model, the spectral power gain function
is given by

GSP(ξ, γρ)= ξ

1+ ξ
(

1

2γρ
+ ξ

1+ ξ
)
. (44.46)

For a gamma model [44.43],

GSP(ξ, γρ)= 3

8γρ

[
exp

(
C2
ρ−
4

)
D−2.5(Cρ−)

+ exp

(
C2
ρ+
4

)
D−2.5(Cρ+)

]

×

[
exp

(
C2
ρ−
4

)
D−0.5(Cρ−)

+ exp

(
C2
ρ+
4

)
D−0.5(Cρ+)

]−1

,

(44.47)

Fig. 44.8a–c Parametric gain curves describing the
MMSE spectral power gain function GSP(ξ, γρ) for differ-
ent speech models. (a) Gain curves for a Gaussian model,
obtained by (44.46). (b) Gain curves for a gamma model,
obtained by (44.47). (c) Gain curves for a Laplacian model,
obtained by (44.48) (after [44.43])
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where Cρ± are defined by (44.25). For a Laplacian
model [44.43],

GSP(ξ, γρ)

= 1

γρ
[erfcx(Lρ+)+ erfcx(Lρ−)]−1

×

[(
L2
ρ++0.5

)
erfcx(Lρ+)

+ (L2
ρ−+0.5

)
erfcx(Lρ−)

− (Lρ++ Lρ−)√
π

]
, (44.48)

where Lρ± are defined by (44.27). Figure 44.8 shows
parametric gain curves, which describe the functions
GSP(ξ, γρ) for several values of γρ , resulting from
(44.46), (44.47), and (44.48). When γρ is kept constant,
GSP(ξ, γρ) is a monotonically increasing function of ξ .
When ξ is kept constant, GSP(ξ, γρ) is a monotonically
decreasing function of γρ for a Gaussian model, but is
not a monotonic function of γρ for gamma or Laplacian
models.

Equation (44.45) does not hold in the case Yρtk → 0,
since GSP(ξ, γρ)→∞ as γρ→ 0, and the conditional
variance of Xρtk is generally not zero. For Yρtk = 0
(or practically for Yρtk smaller in magnitude than
a predetermined threshold) we use the following ex-
pressions [44.43]: for a Gaussian model

E
{

X2
ρtk

∣∣Htk
1 , λ̂tk|t−1,Yρtk = 0

}= ξ̂tk|t−1

1+ ξ̂tk|t−1
σ2

tk ,

(44.49)

for a gamma model

E
{

X2
ρtk

∣∣Htk
1 , λ̂tk|t−1,Yρtk = 0

}

=
3D−2.5

( √
3

2
√

ξ̂tk|t−1

)

8D−0.5

( √
3

2
√

ξ̂tk|t−1

)σ2
tk (44.50)

and for a Laplacian model

E
{

X2
ρtk

∣∣Htk
1 , λ̂tk|t−1,Yρtk = 0

}

=
√

2

π

exp

(
1

2ξ̂tk|t−1

)
D−3

(√
2

ξ̂tk|t−1

)

erfcx

(
1√

ξ̂tk|t−1

) σ2
tk . (44.51)

From (44.45–44.51), we can define a function
f (ξ, σ2,Y2

ρ ) such that

1

σ2
tk

E
{

X2
ρtk

∣∣Htk
1 , λ̂tk|t−1,Yρtk

}
= f

(
ξ̂tk|t−1, σ

2
tk,Y2

ρtk

)
(44.52)

for all Yρtk. Substituting (44.52) into (44.44), we obtain
an estimate for ξtk|t given by

ξ̂tk|t = f
(
ξ̂ tk|t−1, σ̂

2
tk,Y2

Rtk

)
+ f

(
ξ̂tk|t−1, σ̂

2
tk,Y2

Itk

)
.

(44.53)

Equation (44.53) is the update step of the recursive esti-
mation, since we start with an estimate ξ̂tk|t−1 that relies
on the noisy observations up to frame t−1, and then
update the estimate by using the additional information
Ytk .

To formulate the propagation step, we assume
that we are given at frame t−1 estimates for the
speech spectral coefficient Xt−1,k and its spectral vari-
ance λt−1,k, conditioned on Yt−1

0 = {Yτk|τ = 0, . . . , t−
1, k= 0, . . . , N−1}. Then, these estimates can be prop-
agated in time to obtain an estimate for λtk. Since λtk is
correlated with both λt−1,k and |Xt−1,k|, it was proposed
in [44.15] to use an estimate of the form

λ̂tk|t−1

=max
{
(1−μ)λ̂t−1,k|t−1+μ

∣∣X̂t−1,k|H1

∣∣2, λmin
}
,

(44.54)

where μ (0≤ μ≤ 1) is related to the degree of nonsta-
tionarity of the random process {λtk|t = 0, 1, . . . }, and
λmin is a lower bound on the variance of Xtk. In the
case of a pseudostationary process, μ is set to a small
value, since λ̂tk|t−1 ≈ λ̂t−1,k|t−1. In the case of a non-
stationary process, μ is set to a larger value, since the
variances at successive frames are less correlated, and
the relative importance of λ̂t−1,k|t−1 to predict λ̂tk|t−1
decreases. Dividing both sides of (44.54) by σ̂2

t−1,k , we
obtain the propagation step

ξ̂tk|t−1

=max

{
(1−μ)ξ̂t−1,k|t−1+μ |X̂t−1,k|H1 |2

σ̂2
t−1,k

, ξmin

}
,

(44.55)

where ξmin is a lower bound on the a priori SNR.
The steps of the causal recursive a priori SNR es-

timation are summarized in Table 44.2. The algorithm
is initialized at frame t =−1 with X̂−1,k|H1 = 0 and
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Table 44.2 Summary of the causal recursive a priori SNR
estimation

Initialization:

X̂−1,k|H1 = 0, ξ̂−1,k|−1 = ξmin , for all k.

For all short-time frames t = 0, 1, . . .

For all frequency bins k = 0, . . . , N−1

Propagation step:

Compute ξ̂tk|t−1 using (44.55)

Update step:

Compute ξ̂tk|t using (44.53)

Spectral estimation:

Compute X̂tk|H1 = X̂tk
∣∣

p̂tk=1

using, e.g., (44.22) or (44.29)

ξ̂−1,k|−1 = ξmin for all k. Then, for t = 0, 1, . . . , the
propagation and update steps are iterated to obtain esti-
mates for the nonstationary a priori SNR. The spectral
gain function employed for the computation of X̂tk|H1

is determined by the particular choice of the distortion
measure.

44.6.3 Relation Between Causal
Recursive Estimation
and Decision-Directed Estimation

The causal conditional estimator ξ̂tk|t for the a priori
SNR is closely related to the decision-directed estima-
tor of Ephraim and Malah [44.12]. The decision-directed
estimator under speech presence uncertainty is given
by (44.41) where α (0 ≤ α ≤ 1) is a weighting factor
that controls the trade-off between the noise reduc-
tion and the transient distortion introduced into the
signal.

8/,

,
�

?,

�'���! �

/, *, 0, 1, ;,

,

/,

*,

Fig. 44.9 SNRs in successive short-time frames: a pos-
teriori SNR γtk (dotted line), decision-directed a priori
SNR ξ̂DD

tk|t (dashed line), and causal recursive a priori SNR

estimate ξ̂RE
tk|t (solid line) (after [44.15])

The update step (44.53) of the causal recursive esti-
mator under a Gaussian model can be written as [44.15]

ξ̂tk|t = αtk ξ̂tk|t−1+ (1−αtk)(γ̂tk−1) , (44.56)

where αtk is given by

αtk � 1− ξ̂2
tk|t−1(

1+ ξ̂tk|t−1
)2
. (44.57)

Substituting (44.55) into (44.56) and (44.57) withμ≡ 1,
and applying the lower-bound constraint to ξ̂tk|t rather
than ξ̂tk|t−1, we have

ξ̂tk|t

=max

{
αtk

∣∣X̂t−1,k|H1

∣∣2
σ̂2

t−1,k
+ (1−αtk)

(
γ̂tk−1

)
, ξmin

}
,

(44.58)

αtk = 1−
∣∣X̂t−1,k|H1

∣∣4(
σ̂2

t−1,k+
∣∣X̂t−1,k|H1

∣∣2)2
. (44.59)

The expression (44.58) with αtk ≡ α is actually a prac-
tical form of the decision-directed estimator,

ξ̂DD
tk|t =max

{
α

∣∣X̂t−1,k|H1

∣∣2
σ̂2

t−1,k
+ (1−α)

(
γ̂tk−1

)
, ξmin

}
,

(44.60)

that includes a lower-bound constraint to further reduce
the level of residual musical noise [44.47]. Accord-
ingly, a special case of the causal recursive estimator
with μ≡ 1 degenerates to a decision-directed estima-
tor with a time-varying frequency-dependent weighting
factor αtk.

It is interesting to note that the weighting factor αtk,
given by (44.59), is monotonically decreasing as a func-
tion of the instantaneous SNR, |X̂t−1,k|H1 |2/σ̂2

t−1,k .
A decision-directed estimator with a larger weight-
ing factor is indeed preferable during speech absence
(to reduce musical noise phenomena), while a smaller
weighting factor is more advantageous during speech
presence (to reduce signal distortion) [44.47]. The above
special case of the causal recursive estimator conforms to
such a desirable behavior. Moreover, the general form of
the causal recursive estimator provides an additional de-
gree of freedom for adjusting the value ofμ in (44.55) to
the degree of spectral nonstationarity. This may produce
even further improvement in the performance.

The different behaviors of the causal recursive es-
timator ξ̂RE

tk|t (Table 44.2) and the decision-directed

estimator ξ̂DD
tk|t (44.60) are illustrated in the example
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of Fig. 44.9. The analyzed signal contains only white
Gaussian noise during the first and last 20 frames, and
in between it contains an additional sinusoidal compo-
nent at the displayed frequency with 0 dB SNR. (Note
that the SNR is computed in the time domain, whereas
the a priori and a posteriori SNRs are computed in the
time–frequency domain. Therefore, the latter SNRs may
increase at the displayed frequency well above the av-
erage SNR.) The signal is transformed into the STFT
domain using half-overlapping Hamming windows. The
a priori SNR estimates, ξ̂RE

tk|t and ξ̂DD
tk|t , are obtained by

using the parameters ξmin =−25 dB, α= 0.98,μ= 0.9.
The spectral estimate X̂tk|H1 is recursively obtained by
applying GLSA(ξ̂tk|t, γ̂tk) to the noisy spectral measure-
ments (44.29, 31).

Figure 44.9 shows that, when the a posteriori SNR
γtk is sufficiently low, the causal recursive a priori SNR
estimate is smoother than the decision-directed esti-
mate, which helps reducing the level of musical noise.
When γtk increases, the response of the a priori SNR
ξ̂RE

tk|t is initially slower than ξ̂DD
tk|t , but then builds up

faster to the a posteriori SNR. When γtk is sufficiently
high, ξ̂DD

tk|t follows the a posteriori SNR with a delay of

one frame, whereas ξ̂RE
tk|t follows the a posteriori SNR

instantaneously. When γtk decreases, the response of
ξ̂RE

tk|t is immediate, while that of ξ̂DD
tk|t is delayed by

one frame. As a consequence, when compared with
the decision-directed estimator, the causal recursive es-
timator produces a lower level of musical noise while
not increasing the audible distortion in the enhanced
signal [44.15].

44.6.4 Noncausal Recursive Estimation

In some important applications, e.g., digital voice
recording, surveillance, speech recognition and speaker
identification, a delay of a few short-term frames be-
tween the enhanced speech and the noisy observation is
tolerable. In such cases, a noncausal estimation approach
may produce less signal distortion and less musical
residual noise than a causal estimation approach. In
this section, we present a noncausal conditional es-
timator ξ̂tk|t+L for the a priori SNR, given the noisy
measurements up to frame t+ L , where L > 0 denotes
the admissible time delay in frames. Similar to the causal
estimator, the noncausal estimator combines update and
propagation steps to recursively estimate λtk as new data
arrive. However, future spectral measurements are also
employed in the process to better predict the spectral
variances of the clean speech.

Let λ′tk|t+L � E{|Xtk|2|Yt−1
0 ,Yt+L

t+1 } denote the
conditional spectral variance of Xtk given Yt+L

0 ex-
cluding the noisy measurement at frame t. Let
λtk|[t+1,t+L] � E{|Xtk|2|Yt+L

t+1 } denote the conditional
spectral variance of Xtk given the subsequent noisy mea-
surements Yt+L

t+1 . Then, similar to (44.53), the estimate

for ξtk given ξ̂ ′tk|t+L � λ̂′tk|t+L/σ̂
2
tk and Yt can be updated

by

ξ̂tk|t+L = f
(
ξ̂ ′tk|t+L , σ̂

2
tk,Y2

Rtk

)
+ f

(
ξ̂ ′tk|t+L , σ̂

2
tk,Y2

Itk

)
. (44.61)

To obtain an estimate for λ′tk|t+L , we employ the es-

timates X̂t−1,k|H1 and λ̂t−1,k|t+L−1 from the previous
frame, and derive an estimate for λtk from the measure-
ments Yt+L

t+1 . Suppose an estimate λ̂tk|[t+1,t+L] is given,
we propagate the estimates from frame t−1 to frame t
by [44.15, 53]

λ̂′tk|t+L

=max

{
μ
∣∣X̂t−1,k|H1

∣∣2+ (1−μ)
[
μ′λ̂t−1,k|t+L−1

+ (1−μ′)λ̂tk|[t+1,t+L]
]
, λmin

}
, (44.62)

where μ (0≤ μ≤ 1) is related to the stationarity of the
random process {λtk|t = 0, 1, . . . }, and μ′ (0≤ μ′ ≤ 1)
is associated with the reliability of the estimate
λ̂tk|[t+1,t+L] in comparison with that of λ̂t−1,k|t+L−1.
Dividing both sides of (44.62) by σ̂2

t−1,k , we have the
following backward–forward propagation step:

ξ̂ ′tk|t+L

=max

{
μ

∣∣X̂t−1,k|H1

∣∣2
σ̂2

t−1,k
+ (1−μ)

[
μ′ξ̂t−1,k|t+L−1

+ (1−μ′)ξ̂tk|[t+1,t+L]
]
, ξmin

}
. (44.63)

An estimate for the a priori SNR ξtk given the measure-
ments Yt+L

t+1 is obtained by

ξ̂tk|[t+1,t+L] =

⎧⎪⎨
⎪⎩

1
L

L∑
n=1

γ̂t+n,k−β f , if positive ,

0 , otherwise ,
(44.64)

where β f (β f ≥ 1) is an oversubtraction factor to com-
pensate for a sudden increase in the noise level. This
estimator is an anticausal version of the maximum-
likelihood a priori SNR estimator suggested in [44.12].
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Table 44.3 Summary of the noncausal recursive a priori
SNR estimation

Initialization:

X̂−1,k|H1 = 0, ξ̂−1|L−1 = ξmin .

For all short-time frames t = 0, 1, . . .

For all frequency bins k = 0, . . . , N−1

Backward estimation:

Compute ξ̂tk|[t+1,t+L] using (44.64)

Backward–forward propagation:

Compute ξ̂ ′tk|t+L using (44.63)

Update step:

Compute ξ̂tk|t+L using (44.61)

Spectral estimation:

Compute X̂tk|H1 = X̂tk
∣∣

p̂tk=1

using, e.g., (44.22) or (44.29)

The steps of the noncausal recursive a priori SNR
estimation are summarized in Table 44.3. The algorithm
is initialized at frame t =−1 with X̂−1,k|H1 = 0 and
ξ̂−1|L−1 = ξmin. Then, for t = 0, 1, . . . , the propagation
and update steps are iterated to obtain estimates for the
a priori SNR and the speech spectral components.

Figure 44.10 demonstrates the behavior of the
noncausal recursive estimator in the same example
of Fig. 44.9. The noncausal a priori SNR estimate
ξ̂RE

tk|t+3 is obtained with the parameters ξmin =−25 dB,
μ= μ′ = 0.9, β f = 2, and L = 3 frames delay. A com-
parison of Figs. 44.9 and 44.10 indicates that the
differences between the causal and noncausal recur-
sive estimators are primarily noticeable during onsets

8/,

,
�

?,

�'���! �

/, *, 0, 1, ;,

,

/,

*,

Fig. 44.10 SNRs in successive short-time frames: a pos-
teriori SNR γtk (dotted line), decision-directed a priori
SNR ξ̂DD

tk|t (dashed line), and noncausal recursive a priori

SNR estimate ξ̂RE
tk|t+3 with three-frame delay (solid line)

(after [44.15])

of signal components. Clearly, the causal a priori
SNR estimator, as well as the decision-directed esti-
mator, cannot respond too fast to an abrupt increase
in γtk , since it necessarily implies an increase in the
level of musical residual noise. By contrast, the non-
causal estimator, having a few subsequent spectral
measurements at hand, is capable of discriminating
between speech onsets and irregularities in γtk cor-
responding to noise only. Therefore, in comparison
with the decision-directed estimator, the noncausal
a priori SNR estimator produces even lower lev-
els of musical noise and signal distortion [44.15,
53].

44.7 Noise Spectrum Estimation

In this section, we derive an estimator for the noise
power spectrum under speech presence uncertainty.
The noise estimate is obtained by averaging past
spectral power values of the noisy measurement, and
multiplying the result by a constant factor that com-
pensates the bias. The recursive averaging is carried
out using a time-varying frequency-dependent smooth-
ing parameter that is adjusted by the speech presence
probability.

44.7.1 Time-Varying Recursive Averaging

A common noise estimation technique is to average past
spectral power values of the noisy measurement recur-
sively during periods of speech absence, and hold the

estimate during speech presence. Specifically,

Htk
0 : σ2

t+1,k = αdσ
2
tk+ (1−αd)|Ytk|2

Htk
1 : σ2

t+1,k = σ2
tk , (44.65)

where αd (0 < αd < 1) denotes a smoothing parameter.
Under speech presence uncertainty, we can employ the
conditional speech presence probability, and carry out
the recursive averaging by

σ2
t+1,k = p̃tkσ

2
tk

+ (1− p̃tk)
[
αdσ

2
tk+ (1−αd)|Ytk|2

]
,

(44.66)

where p̃tk is an estimator for the conditional speech
presence probability ptk = P(Htk

1 |Ytk). Equivalently, the
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recursive averaging can be obtained by

σ2
t+1,k = α̃tkσ

2
tk+

(
1− α̃tk

)|Ytk|2 , (44.67)

where

α̃tk � αd+ (1−αd) p̃tk (44.68)

is a time-varying frequency-dependent smoothing pa-
rameter. The smoothing parameter α̃tk is adjusted by the
speech presence probability, which is estimated based
on the noisy measurement.

Here we make a distinction between the estimator
p̂tk in (44.3), used for estimating the clean speech, and
the estimator p̃tk, which controls the adaptation of the
noise spectrum. Clearly, deciding speech is absent (H0)
when speech is present (H1) is more destructive when
estimating the speech than when estimating the noise.
Hence, different decision rules are employed [44.42],
and generally we tend to employ estimators that sat-
isfy p̂tk ≥ p̃tk. Given an estimator p̃tk|t−1 for the a priori
speech presence probability, the conditional speech pres-
ence probability estimate can be obtained from Bayes’
rule, which under a Gaussian model reduces to [44.12]

p̃tk =
⎡
⎢⎣1+

(
1− p̃tk|t−1

)(
1+ ξ̂tk

)
p̃tk|t−1 exp

(
ξ̂tk γ̂tk

1+ξ̂tk

)
⎤
⎥⎦
−1

. (44.69)

In the next subsection we present an estimator p̃tk|t−1
that enables noise spectrum estimation during speech ac-
tivity. Both p̃tk|t−1 and p̂tk|t−1 are biased toward higher
values, since deciding that speech is absent when speech
is present results ultimately in the attenuation of speech
components. Whereas, the alternative false decision, up
to a certain extent, merely introduces some level of resid-
ual noise. Accordingly, we include a bias compensation
factor in the noise estimator

σ̂2
t+1,k = βσ2

t+1,k (44.70)

such that the factor β (β ≥ 1) compensates the bias when
speech is absent

β �
σ2

tk

E
{
σ2

tk

}
∣∣∣∣∣
ξtk=0

. (44.71)

The value ofβ is completely determined by the particular
estimator for the a priori speech absence probabil-
ity [44.54]. We note that the noise estimate is based
on a variable time segment in each subband, which
takes into account the probability of speech presence.
The time segment is longer in subbands that contain

frequent speech portions, and shorter in subbands that
contain frequent silence portions. This feature has been
considered [44.55] a desirable characteristic of the noise
estimator, which improves its robustness and tracking
capability.

44.7.2 Minima-Controlled Estimation

In this section, we present an estimator p̃tk|t−1 that is
controlled by the minima values of a smoothed power
spectrum of the noisy signal. In contrast to the mini-
mum statistics (MS) and related methods [44.56, 57],
the smoothing of the noisy power spectrum is carried out
in both time and frequency. This takes into account the
strong correlation of speech presence in neighboring fre-
quency bins of consecutive frames [44.42]. Furthermore,
the procedure comprises two iterations of smoothing and
minimum tracking. The first iteration provides a rough
voice activity detection in each frequency band. Then,
the smoothing in the second iteration excludes relatively
strong speech components, which makes the minimum
tracking during speech activity robust, even when using
a relatively large smoothing window. A larger smooth-
ing window decreases the variance of the minima values,
but also widens the peaks of the speech activity power.
An alternative solution is to modify the smoothing in
time and frequency based on a smoothed a posteriori
SNR [44.56].

Let αs (0 < αs < 1) be a smoothing parameter, and
let b denote a normalized window function of length
2w+1, i. e.,

∑w
i=−w bi = 1. The frequency smoothing

of the noisy power spectrum in each frame is defined by

Sf
tk =

w∑
i=−w

bi |Yt,k−i |2 . (44.72)

Subsequently, smoothing in time is performed by a first-
order recursive averaging:

Stk = αsSt−1,k+ (1−αs)Sf
tk . (44.73)

In accordance with the MS method, the minima values
of Stk are picked within a finite window of length D, for
each frequency bin:

Smin
tk �min{Sτk | t−D+1≤ τ ≤ t} . (44.74)

It follows [44.56] that there exists a constant factor Bmin,
independent of the noise power spectrum, such that

E
{

Smin
tk

∣∣ξtk = 0
}= B−1

minσ
2
tk . (44.75)

The factor Bmin represents the bias of a minimum noise
estimate, and generally depends on the values of D, αs,
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w and the spectral analysis parameters (type, length and
overlap of the analysis windows). The value of Bmin
can be estimated by generating a white Gaussian noise,
and computing the inverse of the mean of Smin

tk . This
also takes into account the time–frequency correlation
of the noisy periodogram |Ytk|2. Notice that the value of
Bmin is fixed, whereas in [44.56] it is estimated for each
frequency band and each frame.

Let γmin
tk and ζtk be defined by

γmin
tk � |Ytk|2

BminSmin
tk

,

ζtk �
Stk

BminSmin
tk

. (44.76)

Under a Gaussian model, the probability density func-
tions of γmin

tk and ζtk, in the absence of speech, can be
approximated by exponential and chi-square densities,
respectively [44.54]:

p
(
γmin

tk | Htk
0

)≈ e−γmin
tk u

(
γmin

tk

)
, (44.77)

p
(
ζtk | Htk

0

)≈ 1(
2
m

)m/2
Γ
(m

2

)ζm/2−1
tk

× exp

(
−mζtk

2

)
u(ζtk) , (44.78)

where Γ (·) is the gamma function, and m is the equiva-
lent degrees of freedom. Based on the first iteration
smoothing and minimum tracking, a rough decision
about speech presence is given by

Itk =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 , if γmin
tk < γ0 and ζtk < ζ0

(speech is absent)

0 , otherwise
(speech is present) .

(44.79)

The thresholds γ0 and ζ0 are set to satisfy a certain
significance level ε:

P
(
γmin

tk ≥ γ0 | Htk
0

)
< ε , (44.80)

P
(
ζtk ≥ ζ0 | Htk

0

)
< ε . (44.81)

From (44.77) and (44.78) we have

γ0 =− log(ε) , (44.82)

ζ0 = 1

m
F−1
χ2;m(1− ε) , (44.83)

where Fχ2;m(x) denotes the standard chi-square cumu-
lative distribution function, with m degrees of freedom.
Typically, we use ε = 0.01 and m = 32, so γ0 = 4.6 and
ζ0 = 1.67.

The second iteration of smoothing is conditional on
the rough speech activity detection of the first iteration.
It includes only the power spectral components, which
have been identified as containing primarily noise. We
set the initial condition for the first frame by S̃0,k = Sf

0,k.
Then, for t > 0 the smoothing in frequency, employing
the above voice activity detector, is obtained by

S̃f
tk =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

w∑
i=−w

bi It,k−i |Yt,k−i |2
w∑

i=−w
bi It,k−i

, if
w∑

i=−w
It,k−i = 0

S̃t−1,k , otherwise .
(44.84)

Smoothing in time is given, as before, by a first-order
recursive averaging

S̃tk = αs S̃t−1,k+ (1−αs)S̃f
tk . (44.85)

The minima values of S̃tk are picked within a finite
window of length D, for each frequency bin

S̃min
tk �min

{
S̃τk | t−D+1≤ τ ≤ t

}
.

Accordingly, S̃min
tk represents minima tracking that is

conditional on the rough speech activity detection of
the first iteration. We note that keeping the strong
speech components out of the smoothing process en-
ables improved minimum tracking. In particular, a larger
smoothing parameter (αs) and smaller minima search
window (D) can be used. This reduces the variance of
the minima values [44.56], and shortens the delay when
responding to a rising noise power, which eventually
improves the tracking capability of the noise estimator.

Let γ̃min
tk and ζ̃tk be defined by

γ̃min
tk � |Ytk|2

Bmin S̃min
tk

,

ζ̃tk �
Stk

Bmin S̃min
tk

. (44.86)

Since we use a relatively small significance level in the
first iteration (ε = 0.01), the influence of the voice ac-
tivity detector in noise-only periods can be neglected.
That is, the effect of excluding strong noise components
from the smoothing process is negligible. Accordingly,
the conditional distributions of γ̃min

tk and ζ̃tk, in the ab-
sence of speech, are approximately the same as those of
γmin

tk and ζtk (44.77, 78).
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Fig. 44.11 Block diagram of the IMCRA noise spectrum
estimation

An estimator for the a priori speech presence proba-
bility is given by

p̃tk|t−1 =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 , if γ̃min
tk ≤ 1

and ζ̃tk < ζ0(
γ̃min

tk −1
)
/(γ1−1) , if 1 < γ̃min

tk < γ1

and ζ̃tk < ζ0

1 , otherwise .
(44.87)

The threshold γ1 is set to satisfy a certain significance
level ε1 (ε1 > ε):

P
(
γ̃min

tk > γ1
∣∣Htk

0

)
< ε1 ⇒ γ1 ≈− log(ε1) .

(44.88)

Typically ε1 = 0.05, and γ1 = 3.
The a priori speech presence probability estimator

assumes that speech is present ( p̃tk|t−1 = 1) whenever
ζ̃tk ≥ ζ0 or γ̃min

tk ≥ γ1. That is, whenever the local meas-
ured power, Stk, or the instantaneous measured power,

Table 44.4 Values of the parameters used in the implemen-
tation of the IMCRA noise estimator, for a sampling rate of
16 kHz

w= 1 αs = 0.9 αd = 0.85 β = 1.47

Bmin = 1.66 ζ0 = 1.67 γ0 = 4.6 γ1 = 3

D= 120 b: Hann window

|Ytk|2, are relatively high compared to the noise power
Bmin S̃min

tk ≈ σ2
tk. The estimator assumes that speech is

absent ( p̃tk|t−1 = 0) whenever both the local and instan-
taneous measured powers are relatively low compared
to the noise power (γ̃min

tk ≤ 1 and ζ̃tk < ζ0). In between,
the estimator provides a soft transition between speech
absence and speech presence, based on the value of γ̃min

tk .
The main objective of combining conditions on both

γ̃min
tk and ζ̃tk is to prevent an increase in the estimated

noise during weak speech activity, especially when the
input SNR is low. Weak speech components can often be
extracted using the condition on ζ̃tk. Sometimes, speech
components are so weak that ζ̃tk is smaller than ζ0. In that
case, most of the speech power is still excluded from the
averaging process using the condition on γ̃min

tk . The re-
maining speech components can hardly affect the noise
estimator, since their power is relatively low compared
to that of the noise.

A block diagram of the improved minima-controlled
recursive averaging (IMCRA) [44.54] noise spectrum
estimation is described in Fig. 44.11. Typical values of
parameters used in the implementation of the IMCRA
noise estimator for a sampling rate of 16 kHz are sum-
marized in Table 44.4. The noise spectrum estimate, σ̂2

tk ,
is initialized at the first frame by σ̂2

0,k = |Y0,k|2. Then, at
each frame t (t ≥ 0), it is used, together with the current
observation Ytk , for estimating the noise power spectrum
at the next frame, t+1. The bias compensation factor β
is given by [44.54]

β = γ1−1− e−1+ e−γ1

γ1−1−3e−1+ (γ1+2)e−γ1
. (44.89)

In particular, for γ1 = 3, we have β = 1.47. The value
of α̃tk is updated for each frequency bin and time frame,
using the speech presence probability p̃tk , and (44.68).

44.8 Summary of a Spectral Enhancement Algorithm

In this section, we present an example of a speech en-
hancement algorithm, which is based on an MMSE

log-spectral amplitude estimation under a Gaussian
model, IMCRA noise estimation, and decision-directed
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Table 44.5 Summary of a speech enhancement algorithm

Initialization at the first frame for all frequency-bins k = 1, . . . , N/2:

σ̂2
0k = |Y0k|2; σ2

0k = |Y0k|2; S0k = Sf
0k; Smin

0k = Sf
0k; Smin _sw

k = Sf
0k; S̃0k = Sf

0k; S̃min
0k = Sf

0k; S̃min _sw
k = Sf

0k; ζ0k = 0.

Let �= 0. % � is a counter for frames within a subwindow (0≤ �≤ V ).

For all short-time frames t = 0, 1, . . .

For all frequency bins k = 1, . . . , N/2

Compute the a posteriori SNR γ̂tk using (44.20) and (44.30), and the a priori SNR ξ̂tk using (44.41), with the initial
condition ξ̂0k = α+ (1−α) max

{
γ̂0k−1, 0

}
.

Compute the conditional spectral estimate under the hypothesis of speech presence X̂tk|H1 = GLSA
(
ξ̂tk, γ̂tk

)
Ytk using

(44.29) and (44.31).

Compute the smoothed power spectrum Stk using (44.72) and (44.73), and update its running minimum: Smin
tk =

min
{

Smin
t−1,k, Stk

}; Smin _sw
k =min

{
Smin _sw

k , Stk
}
.

Compute the indicator function Itk for the voice activity detection using (44.76) and (44.79).

Compute the conditional smoothed power spectrum S̃tk using (44.84) and (44.85), and update its running minimum:
S̃min

tk =min
{

S̃min
t−1,k, S̃tk

}; S̃min _sw
k =min

{
S̃min _sw

k , S̃tk
}
.

Compute the a priori speech presence probability p̃tk|t−1 using (44.86) and (44.87), the speech presence probability p̃tk
using (44.69), and the smoothing parameter α̃tk using (44.68).

Update the noise spectrum estimate σ̂2
t+1,k using (44.67) and (44.70).

Compute Plocal
tk and Pglobal

tk using (44.32–44.34), and Pframe
t using the block diagram in Fig. 44.7.

Compute the a priori speech presence probability p̂tk|t−1 using (44.37), and the speech presence probability p̂tk using
(44.69) by substituting p̃tk|t−1 with p̂tk|t−1.

Compute the speech spectral estimate X̂tk using (44.29).

Let �= �+1.

If �= V

For all frequency bins k

Store Smin _sw
k , set Smin

tk to the minimum of the last U stored values of Smin _sw
k , and let Smin _sw

k = Stk .

Store S̃min _sw
k , set S̃min

tk to the minimum of the last U stored values of S̃min _sw
k , and let S̃min _sw

k = S̃tk .

Let �= 0.

a priori SNR estimation. The performance of the algo-
rithm is demonstrated on speech signals degraded by
various additive noise types.

The implementation of the speech enhancement al-
gorithm is summarized in Table 44.5. For each time
frame t we recursively estimate the STFT coefficients of
the clean speech {Xtk|k = 1, . . . , N/2} from the noisy
STFT coefficients {Ytk|k = 1, . . . , N/2}, where N is
the length of the analysis window. We typically use
a Hamming window of 32 ms length and a framing step
of 8 ms (i. e., N = 512 and M = 128 for a sampling
rate of 16 kHz). In the first frame (t = 0) we compute
{Y0k|k = 0, . . . , N−1} by applying the discrete Fourier
transform to a short-time section of the noisy data

y0 =
[

y(0)h(0) y(1)h(1) . . . y(N−1)h(N−1)
]T

,

where h(n) is the analysis window. In the following
frames (t > 0), the section of noisy data is updated with

M additional samples

yt =
[
y(tM)h(0) y(1+ tM)h(1)

. . . y(N−1+ tM)h(N−1)
]T
,

and subsequently {Ytk|k = 0, . . . , N−1} is computed
by applying the discrete Fourier transform to yt . Since
the speech signal x(n) is assumed to be real, once we esti-
mate {Xtk|k = 1, . . . , N/2}, the spectral coefficients for
N/2 < k ≤ N−1 are obtained by X̂tk = X̂∗t,N−k, where
∗ denotes complex conjugation. The DC component X̂to
is set to zero, and a sequence {x̂t(n)|n = 0, . . . , N−1}
is obtained by applying the inverse discrete Fourier
transform to {X̂tk|k = 0, . . . , N−1}:

x̂t(n)= 1

N

N−1∑
k=0

X̂tk ei 2π
N nk . (44.90)
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Employing the weighted overlap-add method [44.37],
we compute the following sequence

ot(n)=

⎧⎪⎪⎨
⎪⎪⎩

ot−1(n+M)+ Nh̃(n)x̂t(n) ,
for 0≤ n ≤ N−M−1

Nh̃(n)x̂t(n) , for N−M ≤ n ≤ N−1 ,
(44.91)

where h̃(n) is the synthesis window. Then, according to
(44.2), for each frame t, we obtain M additional samples
of the enhanced speech signal:

x̂(n+ tM)= ot(n) , n = 0, . . . , M−1 . (44.92)

The synthesis window h̃(n) should satisfy the com-
pleteness condition [44.36]∑

t

h̃(n− tM)h(n− tM)= 1

N
for all n . (44.93)

Given analysis and synthesis windows that satisfy
(44.93), any signal x(n) ∈ �2(�) can be perfectly re-
constructed from its STFT coefficients Xtk. However,
for M < N (over-redundant STFT representation) and
for a given analysis window h(n), there might be an
infinite number of solutions to (44.93). A reasonable
choice of a synthesis window is the one with minimum
energy [44.36, 58], given by

h̃(n)= h(n)

N
∑
�

h2(n−�M)
. (44.94)

The estimator for the a priori speech presence
probability, p̃tk|t−1 in (44.87), requires two iterations
of time–frequency smoothing (Stk , S̃tk) and minimum
tracking (Smin

tk , S̃min
tk ). The minimum tracking is imple-

mented by the method proposed in [44.56, 59], which
provides a flexible balance between the computational
complexity and the update rate of the minima values.
Accordingly, we divide the window of D samples into
U subwindows of V samples (UV = D). Whenever V
samples are read, the minimum of the current subwin-
dow is determined and stored for later use. The overall
minimum is obtained as the minimum of past samples
within the current subwindow and the U previous sub-
window minima. Typical values of D and V correspond
to 960 ms and 120 ms, respectively. That is, for a fram-
ing step of 8 ms (i. e., M = 128 for a sampling rate of
16 kHz) we set D= 120, V = 15, and U = 8.

To demonstrate the performance of the speech en-
hancement algorithm, utterances are taken from the
TIMIT database [44.38], degraded by various noise

types from the Noisex92 database [44.60], and enhanced
by the algorithm in Table 44.5. A clean utterance from
a female speaker is shown in Fig. 44.12. The speech sig-
nal is sampled at 16 kHz and degraded by the various
noise types, which include white Gaussian noise, car
interior noise, F16 cockpit noise, and babble noise. Fig-
ure 44.13 shows the noisy speech signals with SNR of
5 dB. The corresponding enhanced speech signals are
shown in Fig. 44.14.

The performance is evaluated by three objective
quality measures and informal listening tests. The first
quality measure is the segmental SNR (SegSNR), in dB,
defined by [44.61]

SegSNR= 1

T

T−1∑
t=0

C(SNRt) , (44.95)

where T denotes the number of frames in the signal, and

SNRt = 10 log10

tM+N−1∑
n=tM

x2(n)

tM+N−1∑
n=tM

[x(n)− x̂(n)]2
(44.96)

represents the SNR in the t-th frame. The operator
C confines the SNR at each frame to the percep-
tually meaningful range between 35 dB and −10 dB
(Cx �min[max(x,−10), 35]). The operator C prevents
the segmental SNR measure from being biased in ei-
ther a positive or negative direction due to a few silent
or unusually high-SNR frames, which do not contribute
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Fig. 44.12 Speech spectrogram and waveform of a clean
speech signal: ‘This is particularly true in site selection’
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894 Part H Speech Enhancement

significantly to the overall speech quality [44.62, 63].
The second quality measure is log-spectral distortion
(LSD), in dB, which is defined by

LSD= 1

T

T−1∑
t=0

⎡
⎣ 2

N

N/2∑
k=1

(
LXtk−LX̂tk

)2

⎤
⎦

1
2

,

(44.97)

where LXtk �max{20 log10 |Xtk|, δ} is the log spectrum
confined to about 50 dB dynamic range (that is, δ =
max

tk
{20 log10 |Xtk|}−50). The third quality measure is

the perceptual evaluation of speech quality (PESQ) score
(ITU-T P.862).
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Fig. 44.13a–d Speech spectrograms and waveforms of the speech signal shown in Fig. 44.12 degraded by various noise
types with SNR= 5 dB. (a) White Gaussian noise (SegSNR=−0.46 dB, LSD= 12.67 dB, PESQ= 1.74); (b) car interior
noise (SegSNR= 0.30 dB, LSD= 3.48 dB, PESQ= 2.47); (c) F16 cockpit noise (SegSNR= −0.33 dB, LSD= 7.99 dB,
PESQ= 1.76); (d) babble noise (SegSNR= 0.09 dB, LSD= 5.97 dB, PESQ= 1.87)

The experimental results for the noisy and enhanced
signals are given in the captions of Figs. 44.13 and
44.14. The improvement in SegSNR, reduction in LSD,
and increase in PESQ scores are summarized in Ta-
ble 44.6. Generally, the improvement in SegSNR and
reduction in LSD are influenced by the variability of
the noise characteristics in time and the initial SegSNR
and LSD of the noisy signal. The faster the noise spec-
trum varies in time, the less reliable the noise spectrum
estimator, and consequently the lower the quality gain
that can be achieved by the speech enhancement sys-
tem. Furthermore, the lower the SegSNR, respectively
the LSD, for the noisy signal, the higher is the SegSNR
improvement, respectively the lower is the LSD reduc-
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Fig. 44.14a–d Speech spectrograms and waveforms of the signals shown in Fig. 44.13 after enhancement with the
algorithm in Table 44.5. (a) White Gaussian noise (SegSNR= 5.78 dB, LSD= 5.10 dB, PESQ= 2.34); (b) car interior
noise (SegSNR= 9.52 dB, LSD= 2.67 dB, PESQ= 3.00); (c) F16 cockpit noise (SegSNR= 5.21 dB, LSD= 4.27 dB,
PESQ= 2.29); (d) babble noise (SegSNR= 4.23 dB, LSD= 4.30 dB, PESQ= 2.13)

tion, that can be achieved by the speech enhancement
system.

For car interior noise, most of the noise energy is
concentrated in the lower frequencies. Therefore, the
noise reduction is large in the low frequencies, and
small in the high frequencies. Accordingly, in each
frame, the total noise reduction is higher than that
obtainable for the case of WGN. Since the SegSNR
is mainly affected by the amount of noise reduc-
tion in each frame, the improvement in SegSNR is
more significant for car interior noise. However, the
reduction in LSD for the car interior noise is less sub-
stantial, since the initial LSD for the noisy signal is
small.

The characteristics of babble noise vary more
quickly in time when compared to the other noise

Table 44.6 Segmental SNR improvement, log-spectral dis-
tortion reduction and PESQ score improvement for various
noise types, obtained by using the speech enhancement
algorithm in Table 44.5

Noise SegSNR LSD PESQ score
type improvement reduction improvement

WGN 6.24 7.57 0.60

Car 9.22 0.81 0.53

F16 5.54 3.72 0.53

Babble 4.14 1.67 0.26
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896 Part H Speech Enhancement

types. Therefore, the IMCRA noise spectrum estima-
tor is least reliable for babble noise, and the speech
enhancement performance is inferior to that achievable
in slowly time-varying noise environments. Accord-
ingly, the improvement in SegSNR is smaller for babble
noise, when compared with the improvement achieved in

more-stationary noise environment with the same initial
SegSNR. Similarly, the reduction in LSD, and improve-
ment in PESQ score, are smaller for babble noise, when
compared with those achieved in more-stationary noise
environment with the same initial LSD, respectively
PESQ score, levels.

44.9 Selection of Spectral Enhancement Algorithms

In this section, we discuss some of the fundamental com-
ponents that constitute a speech spectral enhancement
system. Specifically, we address the choice of a statisti-
cal model, fidelity criterion, a priori SNR estimator, and
noise spectrum estimator.

44.9.1 Choice of a Statistical Model
and Fidelity Criterion

The Gaussian model underlies the design of many
speech enhancement algorithms, e.g., [44.12, 17, 18, 42,
64–66]. This model is motivated by the central limit the-
orem, as each Fourier expansion coefficient is a weighted
sum of random variables resulting from the random se-
quence [44.12]. When the span of correlation within the
signal is sufficiently short compared to the size of the
frames, the probability distribution function of the spec-
tral coefficients asymptotically approaches Gaussian as
the frame’s size increases. The Gaussian approximation
is in the central region of the Gaussian curve near the
mean. However, the approximation can be very inac-
curate in the tail regions away from the mean [44.67].
Porter and Boll [44.46] pointed out that a priori speech
spectra do not have a Gaussian distribution, but gamma-
like distribution. They proposed to compute the optimal
estimator directly from the speech data, rather than from
a parametric model of the speech statistics.

Martin [44.40] considered a gamma speech model,
in which the real and imaginary parts of the clean speech
spectral components are modeled as iid gamma random
variables. He assumed that distinct spectral components
are statistically independent, and derived MMSE estima-
tors for the complex speech spectral coefficients under
Gaussian and Laplacian noise modeling. He showed
that, under Gaussian noise modeling, the gamma speech
model yields a greater improvement in the segmental
SNR than the Gaussian speech model. Under Lapla-
cian noise modeling, the gamma speech model results
in lower residual musical noise than the Gaussian speech
model. Martin and Breithaupt [44.45] showed that when

modeling the real and imaginary parts of the clean
speech spectral components as Laplacian random vari-
ables, the MMSE estimators for the complex speech
spectral coefficients have similar properties to those es-
timators derived under gamma modeling, but are easier
to compute and implement.

Breithaupt and Martin [44.68] derived, using the
same statistical modeling, MMSE estimators for the
magnitude-squared spectral coefficients, and compared
their performance to that obtained by using a Gaus-
sian speech model. They showed that improvement in
the segmental SNR comes at the expense of additional
residual musical noise. Lotter and Vary [44.69] derived
a maximum a posteriori (MAP) estimator for the speech
spectral amplitude, based on a Gaussian noise model and
a superGaussian speech model. They proposed a para-
metric pdf for the speech spectral amplitude, which
approximates, with a proper choice of the parameters,
the gamma and Laplacian densities. Compared with the
MMSE spectral amplitude estimator of Ephraim-Malah,
the MAP estimator with Laplacian speech modeling
demonstrates improved noise reduction.

The Gaussian, gamma, and Laplacian models pre-
sented in Sect. 44.3 take into account the time correlation
between successive speech spectral components. Spec-
tral components in the STFT domain are assumed to
be statistically correlated along the frequency axis, as
well as along time trajectories, due to the finite length
of the analysis frame in the STFT and the overlap be-
tween successive frames [44.15]. Experimental results
of speech enhancement performance show [44.16, 43]
that the appropriateness of the Gaussian, gamma, and
Laplacian speech models are greatly affected by the
particular choice of the a priori SNR estimator. When
the a priori SNR is estimated by the decision-directed
method, the gamma model is more advantageous than
the Gaussian model. However, when the a priori SNR is
estimated by the noncausal recursive estimation method,
the Laplacian speech model yields a higher segmental
SNR and a lower LSD than the other speech models,
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while the level of residual musical noise is minimal when
using a Gaussian speech model. Furthermore, the dif-
ferences between the Gaussian, gamma, and Laplacian
speech models are smaller when using the noncausal
a priori estimators than when using the decision-directed
method.

It is worthwhile noting that estimators that mini-
mize the MSE distortion of the spectral amplitude or
log-spectral amplitude are more suitable for speech
enhancement than MMSE estimators. Moreover, it is
difficult, or even impossible, to derive analytical ex-
pressions for MMSE-LSA estimators under gamma or
Laplacian models. Therefore, the MMSE-LSA estimator
derived under a Gaussian model is often preferred over
the MMSE estimators derived under the other speech
models [44.2].

44.9.2 Choice of an A Priori SNR Estimator

Ephraim and Malah [44.12, 70] proposed three differ-
ent methods for the a priori SNR estimation. First,
maximum-likelihood estimation, which relies on the as-
sumption that the speech spectral variances are slowly
time-varying parameters. This results in musical residual
noise, which is annoying and disturbing to the percep-
tion of the enhanced signal. Second, decision-directed
approach which is particularly useful when combined
with the MMSE spectral, or log-spectral, magnitude
estimators [44.12, 17, 47]. This results in perceptually
colorless residual noise, but is heuristically motivated
and its theoretical performance is unknown due to its
highly nonlinear nature. Third, maximum a posteri-
ori estimation, which relies on a first-order Markov
model for generating a sequence of speech spectral vari-
ances. It involves a set of nonlinear equations, which
are solved recursively by using the Viterbi algorithm.
The computational complexity of the MAP estimator is
relatively high, while it does not provide a significant
improvement in the enhanced speech quality over the
decision-directed estimator [44.70].

The decision-directed approach has become over
the last two decades the most acceptable esti-
mation method for the variances of the speech
spectral coefficients. However, the parameters of the
decision-directed estimator have to be determined by
simulations and subjective listening tests for each par-
ticular setup of time–frequency transformation and
speech enhancement algorithm. Furthermore, since the
decision-directed approach is not supported by a sta-
tistical model, the parameters are not adapted to the
speech components, but are set to specific values in ad-

vance. Ephraim and Malah recognized the limits of their
variance estimation methods, and concluded that better
speech enhancement performance may be obtained if
the variance estimation could be improved [44.12, 70].

The causal estimator for the a priori SNR combines
two steps, a propagation step and an update step, follow-
ing the rational of Kalman filtering, to predict and update
the estimate for the speech spectral variance recursively
as new data arrive. The causal a priori SNR estimator
is closely related to the decision-directed estimator of
Ephraim and Malah. A special case of the causal esti-
mator degenerates to a decision-directed estimator with
a time-varying frequency-dependent weighting factor.
The weighting factor is monotonically decreasing as
a function of the instantaneous SNR, resulting effec-
tively in a larger weighting factor during speech absence,
and a smaller weighting factor during speech presence.
This slightly reduces both the musical noise and the sig-
nal distortion. Nevertheless, the improvement in speech
enhancement performance obtained by using the causal
recursive over using the decision-directed method is
not substantial. Therefore, if the delay between the
enhanced speech and the noisy observation needs to
be minimized, the decision-directed method is perhaps
preferable due to its computational simplicity. However,
in applications where a few-frames delay is tolerable,
e.g., digital voice recording, surveillance, and speaker
identification, the noncausal recursive estimation ap-
proach is more advantageous than the decision-directed
approach.

The noncausal a priori SNR estimator employs
future spectral measurements to predict the spectral vari-
ances of clean speech better. A comparison of the causal
and noncausal estimators indicates that the differences
are primarily noticeable during speech onset. The causal
a priori SNR estimator, as well as the decision-directed
estimator, cannot respond too quickly to an abrupt in-
crease in the instantaneous SNR, since this necessarily
implies an increase in the level of musical residual noise.
In contrast, the noncausal estimator, having a few sub-
sequent spectral measurements at hand, is capable of
discriminating between speech onsets and noise irregu-
larities. Experimental results show that the advantages
of the noncausal estimator are particularly perceived
during onsets of speech and noise only frames. On-
sets of speech are better preserved, while a further
reduction of musical noise is achieved [44.15, 53]. Fur-
thermore, the differences between the Gaussian, gamma,
and Laplacian speech models are smaller when using
the noncausal recursive estimation approach than when
using the decision-directed method [44.43].
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44.9.3 Choice of a Noise Estimator

Traditional noise estimation methods are based on recur-
sive averaging during sections that do not contain speech
and holding the estimates during sections which contain
speech. However, these methods generally require VADs
and the update of the noise estimate is restricted to peri-
ods of speech absence. Additionally, VADs are difficult
to tune and their reliability severely deteriorates for weak
speech components and low input SNR [44.65, 71, 72].
Alternative techniques, based on histograms in the
power spectral domain [44.55,73,74], are computation-
ally expensive, require much more memory resources,
and do not perform well in low-SNR conditions. Fur-
thermore, the signal segments used for building the
histograms are typically several hundred milliseconds
long, and thus the update rate of the noise estimate is
essentially moderate.

A useful noise estimation approach known as the
minimum statistics [44.59] tracks the minima values of
a smoothed power estimate of the noisy signal, and mul-
tiplies the result by a factor that compensates the bias.
However, the variance of this noise estimate is about
twice as large as the variance of a conventional noise
estimator [44.59]. Moreover, this method may occasion-
ally attenuate low-energy phonemes, particularly if the
minimum search window is too short [44.75]. These
limitations can be overcome, at the price of higher com-
plexity, by adapting the smoothing parameter and the
bias compensation factor in time and frequency [44.56].

A computationally efficient minimum tracking
scheme is presented in [44.57]. Its main drawbacks
are the slow update rate of the noise estimate in the
case of a sudden rise in the noise energy level, and
its tendency to cancel the signal [44.71]. Other closely
related techniques are the lower-energy envelope track-

ing [44.55] and the quantile-based [44.76] estimation
methods. Rather than picking the minima values of
a smoothed periodogram, the noise is estimated based
on a temporal quantile of a nonsmoothed periodogram
of the noisy signal. Unfortunately, these methods suffer
from the high computational complexity associated with
the sorting operation, and the extra memory required for
keeping past spectral power values.

The IMCRA noise estimator [44.54], presented in
Sect. 44.7, combines the robustness of the minimum
tracking with the simplicity of recursive averaging.
Rather than employing a voice activity detector and
restricting the update of the noise estimator to pe-
riods of speech absence, the smoothing parameter is
adapted in time and frequency according to the speech
presence probability. The noise estimate is thereby con-
tinuously updated even during weak speech activity.
The estimator is controlled by the minima values of
a smoothed periodogram of the noisy measurement.
It combines conditions on both the instantaneous and
local measured power, and provides a soft transition
between speech absence and presence. This prevents
an occasional increase in the noise estimate during
speech activity. Furthermore, carrying out the smooth-
ing and minimum tracking in two iterations allows larger
smoothing windows and smaller minimum search win-
dows, while reliably tracking the minima even during
strong speech activity. This yields a reduced variance of
the minima values and shorter delay when responding
to a rising noise power, which eventually improves the
tracking capability of the noise estimator. In nonstation-
ary noise environments and under low-SNR conditions,
the IMCRA approach is particularly useful [44.54]. It
facilitates a lower estimation error, and when integrated
into a speech enhancement system, yields improved
speech quality and lower residual noise.

44.10 Conclusions

We have described statistical models for speech and
noise signals in the STFT domain, and presented esti-
mators for the speech spectral coefficients under speech
presence uncertainty. The statistical models take into
consideration the time correlation between successive
spectral components of the speech signal. The spec-
tral estimators involve estimation of the noise power
spectrum, calculation of the speech presence probabil-
ity, and evaluation of the a priori SNR under speech
presence uncertainty. We discussed the behavior of the

MMSE-LSA spectral gain function and its advantage
for the mechanism that counters the musical noise phe-
nomenon. Local bursts of the a posteriori SNR during
noise-only frames are pulled down to the average noise
level, thus avoiding local buildup of noise whenever it
exceeds its average characteristics. The estimator for
the a priori speech presence probability exploits the
strong correlation of speech presence in neighboring
frequency bins of consecutive frames, which enables
further attenuation of noise components while avoid-
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Spectral Enhancement Methods References 899

ing clipping of speech onsets and misdetection of weak
speech tails.

We have presented estimators for the a priori
SNR under speech presence uncertainty, and showed
that a special case of a causal recursive estima-
tor degenerates to a decision-directed estimator with
a time-varying frequency-dependent weighting factor.
Furthermore, in applications where a delay of a few
short-term frames between the enhanced speech and
the noisy observation is tolerable, a noncausal estima-
tion approach may produce less signal distortion and
less musical residual noise than a causal estimation
approach.

We described the IMCRA approach for the noise
power spectrum estimation, and provided a detailed ex-
ample of a speech enhancement algorithm. We showed
that the improvement in SegSNR and reduction in LSD
are influenced by the variability of the noise characteris-
tics in time and the initial SegSNR and LSD of the noisy
signal. The faster the noise spectrum varies in time, the
less reliable the noise spectrum estimator, and conse-
quently the lower the quality gain that can be achieved
by the speech enhancement system. Furthermore, the
lower the initial quality of the noisy signal, the larger
the improvement that can be achieved by the speech
enhancement system.
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Adaptive Ech45. Adaptive Echo Cancelation for Voice Signals

M. M. Sondhi

This chapter deals with modern methods of
dealing with echoes that may arise during
a telephone conversation. Echoes may be gen-
erated due to impedance mismatch at various
points in a telephone connection, or they
may be generated acoustically due to coup-
ling between microphones and loudspeakers
placed in the same room or enclosure. If
unchecked, such echoes can seriously dis-
rupt a conversation. The device most successful
in dealing with such echoes is the adaptive
echo canceler. Several million such devices are
deployed in the telephone networks around
the world. This chapter discusses the prin-
ciples on which echo cancelers are based,
and describes their applications to network
telephony and to single- and multichannel
teleconferencing.
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Echoes are a ubiquitous phenomenon. With rare excep-
tions, all conversations take place in the presence of
echoes. We hear echoes of our speech waves as they
are reflected from the floor, walls, and other neighbor-
ing objects. If a reflected wave arrives at our ears a very
short time after the direct sound, it is perceived not as
an echo but as a spectral distortion or reverberation.
In general, people prefer some amount of reverberation
to a completely anechoic environment. The desirable
amount of reverberation depends on the application.
(For example, we like more reverberation in a concert
hall than in an office.) The situation is very different,
however, if a reflected wave arrives a few tens of mil-
liseconds after the direct sound. In this case it is heard
as a distinct echo. Such echoes are invariably annoying.
Under extreme conditions they can completely disrupt
a conversation.

If several reflections arrive in close succession after
a long enough delay, the impression is that of a distinct
echo with a spectral distortion. It is such, (in general)
spectrally distorted, distinct echoes that are the subject
of this chapter. Such echoes are of concern in tele-
phone communications because they can be generated

electrically at points of impedance mismatch along the
transmission medium. Such echoes are called line or
network echoes. In a telephone connection between two
handsets these are the only type of echoes encountered.
In local telephone connections echoes are not a problem
because echo levels are low, and if present, they oc-
cur after very short delays. However, in a long-distance
connection, if the round-trip delay exceeds a few tens
of milliseconds, distinct echoes may be heard. The most
important source of these echoes is a device called a hy-
brid, which we will discuss in Sect. 45.1. Hybrids are
required whenever a telephone connection uses local
networks as well as the long-distance network.

Echoes at hybrids have been a potential source of
degradation ever since the advent of long-distance tele-
phony. Many ways of dealing with them have been
devised over the past several decades. However, those
methods proved to be inadequate for telephone commu-
nications via geostationary satellites because of the long
round-trip delays – 600 ms or more – encountered on
satellite circuits. To deal with echoes arriving with such
long delays a new device called an echo canceler was
developed [45.1–3]. Widespread use of echo cancelers
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began around 1980 with the arrival of a very large-scale
integration (VLSI) implementation [45.4]. The advent
of fiber optics obviated satellite delay. However, more
recently, with the growing use of speech coding in the
telecommunications network – especially for wireless
telephony – delay has again become an issue. At present
many millions of echo cancelers are in use in telephone
networks around the world.

When a telephone connection is between hands-free
telephones (speakerphones) or between two conference
rooms, a major source of echoes is the acoustic coup-
ling between loudspeakers and microphones via room
reverberation. Adaptive cancelation of such echoes has
attracted much attention during the past two decades, and
is called acoustic echo cancelation. We will discuss this
problem in Sect. 45.2. Note, however, that although the
echoes are generated acoustically, we will discuss their
cancelation only in the electrical portion of the circuit.
We will not discuss the much more-difficult problem
of canceling the echoes acoustically, i. e., by generating
a canceling acoustic field. Strictly speaking, therefore,

we should call our topic the cancelation of acousti-
cally generated echoes. However, the term acoustic echo
cancelation is firmly entrenched in the literature.

Finally, in recent years the problem of canceling
echoes in stereo (or multichannel) communications has
received considerable attention. Although stereophonic
teleconferencing has not yet been extensively deployed,
we believe that in the not too distant future such con-
ferencing will become quite widespread. Therefore it
is important to develop echo cancelers for stereophonic
conferencing.

In the next three sections we will discuss network
echo cancelers, acoustic echo cancelers, and stereo echo
cancelers for voice signals. Note, however, that since
their initial introduction for voice signals, echo cancel-
ers were proposed for data signals as well, and have
found wide application for such signals. However, the
implementation and requirements of those cancelers are
very different from those of cancelers for voice signals.
We will not discuss echo cancelers for data signals in
this chapter.

45.1 Network Echoes

As mentioned above, the main source of network echoes
is a device called a hybrid. Figure 45.1 shows a highly
simplified diagram showing the placement of hybrids in
a typical long-distance telephone connection. Each of
the telephones shown is connected to a central office by
a two-wire line called the subscriber’s loop. For a lo-
cal call the two subscribers are connected to the same
central office. So a local call is set up by simply con-
necting the two subscribers’ loops at the central office. If
the distance between the two telephones is long enough

)����!
$

)����!
 

���5
�
 

���5
�
$

%������� �/

�* %�������$

Fig. 45.1 Illustration of a long-distance connection showing local
two-wire loops connected through hybrids to a four-wire long-
distance network

(usually, longer than about 35 miles) amplification be-
comes necessary. Therefore a separate path is needed
for each direction of transmission. The device that con-
nects the four-wire part of the circuit to the two-wire
portion at each end is known as a hybrid. With refer-
ence to Fig. 45.1, the purpose of the hybrids is to allow
signals from A to go along the path L1 to B, and to go
from B along the path L2 to A. However, they must pre-
vent signals in path L1 from returning as an echo along
the path L2 back to A. Similarly, the signal in path L2 is
to be prevented from returning along path L1 as an echo
back to B.

A hybrid is essentially a Wheatstone bridge network
that can achieve the objectives stated above, provided
the impedance of the subscriber’s loop can be exactly
balanced by an impedance located at the hybrid. Un-
fortunately, this is not possible in practice for several
reasons. One reason is that there are far fewer four-wire
circuits than there are two-wire circuits. Therefore a hy-
brid may be connected to any of the subscriber loops
served by the central office. By their very nature, sub-
scribers’ loops have a wide variety of characteristics –
various lengths, type of wire, type of telephone, num-
ber of extension phones, etc. Therefore it is impossible
to select a single impedance that would balance the
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impedance of all subscribers’ loops. Besides this, the
echo path varies to some extent during a conversation,
and can change quite significantly if extension phones
are connected and/or disconnected. It appears, there-
fore, that the echo at the hybrid cannot be completely
eliminated by merely selecting an appropriate balanc-
ing impedance. As a compromise, a nominal impedance
is used to balance the bridge. The average attenuation
(in the USA) from input to the return-path output of the
hybrid is 11 dB with a standard deviation of 3 dB. The at-
tenuation of the echo provided by the echo path is termed
the echo return loss (ERL). An ERL of 9–14 dB is
not adequate for satisfactory communication on circuits
with long delays [45.5, 6].

For controlling such echoes, a device known as an
echo suppressor has long been used – one at each end of
the telephone connection. Its principle can be explained
by referring to Fig. 45.2, which shows the end B of the
telephone circuit of Fig. 45.1, with an echo suppressor
included. Based on the level of signals in the paths L1
and L2, a decision is made as to whether the signal
in L2 is a signal from B or an echo of A’s speech. If
the decision is the latter, then the circuit L2 is opened
(or a large loss is switched in). A similar switch at the
other end prevents B’s echo from returning to B. Dur-
ing intervals when the speech signals from both A and B
are simultaneously present at the echo suppressor, sup-
pression is inhibited so that the signal returned to A
is an echo of A superimposed on the speech from B.
Such occurrence of simultaneous speech from both sub-
scribers is whimsically referred to as double-talk in the
literature.

If A and B would only talk alternately, it would
be possible to design a very good decision mecha-
nism. However, in a telephone conversation it is very
important to provide the ability to break in, i. e., the
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Fig. 45.2 Use of an echo suppressor to remove echo by
inserting a switched loss when near-end speech (talker B)
is not present

ability of B to interrupt when A is talking, and vice
versa. Without this ability the conversation would be
quite unnatural. If the decision mechanism were to be-
have flawlessly in spite of break-in, the echo suppressor
would be a satisfactory form of echo control. However,
when break-in is allowed, the decision cannot be per-
fect. The two signals that have to be distinguished are
both speech signals, with more or less the same sta-
tistical properties. Essentially the only distinguishing
property is the signal level. For this reason, sometimes
too high a level of echo is returned, and sometimes
the interrupter’s speech is clipped. In spite of these
difficulties, echo suppressors have been designed that
manage to keep such malfunctions at an acceptable
level as long as the round-trip delay is not more than
about 60–70 ms. Therefore before the introduction of
satellite circuits and/or speech coders, echo suppres-
sors provided a quite satisfactory solution to the echo
problem.

45.1.1 Network Echo Canceler

Echo cancelation is a very different method of echo
control that was introduced during the 1960s. Instead of
suppressing the echo by introducing a series loss in the
circuit, an echo canceler generates a synthetic echo that
is a replica of the real echo, and subtracts it from the sig-
nal in the echo path. The impetus for the development of
echo cancelers came from the fact that echo suppressors
failed to provide satisfactory echo control on satellite
circuits with their associated long delays. In a circuit via
a geostationary communications satellite the round-trip
delay of the echo can be about 600 ms. Due to this long
delay, the dynamics of a conversation changes, and er-
roneous switching by the echo suppressors becomes too
frequent to be acceptable.

Figure 45.3 shows the same circuit as Fig. 45.2,
but with the echo suppressor replaced by an echo
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Fig. 45.3 An echo canceler continually removes echo even
if the near-end talker is active
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canceler. With respect to this echo canceler, the sig-
nal from A will be referred to as the far-end signal
and the signal from B as the near-end signal. For the
canceler located at end A, the roles of the near- and
far-end signals are obviously reversed. The function of
an echo canceler is to provide additional echo return
loss – termed echo return loss enhancement (ERLE)
– while allowing uninterrupted communication in both
directions.

The box labeled adaptive filter in Fig. 45.3 generates
a synthetic echo by configuring a filter with a transfer
characteristic that matches that of the echo path. For
a linear echo path that means matching the impulse re-
sponse (or, equivalently, the transfer function). Note that
the filter has to be adaptive in order to cope with the vari-
ability of the path due to the reasons mentioned in the
previous section. The alternative would be to measure
the impulse response periodically by introducing test
signals at the input of the echo path. Such intrusions
into a telephone conversation are not acceptable. There-
fore the filter must adapt to the echo path by using just
the existing speech signals. In the next section we will
discuss several adaptation algorithms suitable for echo
cancelers.

Before turning to the discussion of adaptation al-
gorithms let us mention that a complete echo canceler
requires two important features in addition to the adap-
tation algorithm.

1. During periods of double-talk (i. e., periods during
which speech from both the near end and the far
end are present simultaneously at the canceler) all
known adaptation algorithms fail. Therefore an echo
canceler must have a double-talk detector that senses
this condition. Whenever this condition is detected,
the adaptation algorithm is disabled by effectively
opening the adaptation path shown in Fig. 45.3. Note
that this does not interrupt the return path. It only
disables adaptation for the (generally quite short)
duration of simultaneous talking.

2. The other feature that is required is what is known
in the literature as a nonlinear processor. The non-
linearity used is a center clipper. Its function is to set
to zero all signals in the return path that are below
a certain threshold level. This is necessary because
in practice echo cancelers can provide only about
20–25 dB of cancelation. In general a greater degree
of cancelation is required, and the center clipper pro-
vides that. Since the clipping threshold is very low,
the effect of the nonlinear distortion on the near-end
signal is not noticeable.

45.1.2 Adaptation Algorithms

The first step in implementing an adaptive filter is to se-
lect a structure for the filter such that it can be represented
in terms of a finite number of parameters. For linear fil-
ters this can be done by modeling the impulse response
of the filter as an expansion in terms of any complete set
of basis vectors. If wl(n), l = 0, 1, 2, . . . , L−1, is the
set of basis functions, and hl are the corresponding ex-
pansion coefficients, then we assume that the echo ye(n)
is related to the input x(n) by the relation

ye(n)= x(n)∗
L−1∑
l=0

hlwl(n)=
L−1∑
l=0

hlxl(n)

= hTx(n) , (45.1)

where ∗ indicates convolution xl(n)= x(n)∗wl(n) and
the boldface characters are column vectors of dimension
L . The superscript ‘T’ indicates matrix transpose, and
n is the time index. Thus this structure is equivalent
to passing the input signal through a bank of L parallel
filters with impulse responseswl(n) and forming a linear
combination of the outputs to generate the echo.

The problem thus reduces to the estimation of the
expansion coefficient vector h. This is done by iteratively
adjusting the estimate vector ĥ of an adaptive filter so as
to drive it towards h.

The most popular choice of basis functions is
wl(n) = δ(n− l), and the resulting filter structure is
called a transversal filter (also referred to as a tapped
delay line filter or a moving average filter). Its output is
just a linear combination of the most recent L samples
of the input. For speech signals on the telephone net-
work the sampling frequency fs = 8000 samples per
second is used. This is the Nyquist rate for a sig-
nal of bandwidth 4 kHz, which is more than adequate
for telephone-quality speech whose bandwidth is about
3.4 kHz. At this sampling rate, L is usually chosen to
be about 800. For acoustic cancelers, as we shall see, L
might have to be chosen to be several thousand.

The adaptation algorithms that we will discuss are
strongly dependent on the fact that the output of the
adaptive filter is linear in the adapted coefficient vector
ĥ. We will present the adaptation algorithms using the
transversal filter as a model. However, except in a few
cases, the discussion will be independent of the choice
of the component filters wl . In fact the discussion is
valid even if the wl represent nonlinear filters or filters
with infinitely long impulse responses. The actual per-
formance will, of course, depend on the choice of the
filter set.
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The Stochastic Gradient Algorithm
By far the most popular adaptation algorithm used
for echo cancelation is the stochastic gradient algo-
rithm, also popularly known as the least-mean-square
(LMS) algorithm. This algorithm was initially intro-
duced around 1960 for adaptive switching [45.7]. It was
first used for echo cancelation [45.1] and for adaptive
antenna arrays [45.8] in the mid 1960s. Since then it
has been used in a variety of applications such as noise
cancelation, equalization, etc.

Let the signal y(n) returned from the hybrid be given
by

y(n)= ye(n)+v(n) , (45.2)

where ye(n)= hTx(n) is the echo of the far-end signal
x(n), and v(n) is the near-end signal of talker B plus
any circuit noise. We will assume that the echo path
impulse response h has the form given in (45.1). If that
is not strictly true, then the term v(n) will also include
the modeling error. Let ĥ(n) be an estimate of h at time
n and ŷ(n)= ĥT(n)x(n) the corresponding estimate of
y(n). We wish to update ĥ(n) to an improved vector
ĥ(n+1) by adding an increment Δ. Since h is unknown
we must evaluate the goodness of the estimate indirectly.
One measure of the performance of ĥ(n) is the error

e(n)= y(n)− ŷ(n) .

Since the objective is to make ĥ approximate h, one
might search for the vector that minimizes the expected
value of the squared error e2(n). One way to do this is
to move ĥ some distance in the direction of the negative
gradient of this expected value. Thus we might choose

Δ=−μ
2
∇E[e2(n)] , (45.3)

where E denotes mathematical expectation, μ is the
step size parameter that controls the rate of change,
and ∇ is the gradient with respect to ĥ(n). This up-
date corresponds to the update of the LMS algorithm
if the expected value of e2 is replaced by the instanta-
neous value. This seems to be a drastic approximation.
However, as we shall see, even such a crude estimate
of the gradient is adequate, under certain reasonable
conditions, to make ĥ(n) approach h. Making this ap-
proximation and evaluating the gradient in (45.3) yields
the LMS update

ĥ(n+1)= ĥ(n)+μe(n)x(n) . (45.4)

Rather than minimizing e2 one could minimize some
other symmetric function of e that has an odd monotonic

derivative. That results in a slight generalization of (45.4)
to

ĥ(n+1)= ĥ(n)+μF[e(n)]x(n) , (45.5)

where F is any odd monotonic function of its argument.
Two choices of the function F have been found useful in
practice. The sign function was found useful in early ana-
log implementations of the echo canceler [45.1] because
it replaced analog multipliers by switches. However, it
slows down convergence and is therefore no longer used.
The other function is the ideal limiter with an adap-
tive threshold, which has been found useful to improve
robustness of the adaptation. We will discuss this later.

Before discussing the convergence properties of the
algorithm, let us point out that the update of (45.4) has
one undesirable property. Observe that both x and e are
proportional to the strength of the far-end signal x(n).
Thus the size of the update is proportional to the power of
the far-end signal. Since the power of a speech signal has
a large dynamic range, it follows that the rate at which
the algorithm converges would be highly variable. To
avoid this variability, the second term on the right-hand
side of (45.4) is normalized by dividing it by the L2 norm
‖ x(n) ‖2= xT(n)x(n), of the vector x(n). This results in
the normalized LMS algorithm (NLMS):

ĥ(n+1)= ĥ(n)+ μ

‖ x(n) ‖2 x(n)e(n) . (45.6)

We will discuss only this normalized form of the LMS
algorithm, since the algorithm without normalization is
almost never used. (The appropriate normalization for
the algorithm of (45.5) has to be worked separately for
each chosen function F.)

As a practical matter, a small positive constant δ is
added to the denominator in (45.6), to avoid division by
zero. So the final form of the NLMS algorithm is

ĥ(n+1)= ĥ(n)+ μ

‖ x(n) ‖2 +δ x(n)e(n) .

For the sake of simplicity of notation, we will not show
the term δ in the discussion below.

Convergence in the Ideal Case. Consider the ideal case
such that

1. the echo path impulse response h is constant, and
2. the error e(n) consists of just the echo of the far-end

signal (i. e., the case when the term v(n) is absent in
(45.2)).

In this ideal case it is easy to show that the update of
(45.6) improves the estimate ĥ, provided only that 0 <
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μ< 2. To show this let us define the misalignment vector
r(n) as the difference between h and ĥ:

r(n)= h− ĥ(n) . (45.7)

In the ideal case

e(n)= xT(n)r(n) . (45.8)

Subtracting h from both sides of (45.6) and rearranging
terms we get

r(n+1)= r(n)− μ

‖ x(n) ‖2 x(n)e(n) . (45.9a)

Equation (45.9a) can also be written in an alternative
useful form as

r(n+1)=
(

I−μ x(n)xT(n)

xT(n)x(n)

)
r(n) , (45.9b)

where I is the identity matrix.
From (45.9a) it follows that

‖ r(n+1) ‖2=‖ r(n) ‖2 +μ(μ−2)
e2(n)

‖ x(n) ‖2
,

(45.10)

where we used (45.8) in evaluating the right-hand side.
Equation (45.10) shows that, for 0 < μ < 2, ‖ r(n+
1) ‖2≤‖ r(n) ‖2, where the equality holds if and only
if e(n)= 0. Thus as long as there is an uncanceled
echo, the length of the misalignment vector decreases,
i. e., ĥ moves closer to h. This conclusion can also be
drawn directly from (45.9b) when it is recognized that
(x(n)xT(n)/ ‖ x(n) ‖2)r(n) is an orthogonal projection
of r(n) on x(n). The largest decrease in the length of
r(n) occurs for μ= 1. In practice, however, μ is usually
set at about 0.3–0.5 to prevent instability due to the per-
turbations that were neglected in deriving (45.9a) and
(45.9b).

Equation (45.10) can be used to show that e2(n)→ 0
as n →∞. Note that summing the two sides of the
equation for 0≤ n ≤ N−1 and rearranging terms gives

μ(2−μ)

‖ x(n) ‖2

N−1∑
n=0

e2(n)=‖ r(0) ‖2 − ‖ r(N) ‖2 .

(45.11)

In view of (45.10), for 0 <μ< 2 the right-hand side of
(45.11) is bounded, which implies that e2(N)→ 0.

It is not enough, however, to make just the error go
to zero. We would in fact like the misalignment vector

r(n) to go to zero so that, once the echo canceler has con-
verged, the echo should be canceled for all subsequent
inputs. However, without further restrictions on the sig-
nal x(n) (45.10) does not allow us to conclude that the
misalignment r(n)→ 0. This is because e(n)= 0 does
not imply that r(n)= 0, but only that r(n) is orthogo-
nal to x(n). Intuitively speaking, therefore, convergence
of r(n) requires that the time-varying vector x(n) is not
confined to a subspace of dimension less than L for
too long, i. e., x(n) should evolve so as to cover the en-
tire L-dimensional space. This condition is referred to as
a mixing condition [45.9] or persistent excitation [45.10,
pp. 748–751].

Even if x(n) satisfies the mixing condition it is quite
difficult to derive accurate estimates of the rate of con-
vergence of r(n). Even if x(n) is a member of a stationary
ergodic process it is difficult to estimate the expected
rate of convergence. Taking the expectation of the two
sides of (45.10) gets us nowhere because the right-hand
side depends on r itself. However, if μ is sufficiently
small, it is reasonable to assume that r changes slowly
and the expectation over the x ensemble can be taken
assuming r to be quasiconstant [45.1]. This effectively
assumes that x and r are statistically independent. Un-
der this independence assumption some useful bounds
can be derived for convergence rate when the far-end
signal x(n) is a stationary random process. Note that
e2(n)= rT(n)x(n)xT(n)r(n). Therefore with the inde-
pendence assumption, taking the expectation of (45.10)
gives

E[‖ r(n+1) ‖2]
= E[‖ r(n) ‖2]+μ(μ−2)

× E

[
rT(n)Ex

[
x(n)xT(n)

xT(n)x(n)

]
r(n)

]
, (45.12)

where Ex is the expectation over the x ensemble. For
a stationary process one may make the approximation
that for reasonably large L , xT(n)x(n)≈ Lσ2 where σ2

is the variance of the x process. With this approximation
(45.12) becomes

E[‖ r(n+1) ‖2]
= E[‖ r(n) ‖2]+ μ(μ−2)

L
E
[
rT(n)Rxxr(n)

]
,

(45.13)

where Rxx is the normalized correlation matrix of x.
Since the second term on the right-hand side of (45.13)
can be bounded in terms of the largest and smallest
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eigenvalues of the matrix Rxx , we get[
1− μ(2−μ)λmax

L

]n

≤
[

E(‖ r(n) ‖2)

‖ r(0) ‖2

]

≤
[

1− μ(2−μ)λmin

L

]n

.

(45.14a)

For the range of values 0 < μ < 2, (45.14a) pro-
vides geometrically decreasing upper and lower
bounds for E[‖ r(n) ‖2]. With the approximation
(1− x/L)L ≈ e−x , the bounds given by (45.14a) are
seen to be essentially exponential:

exp

[
−μ(2−μ)

nλmax

L

]

≤
[

E(‖ r(n) ‖2)

‖ r(0) ‖2

]

≤ exp

[
−μ(2−μ)

nλmin

L

]
. (45.14b)

In practice the bounds provided by (45.14a, 14b) are
surprisingly good. There is little in the literature con-
cerning convergence rates without the independence
assumption; only some very loose bounds may be found
in [45.9] and [45.11].

Convergence in the Nonideal Case. In practice the con-
vergence process is much more complicated than that
discussed above. First of all, the speech signal is a highly
nonstationary signal with ill-defined statistical proper-
ties. Therefore the bounds on convergence derived above
can be used only as a rough guide in designing a canceler.
Besides that, there is additive noise and the echo path
is not stationary. Very little can be said quantitatively
about the effects of these perturbations on the conver-
gence process. Some bounds can be derived [45.9] that
show that, in the presence of such perturbations, the al-
gorithm drives the vector r to within a sphere around the
origin whose radius is proportional to the root-mean-
squared value of the noise and to the rate of change of
the impulse response.

The most serious perturbation occurs during pe-
riods of double-talk, i. e., during intervals when the
speech from both the near-end and the far-end speak-
ers is present simultaneously at the echo canceler. The
near-end signal is an interference to the adaptation. If
the echo canceler has converged to a small misalign-
ment, the near-end signal can be very large compared
to the uncanceled echo. In such a situation the adap-

tation algorithm will quickly misalign the canceler.
As mentioned in Sect. 45.1.2, the only known way to
deal with this problem is to detect periods of double-
talk and disable adaptation during those intervals. The
most commonly used double-talk detector is the so-
called Geigel algorithm [45.12] that declares double-talk
whenever

|y(n)|> α max
n−L+1≤m≤n

|x(m)| , (45.15)

where α is a threshold that is determined by the mini-
mum echo return loss expected from the hybrid (usually
set at α = 0.5, corresponding to a 6 dB hybrid loss).
If double-talk is declared, the step-size parameter μ is
set to 0. However, the signal e, which now contains
the near-end speech along with the residual echo, is
returned to the far end. Thus no interruption in the con-
versation takes place. Whenever double-talk is declared
adaptation is interrupted for at least a specified mini-
mum interval so as to avoid very rapid switching of the
detector.

This simple algorithm works quite well for network
echoes, where minimum hybrid return loss is generally
well defined. The selection of α is not so straightforward
for acoustic echo cancelers where the echo return loss
may even be negative (i. e., the echo may be stronger than
the far-end signal). We will discuss strategies employed
for those cancelers in Sect. 45.2.5 when we discuss
acoustic echo cancelers.

Another Derivation of the NLMS Algorithm. Although
the NLMS algorithm is traditionally derived as a gradient
algorithm, there is another interesting way of deriving
the NLMS update that admits of other generalizations.
To show that derivation, let us define an a posteriori error
ε(n)= y(n)− ĥT(n+1)x(n), i. e., the error that would
result if one used the updated estimate of ĥ with the
current vector x.

Obviously, unless all the components of x(n) are
zero, it is always possible to find a vector ĥ(n+1)
in a subspace of dimension L−1 such that ε(n)= 0
or, more generally, such that ε(n)= (1−μ)e(n). If just
any arbitrary vector is chosen in that subspace, clearly
one learns nothing about the true echo path response
h. However, with ĥ(n+1)= h(n)+Δ, let us find the
update Δ with the smallest norm ‖Δ ‖2 that makes
ε(n)= (1−μ)e(n). Thus let us minimize (1/2) ‖Δ ‖2

subject to the constraint ε(n)= (1−μ)e(n), or, equiva-
lently the constraint

ΔTx(n)= μe(n) . (45.16)
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The constrained minimization is equivalent to minimiz-
ing (

1

2

)
‖Δ ‖2 +λ[ΔTx(n)−μe(n)] , (45.17)

where λ is a Lagrange multiplier to be determined so as
to satisfy the constraint (45.16). Setting the derivative of
the expression (45.17) with respect to Δ to zero gives

Δ= λx(n) .

Substituting this into (45.16) gives λ = μe(n)
[(xT(n)x(n)] .

Hence

Δ= μ

‖ x(n) ‖2
x(n)e(n) , (45.18)

which is precisely the NLMS update given in (45.6).

The PNLMS Algorithm
Until recently, the NLMS algorithm has been the exclu-
sive choice for network echo cancelers. A new algorithm
called the proportionate NLMS (PNLMS) algorithm
has been introduced recently [45.13]. It significantly
improves convergence rate if the echo path impulse re-
sponse is sparse, i. e., if only a small subset of the L
components of h are active, and the rest are zero. [In or-
der to study the effectiveness of algorithms for sparse
impulse responses, we need to define sparseness quanti-
tatively. This can be done in several ways. For example,
for an impulse response of length L , one may de-
fine sparseness S as S= (L−∑L−1

i=0 |hi |/hmax)/(L−1).
Reference [45.14] gives other possible definitions.] This
is precisely the property that makes it useful for net-
work cancelers. As mentioned in Sect. 45.1.2, the length
Lof the transversal filter ĥ is usually chosen to be quite
large – several hundred taps. This is necessary in order
to accommodate the range of impulse responses encoun-
tered in the network. However, any particular impulse
response is active only at a small (but unknown) subset
– a few tens – of the taps.

To motivate the derivation of the PNLMS algo-
rithm, we note that the bounds of (45.14a, 14b) show
that the rate at which the NLMS algorithm converges
becomes slower as the number of adapted coefficients
L increases. Therefore, if it were possible to identify
and adapt only the active taps the convergence rate
could be significantly improved for sparse echo paths.
The PNLMS algorithm does the identification using
the following intuitive reasoning. As the NLMS algo-
rithm starts adapting, the coefficients for the inactive
taps will stay around zero, while those corresponding
to the active taps will build up in magnitude. Therefore

the PNLMS algorithm makes the step-size parameter μ
proportional to the current estimate of each coefficient.
This is accomplished by use of a diagonal matrix G(n),
whose diagonal elements gll(n) are essentially the mag-
nitudes of the components of the current vector ĥ(n),
i. e., gll(n)= |ĥl(n)|, l = 1, 2, . . . , L .

In terms of the matrix G(n), the PNLMS update is
defined as

ĥ(n+1)= ĥ(n)+ μ

xT(n)G(n)x(n)
G(n)x(n)e(n) .

(45.19)

Since G(n) is diagonal, it follows that (45.19) effectively
makes the step-size parameter for each component of
ĥ(n) proportional to the magnitude of that component.
If G(n) is chosen to be the identity matrix, of course, the
algorithm reduces to the NLMS algorithm.

As in the case of the NLMS algorithm, a small con-
stant δ is added to the denominator to avoid division
by zero. Also, as a practical matter, the diagonal entries
of G(n) must be modified somewhat from those given
above, to avoid some singular behavior. Note, for in-
stance, that if at any instant n a diagonal entry of G(n)
becomes zero the corresponding coefficient will stop
adapting. Indeed, if the vector ĥ(n)= 0, (as is usually
the case initially, at n = 0) no adaptation would take
place. Also, components that are very small should still
be adapted at some minimum rate. Finally, the average
value of the diagonal elements should be held constant
in order to be able to select a value of μ for stable oper-
ation. If the average value is set to unity, then μ can be
chosen such that 0 <μ< 2 as for NLMS. To take these
factors into account, the diagonal elements of G(n) are
modified as

γmin = ρmax
{
δp, |ĥ1(n)|, |ĥ2(n)|, . . . , |ĥL (n)|} ,

γl(n)=max
{
γmin, |ĥl(n)|} , 1≤ l ≤ L ,

gll(n)= γl(n)

1
L

L∑
l=1

γl(n)

. (45.20)

The parameter δp, typically chosen to be 0.01, prevents
stalling if the vector ĥ(n)= 0. The parameter γmin pro-
vides a minimum adaptation rate for each coefficient.
The parameter ρ (typically chosen to be about 5/L) sets
the value of γmin relative to the largest adapted coeffi-
cient. Finally, the third line of (45.20) makes the average
value of the diagonal elements equal to unity.

The PNLMS algorithm has been extensively tested
and shown to be significantly better than NLMS for
network cancelers. And, as can be seen, it requires only
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a small increase in the computational requirements com-
pared to NLMS (3L multiplies compared to 2L). It has
been incorporated in recently developed network echo
cancelers.

It is interesting to note that, although the PNLMS
algorithm has been used successfully on telephone net-
works, no satisfactory proof of its convergence is known
at present. Let us show the difficulty that arises in an
attempt at a convergence proof.

Consider only the ideal noiseless situation with a per-
fectly constant echo path. As in the case of the NLMS
algorithm, subtract both sides of (45.19) from the true
response vector h and rewrite the equation in terms of
the misalignment vector

r(n+1)

= r(n)− μ

xT(n)G(n)x(n)
G(n)x(n)xT(n)r(n) .

(45.21)

We will assume that G(n) is symmetric and positive
definite. [The specification of (45.20) assures that. The
following discussion is valid for any positive definite
symmetric matrix.] Then we can define the positive-
definite symmetric square-root matrix G1/2(n), such that
G1/2(n)G1/2(n)= G(n).

In terms of G1/2(n) let us define the vectors
s(n) = G−1/2(n)r(n), s(n+1) = G−1/2(n+1)r(n+1),
and u(n)= G1/2(n)x(n). Substituting these into (45.20)
and rearranging terms we get

G−1/2(n)G−1/2(n+1)s(n+1)

= s(n)− μ

uT(n)u(n)
u(n)uT(n)s(n) . (45.22)

If the matrix G were a constant independent of n, then
the product of the two matrices on the left-hand side
would be an identity and (45.22) would be identical to
the NLMS update of (45.9b) with x replaced by u and r
replaced by s. In this case the discussion of the conver-
gence properties of NLMS would carry over unchanged
to the convergence of s(n), except that the covariance
matrix of x would be replaced by the covariance matrix
of u, Ruu = G1/2 Rxx G1/2. We could therefore conclude
that ‖ s(n) ‖→ 0, and hence ‖ r(n) ‖→ 0 (since G1/2

is positive definite). However, since G is not constant,
we cannot draw this conclusion. If the parameter μ is
small, one can argue that G−1/2(n)G1/2(n+1)≈ I, in
which case convergence can again be inferred. It is also
possible to get some exponential bounds on the conver-
gence process (as for NLMS) in terms of the eigenvalues
ofG−1/2(n)G1/2(n+1). However there does not appear
to be any simple way to relate those eigenvalues to the

properties of the far-end signal x(n). Clearly, the con-
vergence properties of the PNLMS algorithm are not yet
well understood.

In spite of this lack of understanding of its conver-
gence properties, intuitive reasoning has been used to
provide an improvement of the PNLMS algorithm. The
main drawback of the PNLMS algorithm is that although
it performs much better than the NLMS algorithm for
sparse impulse responses, it does not perform well (in-
deed it is even worse than NLMS) for impulse responses
that are not sparse. In the telephone network nonsparse
impulse responses are rare but they do occur, so it is de-
sirable to be able to deal with both sparse and nonsparse
responses. One simple solution (dubbed PNLMS++) is
to alternate PNLMS and NLMS updates. A much better
solution is the improved PNLMS (IPNLMS) algorithm
proposed in [45.15]. This algorithm uses an update that
is a compromise between the NLMS and the PNLMS
updates. The update is accomplished by replacing the di-
agonal matrix G defined in (45.20) by a diagonal matrix
K whose diagonal elements kll are obtained by replacing
the corresponding elements gll of G as

kll(n)= 1−α
2L

+ (1+α)
|ĥl(n)|

2
L∑

l=1
|ĥl(n)|

, (45.23)

where α is a parameter such that −1 ≤ α < 1. For
α =−1, kll is constant independent of l, so IPNLMS
is identical to NLMS. For α close to 1, kll is essen-
tially proportional to |hl(n)|, so IPNLMS behaves like
PNLMS. In [45.15] it is shown that, for α close to 0 or
−0.5, IPNLMS always behaves better than both NLMS
and PNLMS.

We close the discussion of the PNLMS algorithm by
deriving it via a constrained minimization quite similar
to the one used in deriving the NLMS algorithm. Again,
let ĥ(n+1)= h(n)+Δ, and require that the a posteriori
error be related to e(n) as ε(n)= (1−μ)e(n), which is
the same as requiring that

ΔTx(n)= μe(n) .

Again we find the update with the minimum norm that
satisfies this constraint. Only instead of the L2 norm we
choose the norm ΔT M−1Δ, where M is some, as yet
unspecified, symmetric positive definite matrix. Thus
we need to minimize

1

2
ΔT M−1Δ+λ[ΔTx(n)−μe(n)] .
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Setting the derivative of this expression with respect to
Δ equal to zero gives

Δ= λMx(n) .

Substituting this in the constraint equation gives

λ= μe(n)

xT(n)Mx(n)
,

and hence

Δ= μ

xT(n)Mx(n)
Mx(n)e(n) .

If M is chosen to be the matrix G(n) as defined by
(45.20) we get the PNLMS update. If M is chosen to
be the matrix K defined by (45.23) we get the IPNLMS
update.

More generally, choosing different specifications for
the matrix M yields different updates. For instance M=
G2(n) is a reasonable choice. That would measure the
norm of the vector of relative increments (i. e., the vector
with components (Δl/ĥl). Reference [45.14] considers
other possibilities for the matrix M that are suitable for
sparse impulse responses (e.g., the exponential gradient
algorithm). To date, however, no choice has been found
that provides any useful improvement over IPNLMS for
network echo cancelation.

Let us note in passing that the form of the PNLMS
update, as well as our derivation of it, has a similarity to
the natural gradient update [45.16]. The natural gradient
update just takes a step in the direction of Δ. This is
equivalent to setting λ= μe(n). Thus PNLMS is just
a normalized form of the natural gradient update, and
has been discussed from that point of view in [45.17].

Robust LMS and PNLMS
As mentioned in the Section on the ideal case, a double-
talk detector is essential to prevent the LMS algorithm
from diverging in the presence of double-talk. How-
ever, a double-talk detector [e.g., the Geigel detector of
(45.15)] cannot turn off adaptation instantaneously, and
even a very short interval of undetected double-talk can
significantly increase the misalignment. A slight modifi-
cation of the LMS algorithm can make it quite robust to
such a short-lived disturbance [45.18]. The modification
consists of replacing e(n) in the NLMS update equation
by F[e(n)] as shown in (45.5). Likewise, for the PNLMS
algorithm the same change is made in its update (45.19).
From the discussion following (45.5) it would appear
that the choice of a fixed function F in general slows
down convergence and has therefore not been found to
be useful. However, robustness can be achieved if the

function is adapted. The form of the function is chosen
such that it can be adjusted depending on the presence
or absence of the disturbance. As noted in [45.18], F(e)
must be chosen such that lim|e|→∞ |F(e)|<∞, i. e., F
has to be a saturating nonlinearity. A simple and con-
venient choice is F(e)= sign(e)sH (|e|/s), where H is
a hard limiter, i. e.,

H

( |e|
s

)
= |e|

s
,

|e|
s
≤ k

= k ,
|e|
s
> k . (45.24)

In (45.24), s is a positive scale factor whose effect de-
pends upon the manner in which it is adapted. Initially,
we would like s to be large so that H is in the linear re-
gion. Then F(e)= e and the updates are just the normal
NLMS updates. As the canceler converges we would
like s to follow the level of the uncanceled echo to lower
values ending with a value somewhat larger than the ex-
pected level of the circuit noise at the near end. During
a short burst of double-talk (for the short interval re-
quired for the double-talk detector to act) we would like
s to stay small and let the temporarily large value of e
drive H into the saturation region, thus limiting the con-
vergence rate. A simple adaptation of s that achieves this
objective is given by

s(n+1)= λss(n)+ (1−λs)
1

β
s(n)H

( |e(n)|
s(n)

)
,

(45.25)

where λs is an exponential forgetting factor and β is
a constant with a value of about 0.7.

The initial value s(0) is set to be somewhat larger
than the expected level of speech signals on the tele-
phone network, so that initially H is in the linear range.
As long as H stays in the linear range, s(n) is 1/β times
the average value of |e(n)| in the immediate past. The for-
getting factor λs gives an averaging interval of roughly
1/(1−λs) samples, so λs is chosen at some value be-
tween 0.99 and 1. As the canceler converges, the scale
factor decreases from its initial value to a value slightly
larger than the level of the circuit noise. At the initia-
tion of double-talk, for a duration of roughly 1/(1−λs)
samples, the scale factor stays low, the nonlinearity H
saturates, and the rate of divergence is reduced. This
gives time for the double-talk detector to act and pre-
vent further divergence. This robustness does not come
for free. If the error increases suddenly due to a sud-
den change in the echo path, the canceler will not track
the change right away. However, as the scale factor es-
timator adapts to a larger value, the convergence rate
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accelerates. There is thus a trade-off between immunity
to double-talk and the rate of recovery from a sudden
change of echo path.

Other Algorithms
For network echo cancelation, as far as we know, no
other algorithms have found use.

For acoustic echo cancelation some other algorithms
have been found useful.

An algorithm known as the two-path model was pro-
posed in the 1970s, and has some interesting properties.
However, since economy of computational requirements
was the overriding criterion at the time, and the im-
provement it afforded for network applications was not
significant, it did not gain favor. Recently there has been
a revived interest in it for use in acoustic echo cancela-
tion. Another algorithm that has been useful for acoustic
echo cancelation is the subband canceler, as well as
frequency-domain and multidelay filters. These algo-
rithms turn out to be useful for the acoustic case because
of the much longer impulse responses encountered in
that application. We will discuss these in Sect. 45.2.

Adaptive filtering, however, has an extensive litera-
ture [45.10]. Several other algorithms selected from that
literature have been proposed for echo cancelation, but
have not yet found wide application. We will mention
some of them briefly here, but will not discuss them in
any detail.

Another Variable-Step Algorithm. PNLMS is a variable-
step algorithm in that it assigns different adaptation step
sizes to the different coefficients of the estimated re-
sponse vector ĥ(n). It provides fast convergence for
sparse echo paths. However, there is one undesirable
property of PNLMS that deserves attention. Suppose
the algorithm has converged to a small misalignment.
According to the algorithm, the coefficient ĥ j (n) will be
assigned a step size essentially proportional to the mag-
nitude |h j | of the corresponding coefficient of the echo
path response. This means that the step size will be large
for the large coefficients, even though they might have
converged to their correct values. Obviously, this is not
a desirable assignment when the coefficients have con-
verged. In that case all coefficients should have small
step sizes to keep the residual misalignment low. Ide-
ally one would like the step size to be proportional
to |ĥ j (n)−h j |. This, of course, is not possible be-
cause h j is not known. However, an algorithm described
in [45.19] assigns step sizes in a way that makes them
smaller as the estimated coefficient comes close to its
target. The algorithm is based on the simple observa-

tion that, when a coefficient has converged close to its
target, the successive updates of that coefficient will no
longer push it consistently in one direction. So for each
coefficient, the sign of the update is monitored over D
consecutive samples in the immediate past. If the num-
ber of sign changes exceeds a specified number N1, the
step size is decreased; if it is less than a specified num-
ber N2, the step size is increased. The parameters D, N1,
and N2, and the range over which the step size is allowed
to vary, are determined empirically. This algorithm was
proposed as a general adaptive filter algorithm. As far
as we know, it has not been applied to echo cancelation.
Intuitively speaking, it seems to have the right proper-
ties for assigning step sizes near convergence. In the
initial phase, however, the step assignment according to
PNLMS should give faster convergence. Some combi-
nation of the two should yield better performance than
that of either one by itself.

The Block Least-Squares Algorithm. In the section on
the stochastic gradient algorithm we noted that ĥ can
be estimated by minimizing the expected value of the
squared error e2(n). However, for simplicity, we took the
instantaneous value of the squared error as an estimate
of its expected value. An improvement in performance
can be expected if better estimates of the expected error
are used. One such estimate is the average, or arithmetic
mean, of e2(m) over a range of values of the index m.
At time index n, let us average over the range n−M+
1≤m ≤ n. Ignoring the normalizing constant M, we see
that ĥ(n) may be estimated as the vector ĥ that minimizes
the quantity

J(ĥ)=
n∑

m=n−M+1

e2(m)

=
n∑

m=n−M+1

[y(m)− ĥTx(m)]2

= ĥT
n∑

m=n−M+1

x(m)xT(m)ĥ−2ĥTw(n)

+
n∑

m=n−M+1

y2(m)

= ĥT X(n)XT(n)ĥ−2ĥTw(n)+
n∑

m=n−M+1

y2(m) .

(45.26)

In the last line of (45.26) X(n) is an L × M matrix whose
m-th column is x(n−M+m) for 1≤ m ≤ M, and the
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vector w(n) is given by w(n)=∑n
m=n−M+1 y(m)x(m).

Setting the gradient of J with respect to ĥ equal to zero
shows that the minimum is obtained as the solution to

X(n)XT(n)ĥ(n)=w(n) . (45.27)

For the solution to be unique, the matrix X(n)XT(n)
must be of full rank. If the matrix is not of full rank
(either because M < L , or because the number of inde-
pendent rows is < L), a pseudoinverse can be used to
yield a minimum norm solution.

The solution of (45.27) requires the inversion of an
L × L matrix, which would normally require O(L3) op-
erations. However, due to the special Toeplitz structure
of X, the inversion can be done with approximately 12L2

operations [45.20].
The solution depends on the time index n as well as

on the averaging interval M. Given the nonstationary na-
ture of the problem, ĥ(n) should be updated as often as
the available computational resources allow. Note, how-
ever, that even if the inversion is done once every block,
the per-sample computations are approximately 12L .
That is still several times more than the computations
required for NLMS.

The Recursive Least-Squares Algorithm. In the block
least-squares algorithm, the estimate of ĥ(n) is obtained
once per block. The recursive least-squares (RLS) algo-
rithm allows an update of the algorithm every sample.
In this algorithm, instead of approximating the expected
value of e2(n) by the average over a block, it is approxi-
mated by a weighted sum of the squared error at all past
samples. With an exponential weighting, one minimizes

J(ĥ)=
n∑

m=−∞
λn−me2(m) , (45.28)

where the forgetting factor λ is chosen in the range
0 < λ < 1. The solution proceeds as for the case of the
block algorithm, except that equation to be solved is

R(n)ĥ(n)=w(n) , (45.29)

with R(n) =∑n
m=−∞1 λ

n−m x(m)xT(m) and w(n) =∑n
m=−∞ y(m)x(m). From these definitions the follow-

ing recursions are seen to be valid:

R(n)= λR(n−1)+ x(n)xT(n) (45.30)

and

w(n)= λw(n−1)+ y(n)x(n) . (45.31)

Because of the recursion (45.30), the matrix inversion
lemma [45.9, p. 480] can be used to compute R−1(n)

efficiently by updating R−1(n−1). Thus the estimate
of ĥ(n) can be obtained recursively from ĥ(n−1). The
procedure is straightforward, but a bit cumbersome. The
details may be found in [45.10, Chap. 13]. The compu-
tational requirement of the recursion is of order O(L2)
per iteration. By making use of the shift property of
the transversal filter the computational requirements can
be reduced to as low as 7L per iteration The algo-
rithms that achieve this low rate are the fast recursive
least-squares (FRLS) and fast transversal filter (FTF) al-
gorithms [45.21–23]. Their drawback is that they are
rather numerically unstable, and have to be periodically
reset.

The RLS algorithm generally gives much faster con-
vergence than NLMS. However, its tracking ability is not
necessarily better [45.24].

Affine Projection Algorithms. The affine projection
algorithm (APA) is a generalization of the NLMS al-
gorithm. It was first introduced in 1984 [45.25]. By
definition, an affine projection is the combination of
a projection and a translation. Let us write the NLMS
update of (45.6) in a slightly different form using (45.7)
and (45.8):

ĥ(n+1)= ĥ(n)+Δ

Δ=−μx(n)[xT(n)x(n)]−1

× xT(n)[ĥ(n)−h(n)] . (45.32)

The matrix x(n)[xT(n)x(n)]−1xT(n) is a projection op-
erator that orthogonally projects [ĥ(n)−h(n)] on x(n).
Therefore x(n)[xT(n)x(n)]−1xT(n)[ĥ(n)−h(n)] is an
affine projection of ĥ(n) on x(n). Thus the NLMS up-
date is obtained by subtracting from ĥ(n), μ times an
affine projection of ĥ(n) on x(n). Instead of subtracting
the projection of [ĥ(n)−h(n)] on a single vector, the
APA subtracts the projection on the subspace spanned
by the past M vectors x(m), n−M+1≤m ≤ n. This is
accomplished by simply replacing x(n) in (45.32) by the
L × M matrix whose columns are these M vectors. That
is in fact the matrix X(n) defined just before (45.27).
Thus the APA is obtained by replacing x(n) by X(n) in
(45.32), i. e.,

ĥ(n+1)= ĥ(n)+Δ

Δ=−μX(n)[XT(n)X(n)]−1

× XT(n)[ĥ(n)−h(n)] . (45.33)

If the columns of X(n) are independent, then as M in-
creases they span a larger subspace of the L-dimensional
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Adaptive Echo Cancelation for Voice Signals 45.2 Single-Channel Acoustic Echo Cancelation 915

space of the x(n) and ĥ(n) vectors. Therefore, in gen-
eral, the convergence rate increases significantly as M
increases.

The price paid for the faster convergence is higher
computational cost. The APA requires 2L M+ KM2

multiplications per iteration, where K can be as low
as 7 [45.26]. If M 0 L then the algorithm is essen-
tially M times as costly as NLMS. If the update is
computed only once every M samples the algorithm
is called the partial-rank algorithm (PRA), which was
introduced originally in [45.27] for adaptive beam form-
ing. The cost per sample of the PRA is comparable
to that of NLMS, but its convergence is slower than
that of the APA. With highly colored signals such as
speech the convergence rate of PRA is more or less
the same as that of APA. The main disadvantage of
PRA compared to APA is that its computations are very
unevenly spread out over an M-sample cycle. To over-
come this disadvantage a fast affine projection (FAP)

algorithm that requires 2L+30M computations per iter-
ation has been developed [45.26,28]. One disadvantage
of the FAP algorithm is that, although the current er-
ror signal is saved, the current estimate of ĥ is not
saved. What is saved instead is a vector that depends
on both the current estimate of ĥ as well as the cur-
rent matrix X. For network echo cancelers, this can
lead to undesirable performance. Note that during pe-
riods of double-talk and during silence at the far end,
adaptation is inhibited. Since network echo paths usu-
ally change very slowly, NLMS needs to reconverge
only to a slightly changed echo path. An algorithm
that does not save the estimate of the echo path must
re-converge from scratch. For acoustic echo cancel-
ers this might not be such a detriment because the
echo path is highly variable, and hence NLMS would
also have to reconverge to a significantly changed echo
path.

We turn next to acoustic echo cancelers.

45.2 Single-Channel Acoustic Echo Cancelation

Acoustic echoes arise in hands-free telephony and
in teleconferencing due to the coupling between the
loudspeaker and the microphone via the transfer charac-
teristics of the room in which they are located. A typical
configuration is illustrated in Fig. 45.4. In that figure we
have shown one end of a teleconference where a four-
wire connection is set up between the two conference
rooms. If the connection is a two-wire connection then
hybrids must be included in the circuit. We neglect them
for the present discussion.

In principle the problem of acoustic echoes is not
fundamentally different from the problem of network
echoes. Instead of the echo being generated due to
impedance mismatch, it is now generated due to the
acoustic coupling between the loudspeaker and the mi-
crophone. Other than that the problem in the two cases is
identical. However, the techniques required to deal with
acoustic echoes are significantly different from those re-
quired for network echoes. The main difference is that
the properties of the echo paths in the two situations are
very different [45.29, 30].

One main difference is that the room impulse re-
sponse is much longer than the response of a network
connection. Recall that in a network connection the im-
pulse response of the echo path is usually about 500–600
taps long (at the standard sampling frequency of 8000
samples per second), of which only about 50–60 are ac-

tive taps. In contrast, a room response even for a small
office can be significant over an interval of 300–500 ms,
corresponding to 2500–4000 taps, all of which are
active.

A second difference is that a room impulse response
is much more time varying than a network impulse re-
sponse. The transmission characteristics of the network
vary very slowly (except occasional rapid changes due,
for example, to someone picking up or hanging up an
extension phone). In contrast, the impulse response of
a room is constantly changing. Note that the impulse re-
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Fig. 45.4 An acoustic echo canceler is used to cancel echoes that
arise from coupling between a loudspeaker and microphone
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916 Part H Speech Enhancement

sponse of a room is made up of reflections from the walls,
ceiling, floor, and all objects and people in the room.
As people move around, the impulse response changes.
Opening or closing of doors or windows changes the
echo path. Even changes in the speed of sound due to
temperature changes can produce a significant amount
of misalignment. (A temperature change of 5.5 ◦C pro-
duces roughly a 1% change in the speed of sound. This
corresponds to a change of about one sampling interval,
i. e., 125 μs, in travel time for an acoustic path of about
4 m.)

Thus we note that acoustic echo cancelers require
more computing power due to the increased length of
the impulse response to be identified and also due to
the faster convergence required to track the faster time
variation. We will discuss some of the techniques used
to deal with these problems.

45.2.1 The Subband Canceler

The technique used for dealing with the increased length
of the impulse response is to utilize subband echo can-
celers. The structure of such a canceler is shown in
Fig. 45.5. It was first proposed in 1984, independently
in [45.31] and [45.32] and further developed in [45.33].
The idea is to use a bank of contiguous bandpass fil-
ters with impulse responsesw0, w1, w2, . . . , wK−1 that
span the frequency range of the speech signal. Rather
than taking a linear combination of the outputs of
these filters as the model for the echo (as discussed in
Sect. 45.1.2), the output of each bandpass filter is used
as an input to a transversal filter. The coefficients of
each transversal filter are adapted using an NLMS al-
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Fig. 45.5 Block diagram of a subband echo canceler showing anal-
ysis and synthesis filter banks, subband cancelation filter, and
adaptation algorithm

gorithm so that it cancels the echo in its subband. (The
symbol ⇒ is used in Fig. 45.5 to indicate a bundle of
paths, one for each subband filter.) Thus the structure is
equivalent to M echo cancelers – one for each subband.
The outputs of subband filters, after cancelation of the
respective echoes, are summed to give the final signal
returned to the far end.

The following simple calculation shows that the
number of computations per second required for this
structure is 1/M times that required for a single NLMS
algorithm for the entire impulse response.

Let the room response have duration TH seconds. Let
L be the number of samples representing this impulse
response. Let the sampling interval for the full-band
speech signal be Ts seconds. (As mentioned above, the
normal sampling frequency fs on the telephone network
is 8000 samples per second, which gives Ts = 125 μs.)
Assume that the impulse response when bandlimited to
each subband has the same duration TH as the full-band
impulse response. If M subbands are used, the minimum
required sampling frequency for each subband signal is
fs/M. Hence each subband impulse response has L/M
coefficients. Each of these has to be adapted once in MTs
seconds. Thus each subband requires L/(M2Ts) adap-
tations per second. For all the M subbands combined,
the total number of adaptations is therefore L/(MTs)
per second, which is M times smaller than the L/Ts
adaptations per second required for a single full-band
canceler.

In this derivation we have neglected the overhead
required for the analysis and synthesis filters shown in
Fig. 45.5. If this overhead is taken into account, the sub-
band structure provides computational savings only if
TH is longer than about 90 ms. Thus for network cancel-
ers the subband structure is not very attractive. However,
for room responses it provides a significant reduction in
computational requirements.

Clearly, the reduction in computational complexity
derived above depends on sampling the subband signals
at a rate 1/M that of the full-band signal. This requires
the use of multirate filters described in [45.33, 34]. As
shown in [45.33], exact cancelation can occur only if
the filters are free of aliasing. In general, less alias-
ing requires longer analysis and synthesis filters, with
consequent additional transmission delay. Design of
these filters is thus a compromise between computa-
tional complexity, transmission delay, and the degree of
aliasing. These aspects of the design of subband filters
are discussed in some detail in [45.35].

It should be noted that the sampling frequency of
fs/M for the subband filters is the minimum sampling
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rate (also called critical sampling). Sampling at this criti-
cal frequency makes the control of aliasing very difficult.
In practice, therefore, the sampling frequency is chosen
to be fs/R with R somewhat smaller than M. With this
change, the computations are reduced by the somewhat
smaller factor R2/M. The reduction factor approaches
M as R approaches the critical sampling rate M.

The performance of a given design depends on the
interplay of two sources of error: the aliasing introduced
by the analysis filters and the error due to the finite
length of the transversal filters in each subband. If very
short transversal filters are used, the truncation error
dominates. Increasing the length of the transversal filters
allows smaller misalignment. However, once the aliasing
error becomes the controlling factor, further increase in
length does not afford any significant improvement.

The subband structure has several advantages. The
main advantage, as mentioned earlier, is the very sig-
nificant reduction in computational complexity. This
reduction in computational complexity can be exploited
in several ways: hardware can be saved to reduce
cost, the overall system bandwidth or the duration of
the impulse response to be modeled can be increased,
or more-complex adaptation algorithms can be em-
ployed. An example of the use of a more-complex
algorithm is given in Sect. 45.2.2. Another advantage
is that the structure of the subband canceler is well
suited to parallel processing. A third advantage is that
it provides an improved convergence rate. The rea-
son for this is that the speech spectrum has a much
smaller dynamic range within any one of the subbands.
Therefore, the eigenvalues of the correlation matrix for
the signal within each subband have smaller spread.
Some small eigenvalues are introduced at the edges
of each subband, due to the transition band of the
filter response. These small eigenvalues can in fact in-
crease the eigenvalues spread. However, the analysis
and synthesis filters reduce the error signal at those
frequencies, so the effect of these eigenvalues on the
overall misalignment is small. Initially, therefore, the
subband canceler converges faster than a full-band can-
celer. The small eigenvalues do cause slow asymptotic
convergence [45.36]. One possible solution to this prob-
lem is to make the analysis filter bandwidth slightly
larger than the pass band of the synthesis filter. This
was proposed in [45.36] and implemented in [45.37].
One final advantage of the subband structure is in the
design of the nonlinear processor that is used to elim-
inate the residual echo. The center clipper can now be
placed in each subband. This produces much less distor-
tion of the near-end signal at the same clipping level.

Alternatively, it allows one to increase the threshold
for the same overall distortion of the near-end signal,
thus allowing a less-expensive canceler with a larger
misalignment.

45.2.2 RLS for Subband Echo Cancelers

If economy of computation is not the overriding con-
sideration, each subband canceler can be adapted by
algorithms other than NLMS. The most ambitious such
modification for acoustic echo cancelation to date is
the algorithm proposed in [45.38], which uses the sub-
band structure but instead of the NLMS algorithm it
uses the FRLS algorithm. As mentioned, FRLS tends
to be numerically unstable, and has to be frequently
restarted. That introduces frequent undesirable interrup-
tions. However, in the subband structure, it is possible
to restart the algorithm in one band at a time, in some
sequence that periodically visits all the subbands. When
there are a large number of subbands, the slight short-
lived misalignment in any one band is perceptually
unnoticed.

45.2.3 The Delayless Subband Structure

The only disadvantage of the subband approach is the
extra delay introduced by the analysis and synthesis fil-
ters. This delay depends on the design of the analysis
and synthesis filters, but can be 20 ms or more (dou-
ble that for the round-trip delay). For many applications
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Fig. 45.6 Delayless subband adaptive filter. An auxiliary short
wide-band adaptive filter is needed to fill the gap due to the delay in
the analysis and synthesis filters
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Fig. 45.7 The delayless subband structure of [45.39] that eliminates signal path delay by transforming weights of the
canceling subband filter to the equivalent wide-band filter

this extra delay is undesirable. Two methods have been
suggested to avoid this delay.

One proposal [45.40] eliminates the delay by moving
the analysis and synthesis filters from the signal return
path to the cancelation filter path as shown in Fig. 45.6.
When this is done, the canceler cannot model the initial
part of the echo impulse response due to the delay in-
troduced in the model path. Therefore, a short full-band
canceler is added in parallel to model the initial portion
of the echo path response. This structure has two draw-
backs. Delay in a feedback loop is always problematic,
especially when the impulse response is time-varying.
Also, the extra computations needed for the auxiliary
full-band canceler, reduces the computational advantage
of the subband structure.

The second proposal [45.39] is to use the sub-
band structure for adaptation as above but transform
the weights to the equivalent single full-band transver-
sal filter to do the actual cancelation of the echo in the
return signal path. This structure is shown in Fig. 45.7. It
eliminates the delay in the return path without introduc-
ing delay in the feedback loop and without requiring an
auxiliary canceler. It does require additional computa-
tions for the derivation of the full-band filter, and for the
extra full-band convolution. The latter can be done quite
efficiently by using a well-known technique: transform
the two signals to be convolved to the frequency domain

using a fast Fourier transform (FFT), multiply the two
transformed signals, and compute the inverse FFT of the
product to return to the time domain.

45.2.4 Frequency-Domain Adaptation

Another technique that is used to deal with the long
impulse responses of rooms is frequency-domain adap-
tation. A block diagram of a typical implementation is
shown in Fig. 45.8. It uses block processing in which
one block of input data is processed at a time and pro-
duces one block of output. Referring to Fig. 45.8, the
Fourier transform x̃ of a block of samples of the far-end
signal x(n) is computed via the fast Fourier transform
(FFT). The components of the adapted coefficient vec-
tor h̃ now multiply the corresponding components of x̃
to produce the Fourier transform of the output of the fil-
ter. (The inverse FFT of h̃ is the coefficient vector of
the corresponding transversal filter.) The inverse FFT of
the filter output gives the block of time-domain sam-
ples of the estimated response. The error between this
block and the block of samples of the echo path output
y, gives the block of error samples. Its Fourier trans-
form controls the vector h̃ to drive the error towards
zero. The coefficient vector h̃ is adapted once per block.
The main advantage of this technique is that, because
of the use of the FFT, the number of computations per
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sample is significantly reduced compared to the NLMS
algorithm.

The first such proposal was presented in [45.41].
However, in that proposal circular convolution was used
rather than the linear convolution required for modeling
the echo response. (Circular convolution is convolution
of signals obtained by periodic extension of the sig-
nals within a block.) Due to this, the adaptive filter does
not converge to the true transversal solution [45.42].
How this drawback can be removed through the use of
five FFTs per block is shown in [45.42]. A further im-
provement is presented in [45.43], where the algorithm
requires only three FFTs per block. In these papers in
order to realize linear convolution, the transversal filter
is extended with a block of zero coefficients, and a two-
to-one overlap between successive input blocks is used.
The FFT is computed over a two-block window.

In references [45.41,42] and [45.43] the block length
used is equal to the length L of the transversal filter.
For large L , since the FFT of a window of 2L samples
requires 2L log2(L) computations, the number of com-
putations per block is essentially CL log2(L), where the
constant of proportionality C depends on the particular
implementation, but is close to 10. Hence the number of
computations per sample is C log2(L). The NLMS al-
gorithm requires 2L computations per sample, which is
substantially greater.

Besides the advantage of reduction in the computa-
tional requirements, the frequency-domain approach has
two additional advantages. For signals like speech, the
components of the Fourier transform tend to be more
uncorrelated than successive samples in the transver-
sal filter. Also, the step sizes for the coefficients can be
adjusted individually to reduce the disparity in the con-
vergence rates of the components due to the large spread
in the eigenvalues of the correlation matrix of the speech
signal. One simple way of doing this is given in [45.43].

These good features are offset by two important
disadvantages. First, the block processing introduces
a delay of L samples, which for a room response is in-
tolerably long. And second, since the filter coefficients
are held constant during each block, the ability of the
adaptive filter to track changes in the room response is
reduced.

The problem of long delay can be alleviated by
a proposal in [45.44] called multidelay filter (MDF)
adaptation. By sectioning the transversal filter into K
nonoverlapping segments the delay is reduced by a fac-
tor of K . A generalized MDF is presented in [45.45].
It allows the overlap between successive blocks to be
greater than 2 to 1, thus allowing more-frequent adapta-
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Fig. 45.8 Frequency-domain adaptation. The input is processed in
blocks. One output block is generated for each input block

tion and hence better tracking ability. A unified treatment
of these ideas is presented in [45.46, Chap. 8].

45.2.5 The Two-Echo-Path Model

As mentioned in the section on other algorithms, the two-
path model [45.47] was proposed in the 1970s but did
not find application for network echo cancelation. It has
attracted renewed interest for acoustic echo cancelation.

The basic idea of the two-path model is very simple.
Observe that in the implementation of the echo can-
celer as shown in Fig. 45.3 a single filter serves the dual
purpose of adapting itself to the echo path and of can-
celing the echo in the signal returned to the far end.
This provides computational economy but is not neces-
sary. The two functions can be performed by separate
filters. This simple observation leads to the idea of the
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Fig. 45.9 Two-path model of echo canceler
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two path model whose structure is shown in Fig. 45.9.
A background filter adapts as in a conventional echo
canceler. A foreground canceler does the actual cance-
lation. Its coefficients are updated by copying from the
background canceler whenever a decision logic declares
that the background canceler is performing better than
the current foreground canceler.

The main reason this method has found favor for
acoustic echo cancelation is the fact that it deals very
effectively with double-talk in this application. Unlike
network echoes, for which the hybrid provides a mini-
mum guaranteed echo return loss, acoustically generated
echoes can produce a signal at the microphone whose
amplitude is as large as, or often larger than that of the
far-end signal. This makes it impossible to set the thresh-
old for the Geigel double-talk detector. Other methods
are needed to disable adaptation during double-talk.
Several methods have been proposed recently [45.46,
Chap. 6]. However, with the two-path model a double-
talk detector is not necessary. Any reasonable logic will
decide that the background canceler is worse than the
foreground canceler when double-talk sets in. Therefore,
the foreground canceler is not updated until the double-
talk ceases and the background canceler has adapted to
a better estimate.

Referring to Fig. 45.9, we define ĥ(n) and ĥb(n) as
the current estimated impulse responses of the fore-
ground and background cancelers, respectively, and e(n)
and eb(n) the corresponding errors. The decision to up-
date the foreground canceler is, in general, a function of
e(n), eb(n), the far-end signal x(n), and the echo path sig-
nal y(n). The success of this method depends crucially
upon the choice of that function. The algorithm for this
decision described in [45.47] is not suitable for acoustic
echo cancelers. The main reason is that it relies on the
hybrid to provide a minimum echo return loss. The al-
gorithm proposed recently in [45.48] has been shown to
work very well. It essentially monitors the echo return
loss enhancement (ERLE) of the two paths averaged
by a first-order integrator with a time constant of about
150 ms. The coefficients of ĥb(n) are copied into ĥ(n)
whenever the average ERLE of the background canceler
is better than that of the foreground canceler.

45.2.6 Variable-Step Algorithm
for Acoustic Echo Cancelers

During our discussion of the convergence of the PNLMS
algorithm, we had mentioned the possibility of using
a fixed (i. e., constant over time) matrix G to assign
different step sizes to different components of the adap-

tive filter response vector ĥ. Indeed, convergence of
the PNLMS algorithm was proved only for this spe-
cial case. This possibility of using a fixed G was already
mentioned as early as the 1960s [45.1]. The idea was
that the step size for the coefficient ĥ j should be made
proportional to the expected value of its target h j over
the ensemble of echo responses on the telephone net-
work. On average, therefore, all coefficients would then
require the same number of steps to reach their respec-
tive targets. The ensemble of impulse responses on the
network turned out to be too varied (especially due
to the wide range of initial delays) to make this idea
useful. The situation is different in the case of acous-
tic echo cancelers used for teleconferencing. For any
given room the echo response has a fairly well-defined
envelope, which is in general exponential, with a de-
cay constant that depends on the reverberation time of
the room. The envelope changes when people move
around or if the loudspeaker and microphone positions
are changed. However, a compromise exponential en-
velope can be estimated from several measurements in
the room. It is therefore reasonable to make the step
sizes decay exponentially with coefficient number, with
the decay constant of the exponential chosen on the
basis of the reverberation time of the room. This idea
was presented in [45.49] where it was shown that for
a room of the size of a typical office, the technique
can make the initial convergence of the NLMS algo-
rithm two to three times faster than with a fixed step
size.

45.2.7 Cancelers for Nonlinear Echo Paths

Throughout the discussion so far, we have assumed that
the echo path is linear and can therefore be characterized
by an impulse response. The problem of echo cancela-
tion for a nonlinear path was considered as early as
1971 [45.50].The proposal was to use the Volterra kernel
expansion of the output y(n) of the nonlinear echo path,
when its input is the far-end signal x(n). The Volterra
expansion has the form

y(n)=
L−1∑
l=0

hl x(n− l)

+
L−1∑
l1=0

L−1∑
l2>l1

hl1l2 x(n− l1)x(n− l2)+· · · ,

(45.34)

where the series continues with third- and higher-order
terms. The adaptation algorithm then has to estimate

Part
H

4
5
.2



Adaptive Echo Cancelation for Voice Signals 45.3 Multichannel Acoustic Echo Cancelation 921

the coefficients hl, hl1l2 , . . . Note that y(n) depends lin-
early on these coefficients. Hence the stochastic gradient
algorithm can again be used to estimate them.

The major drawback of this method is that the num-
ber of coefficients to be adapted becomes enormously
large even if third- and higher-order terms are neglected.
Fortunately, the telephone network is quite well repre-
sented by a linear system; hence the use of Volterra
kernels was never required.

For acoustic echo cancelation there has been a revival
of some interest in the Volterra kernel expansion. The
reason for this interest is that, in certain applications such
as echo cancelation in cars, inexpensive loudspeakers are
used, and to get sufficient volume they are driven into
their nonlinear region. The echo path, which includes the
loudspeaker, thus becomes nonlinear. (It may be argued
that one could replace the signal x(n) in the adaptation
algorithm by the signal picked up by a microphone close
to the loudspeaker. However, in general this is a bad idea.

The signal from such a microphone would include the
echo as well as any near-end speech. Adaptation with
such a signal would be problematic, especially in a small
space such as a car, where these extraneous disturbing
signals can be quite large.)

Recently, the idea of using the Volterra kernel expan-
sion has been proposed to deal with this problem [45.51].
If the Volterra expansion of (45.34) were to be used, the
number of coefficients to be estimated would, of course,
be prohibitively large. However, one can make use of the
fact that the echo path consists of a zero-memory non-
linearity (or a nonlinearity with a very short memory)
cascaded with a long linear impulse response. When this
structure is taken into account, the number of coefficients
can be reduced to a manageable size [45.51].

This concludes our discussion of single-channel
acoustic echo cancelation. We turn next to the most
modern application of echo cancelers – multichannel
acoustic echo cancelers.

45.3 Multichannel Acoustic Echo Cancelation

The most common use of acoustic echo cancelers today
is in single-channel communication. Recently, however,
there has been a growing interest in stereophonic (or,
more generally, multichannel) echo cancelation. The
need for such cancelers arises in several applications
where the echo picked up by a microphone is due to two
or more different, but correlated signals.

The primary motivation for developing stereophonic
cancelers is the desire for high-quality teleconferencing
between a group of people in one room with another
group at a different location. At present such teleconfer-
encing is almost exclusively monophonic. However, it is
our belief that in the future many, if not all, teleconfer-
ences will be stereophonic. A stereophonic system has
several advantages when compared to a monophonic
system. With a stereo system each group gets a much
better feeling of presence at the remote location. Imag-
ine, for instance, half of a circular table around which
several people are seated. The table is placed adjacent
to a large video screen on which the remote confer-
ence room is projected, with several people seated at
the other half of the table, thereby creating the impres-
sion of a circular table with people seated around it.
If a monophonic system is used for such a teleconfer-
ence it would be very difficult to associate voices at
the remote location with their respective talkers. With
a multichannel system (or at a minimum a stereo sys-

tem) the task is much easier because sounds can be made
to appear to come from the directions of their sources.
Not only does a multichannel system provide a much
more natural interaction, it also improves intelligibil-
ity, especially when two or more people happen to be
talking simultaneously. This is due to the well-known
cocktail party effect – the ability of humans to pay at-
tention to one speaker at a cocktail party, even when
several other conversations are taking place simultane-
ously. The mechanisms by which humans are able to
do this are not well understood. However, the ability to
identify the directions from which sounds are received
is a prerequisite for the cocktail party effect. If one lis-
tens to a monophonic recording of a cocktail party, it is
very difficult to pick out one conversation.

Besides such teleconferencing, there are several
other potential applications for stereophonic echo can-
celers. One example is a so called desktop teleconference
in which the conferees are all at different locations.
Each conferee has a desktop with pictures, or videos
of all the other conferees displayed on the screen. As in
the conference described in the previous paragraph, the
interaction between the conferees is improved if a par-
ticipant’s voice appears to come from the direction of his
or her picture (or video). A minimum of two loudspeak-
ers and one microphone are needed at each location to
realize this. Another application might arise if one uses
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a microphone in a car to communicate with, say, a speech
recognizer. For a natural interaction, one would like to
be able to do so while the stereo system in the car is in
use. This requires a stereo canceler to cancel the signals
from the stereo system. Finally, multichannel cancelers
are needed for interactive games involving multichannel
sound.

At first glance, stereo echo cancelation appears to
be just a minor modification of single-channel cance-
lation. However going from a single channel to two
channels produces a basic change in the requirements
of an echo canceler. Extension to more than two chan-
nels does not introduce any new problems. Hence we
will discuss only stereo cancelers here. The extension
of the ideas to a system with three or more channels is
fairly straightforward.

In order to understand the fundamental problem of
stereo acoustic echo cancelation [45.52], let us first
describe the configuration of a stereo teleconference.
Figure 45.10 shows a schematic of such a conference.
As before, we will consider echo cancelation for one end
of the circuit (room B), it being understood that anal-
ogous configurations are used for echo cancelation in
room A. For a discussion of echo cancelation in room B,
we will refer to room A as the transmitting room and
room B as the receiving room. Each room has two loud-
speakers and two microphones. The microphones in the
transmitting room pick up signals x1(n) and x2(n). These
two signals are transmitted to loudspeakers in the receiv-
ing room. Each microphone in the receiving room picks
up an echo of both signals, linearly combined via the
acoustic echo paths to the microphone from the two
loudspeakers. To keep the discussion simple we will
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Fig. 45.10 Schematic diagram of stereophonic echo cancelation,
showing the use of adaptive filters ĥ1 and ĥ2 to cancel the echo y(n)
arising from the echo paths h1 and h2 from the two loudspeakers on
the left to one of the microphones

consider the cancelation of the echo picked up by only
one of the microphones, as shown in Fig. 45.10, and de-
note the impulse responses from the loudspeakers to that
microphone by h1(n) and h2(n). A similar discussion ap-
plies to cancelation of the echo at the other microphone,
with h1(n) and h2(n) replaced by the responses appropri-
ate to that microphone. (For convenience, whenever we
refer to the impulse response of an acoustic path we will
assume that it includes the responses of the loudspeaker
and microphone in that path.)

Neglecting ambient noise and signals generated in
the receiving room, the signal picked up by the micro-
phone is

y(n)= hT
1 x1(n)+hT

2 x2(n) , (45.35)

where we have defined the vectors h1, h2, x1, and x2
analogously to the impulse response and far-end signal
vectors described in the single-channel case. In princi-
ple the vectors h1 and h2 can have different dimensions.
However, without loss of generality we will assume that
they have an equal number of components, L , each. The
vectors x1(n) and x2(n) are then also of the same di-
mension L . As a straightforward generalization of the
single-channel case we now implement two adaptive
filters whose outputs are added together to generate
a replica of the echo. Denoting the current estimated
impulse response vectors of the two adaptive filters as
ĥ1(n) and ĥ2(n), we get

ŷ(n)= ĥT
1 (n)x1(n)+ ĥT

2 (n)x2(n) , (45.36)

and the error signal

e(n)= y(n)− ŷ(n)= rT
1 (n)x1(n)+rT

2 (n)x2(n) ,
(45.37)

where r1(n) and r2(n) are the current misalignment vec-
tors for the two channels. Let us define the stacked
vector x(n) as the concatenation of x1(n) and x2(n) (i. e.,
x(n)= [xT

1 (n)xT
2 (n)]T). Similarly define the stacked vec-

tors h, ĥ(n), and r(n). In terms of these vectors the
expressions for y(n), ŷ(n), and e(n) are exactly the same
as the ones in the section on the stochastic gradient al-
gorithm. Therefore one would expect to be able to use
the NLMS algorithm of (45.6) in the ideal case to drive
the misalignment vector r(n)→ 0, i. e., ĥ1(n)→ h1 and
ĥ2(n)→ h2. This turns out not to be true. In the ideal
case, the NLMS algorithm does drive the error to zero.
However, the misalignment does not necessarily con-
verge to zero. This is because, as shown in the next
subsection, the condition of zero error can be achieved
by infinitely many nonzero vectors r(n). Thus, although
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r(n)= 0 implies e(n)= 0, the converse is not true. The
condition e(n)= 0 only implies a relationship between
the impulse responses of the receiving room and the
transmission room. This nonuniqueness is the basic dif-
ference between single- and two-channel cancelers. It
arises when only one source is active in the transmit-
ting room, and is due to the fact that in such a case the
signals x1(n) and x2(n) are highly correlated.

45.3.1 Nonuniqueness
of the Misalignment Vector

The nonuniqueness of the misalignment vector is a prop-
erty of the stereo configuration, and is independent of
the particular adaptation algorithm used. Thus, ignor-
ing for the moment the question of how convergence
is achieved, let us just assume that the error has been
driven to be identically equal to zero. We will show that
the setting of the adaptive filters that achieves this is not
unique.

Let us consider the nonuniqueness problem in terms
of the signals and impulse responses as time series.
An equivalent vector–matrix treatment is, of course,
possible, but is somewhat more cumbersome.

The error e(n) can be written

e(n)= r1(n)∗ x1(n)+r2(n)∗ x2(n) , (45.38)

where, as before, ∗ denotes convolution, and r1(n) and
r2(n) are the misalignments in the two channels. The
nonuniqueness problem arises when a single source is
active in the transmitting room, as shown in Fig. 45.10.
In such a case, the source signal s(n) is convolved with
the two transmitting room impulse responses g1(n) and
g2(n) to generate the two signals x1(n) and x2(n). That is
x1(n)= s(n)∗ g1(n) and x2(n)= s(n)∗ g2(n). The sim-
plest way to show the nonuniqueness is to note that,
since convolution is commutable,

g2(n)∗ x1(n)= g2(n)∗ g1(n)∗ s(n)= g1(n)∗ x2(n) .
(45.39)

In view of (45.39), the expression for the error in (45.38)
can be rewritten

e(n)= [r1(n)+αg2(n)] ∗ x1(n)

+[r2(n)−αg1(n)] ∗ x2(n) , (45.40)

where α is an arbitrary constant. Clearly the settings of
the adaptive filters ĥ1(n) and ĥ2(n) that achieve zero
error are not unique.

Another way to show the nonuniqueness is to rewrite
the error in (45.38) as

e(n)= [r1(n)∗ g1(n)+r2(n)∗ g2(n)] ∗ s(n) .
(45.41)

For the error to be identically zero for all s(n), the
expression in square brackets must be zero, i. e.,

r1(n)∗ g1(n)+r2(n)∗ g2(n)= 0 . (45.42)

In the z-transform domain (45.42) is

R1(z)G1(z)+ R2(z)G2(z)= 0 , (45.43)

where the upper-case quantities denote the z-transforms
of the corresponding lower-case quantities. Clearly,
(45.42) and (45.43) do not imply that the misalignment
in each channel is zero. Only the expression involving
the two misalignments has to be zero.

The problem with stereo cancelers is evident from
(45.43) [or equivalently from (45.42)]. Even if the
receiving room impulse responses are constant, any
change in G1 and/or G2 requires a readjustment of r1(n)
and r2(n), i. e., of the adaptive filters ĥ1(n) and ĥ2(n).
Thus the adaptation algorithm must track not only the
variations in the receiving room responses, but also the
variations in the transmitting room responses. Given the
long impulse responses in a room, it is barely possible
to track the changes in just the receiving room alone. To
track changes in both rooms is quite difficult. Further-
more, the transmitting room responses are particularly
difficult to track. If, for instance, one talker stops and
another starts speaking the responses g1(n) and g2(n)
change quite abruptly and by large amounts. The diffi-
cult challenge therefore, is to devise an algorithm whose
convergence (as in the case of a single-channel canceler)
is unaffected by changes in the transmitting room.

Before we discuss currently available solutions to the
nonuniqueness problem, let us make two observations
concerning stereo cancelation. First, the nonuniqueness
problem essentially disappears if two or more statisti-
cally independent and spatially separated sources are
simultaneously active in the transmitting room. This is
because R1 and R2 would have to satisfy an equation
of the type of (45.43) for each additional indepen-
dent source, with impulse responses appropriate to that
source. Except in some highly improbable situation
these equations will be linearly independent. Therefore
the only possible solution would be R1(z)= R2(z)= 0.
However, the fact that the solution is unique when two
or more sources are active is not of much use for a tele-
conference because most of the time only one person
speaks at a time.
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The second observation is that all room responses
have tails extending beyond the length L modeled by
the adaptive filter. Therefore, theoretically there is the
possibility that the frequency response of the transmit-
ting room impulse responses varies more rapidly with
frequency than is possible for the adaptive filter response
to replicate. This too would tend to force the misalign-
ment to zero in order to satisfy (45.43). However, in any
practical situation this fact is also of little consequence
because, in any usable implementation of an echo can-
celer, L has to be large enough that the tails are quite
negligible. We will mention the effect of these tails a bit
more quantitatively in the following section.

45.3.2 Solutions
for the Nonuniqueness Problem

Examination of (45.38) suggests a possible solution,
first proposed in [45.52]. If the signals x1(n) and x2(n)
were uncorrelated they would not be able to compensate
for each other. The minimum of the error (zero in the
ideal case) would then be obtained only when the two
misalignments r1(n) and r2(n) were both zero.

Thus, one could try decorrelating the two-channel
signals. Of course, x1(n) and x2(n) cannot be completely
decorrelated because then the stereo effect itself would
be lost. The challenge, therefore, is to decorrelate them
by an amount adequate to make the adaptive algorithm
converge, yet small enough to be perceptually negligible.

Several attempts have been made to exploit this idea.
One simple proposal is to add uncorrelated noise sig-
nals to x1(n) and x2(n). Adding white Gaussian noise
does improve convergence [45.52] but it needs to be at
a level that degrades the perceptual quality of the signals.
Adding so-called Schroeder noise is still not satisfactory.
[Schroeder noise for a signal x(n) is given by εγ (n)x(n),
where γ (n) are independent identically distributed ran-
dom variables that take on the values ±1 with equal
probability, and the constant ε controls the level of the
noise. This noise has the property that it is white and
has a time-varying variance that is proportional to the
local variance of x(n). Therefore it is perceptually less
disturbing than white noise of constant variance.]

Another method of decorrelation is to introduce
a time-varying filter in one of the channels, say x1(n).
One suggestion [45.53] is to periodically introduce
a one-sample delay. To get a rough idea of the effect
of a one-sample delay, let us make the approximation
x1(n−1)≈ x1(n)−Tx′1(n), where T is the sampling in-
terval and x′1 denotes the derivative of x1. With this
approximation it is seen that the proposal is essentially

equivalent to periodically adding a noise proportional
to the derivative of the signal. Another suggestion of
this general nature is [45.54] to insert an all pass fil-
ter that introduces a frequency-dependent group delay
whose magnitude is randomly varying in time. Again,
because of the small amount of delay introduced, this is
equivalent to adding a frequency shaped noise.

A very effective way of dealing with the nonunique-
ness was proposed in [45.55]. The proposal is to distort
the signals x1(n) and x2(n) by passing each through
a zero-memory nonlinearity. The rationale for this rather
drastic proposal is as follows. Consider the RLS algo-
rithm. The optimal filter is obtained as the solution of
(45.29). For the present discussion the recursive update
of the estimate is not of interest. So to keep the notation
simple we will omit the time index n on all vectors and
matrices. The important point is that, if there is a single
active source in the transmitting room, and the trans-
mitting room impulse responses are of length ≤ L , then
the correlation matrix R is readily shown to be singu-
lar. This is a direct consequence of the linear relation
between the signals x1(n) and x2(n) given in (45.39).
Since room responses are infinitely long, as noted at the
end of the last section, R is in principle not singular but
highly ill-conditioned.

For the two-channel case the matrix R has the struc-
ture

R=
(

R11 R12

R21 R22

)
, (45.44)

where the submatrices Rpq =∑n
m=−∞ λn−m xp(m)

xT
q (m), for p, q = 1, 2. Asymptotically, for large L these

submatrices become circulant matrices. Hence it follows
that

Rpq = F−1Spq F , p, q = 1, 2 , (45.45)

where F is the discrete Fourier transform matrix,
and Spq is a diagonal matrix whose diagonal ele-
ments Spq( f ), f = 0, . . . , L−1, constitute the discrete
Fourier transform of the first row of Rpq . Thus S11 and
S22 are the auto spectra and S12 and S21 the cross spectra
of x1(n) and x2(n).

This fact can be used to show that the eigenvalues of
R are lower bounded by 1−|γ ( f )|2, where γ ( f ) is the
coherence function at frequency f , defined as

γ ( f )= S12( f )√
S11( f )S22( f )

. (45.46)

If |γ ( f )| becomes equal to 1 at any of the discrete
frequencies, the matrix becomes singular.
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The aim of decorrelating the signals x1(n) and x2(n)
is to reduce |γ ( f )| at all f . Additive uncorrelated noise,
as well as the time-varying all-pass filters, decreases the
coherence function. However, as pointed out earlier the
amount of additive noise needed for proper convergence
is unacceptably high. What about the possibility of re-
ducing the coherence by some fixed transformation of
the signals? A linear transformation will not do because
the coherence function is invariant under linear trans-
formations. Hence the proposal is to try some nonlinear
transformation.

We have given the above derivation in some detail
because it turns out that a very simple zero-memory
nonlinearity works rather well. That nonlinear trans-
formation [45.55] is obtained by adding to the signal
a full-wave rectified version of itself, scaled by a con-
stant α that controls the amount of nonlinearity. The
nonlinearity can be written

x̃i (n)= xi (n)+α|xi (n)| , i = 1, 2 . (45.47)

To deal with certain pathological situations (almost
never encountered in practice) α is replaced by −α in
one of the channels.

Such a nonlinearity allows convergence of the
misalignment. Yet, somewhat surprisingly, for speech
signals it is hardly perceptible for α even as large as 0.2.
The reason we surmise is that voiced portions of a speech
signal are rich in harmonics of the fundamental fre-
quency; hence the distortion products are hidden under
existing harmonics. Several other transformations have
been tried [45.56] but have not shown any improvement
over the simple nonlinearity shown in (45.47).

Although this nonlinear transformation provides
a good solution to the nonuniqueness problem for
teleconferencing, it does not provide a completely satis-
factory solution for music signals. For complex musical
signals consisting of several instruments playing to-

gether, the distortion is almost imperceptible, as in
the case of speech signals. However, for certain mu-
sic signals the nonlinearity introduces an unacceptable
degradation. The signal from a flute, for instance, is al-
most a pure sinusoid. The distortion products for such
a signal are quite perceptible.

Even after the introduction of the nonlinearity of
(45.47) the reduction in coherence is fairly small in
several regions of the spectrum. Hence for good per-
formance a rapidly converging algorithm like RLS is
still required.

An improved use of nonlinear distortion is presented
in [45.56]. The distortion used is the one shown in
(45.47), except that in one of the channels α is mul-
tiplied by a time-varying parameter σ . The magnitude
of σ is unity, but its sign is flipped at every positive-
going zero crossing of the signal. The signals α|x1(n)|
and σα|x2(n)| are shown to be uncorrelated with each
other and with the signals x1(n) and x2(n). However, the
main modification introduced is that four adaptive fil-
ters are used to model the echo instead of the usual two.
Two of these filters, ĥ1 and ĥ2, have the signals x1(n)
and x2(n) as inputs, and the other two filters, h1 and h2,
have the signals α|x1(n)| and σα|x2(n)|, respectively, as
inputs. The sum of the outputs of all four adaptive fil-
ters is subtracted from the echo to give the error signal
that controls all four adaptive filters. It has been shown
that the filters h1 and h2 adapt quite rapidly because
their inputs are uncorrelated with each other as well as
with x1(n) and x2(n). The actual cancelation is done by
two additional filters whose coefficients are copied from
the filters h1 and h2 in a manner similar to that used
in the two-echo-path model described in Sect. 45.2.5.
The adaptation is claimed to be rapid enough so that the
NLMS algorithm is adequate. This advantage is offset
by the fact that one now needs two more adaptive filters
and two canceling filters.

45.4 Summary

This chapter dealt with the problem of echoes that arise
during a telephone conversation. The traditional method
for dealing with echoes on telephone circuits was a de-
vice known as an echo suppressor. It was shown that
when echoes arrive with a long delay, e.g., in satel-
lite communication, echo suppressors do not provide

a satisfactory solution. During the 1960s a new de-
vice, called an echo canceler, was developed to deal
with this problem. This chapter described the operation
of such a device in great detail. Also discussed were
more-recent applications of echo cancelers to single-
and multichannel teleconferencing.
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Dereverberat46. Dereverberation

Y. Huang, J. Benesty, J. Chen

Room reverberation is one of the two major
causes (the other is background noise) of speech
degradation and there has been an increas-
ing need for speech dereverberation in various
speech processing and communication applica-
tions. Although it has been studied for decades,
speech dereverberation remains a challenging
problem from both a theoretical and practical
perspective. This chapter provides a methodical
overview of speech dereverberation algorithms.
They are classified into three categories: source
model-based speech enhancement algorithms for
dereverberation, separation of speech and rever-
beration via homomorphic transformation, and
speech dereverberation by channel inversion and
equalization. We outline the basic ideas behind
these approaches, explain the assumptions they
make, and discuss their characteristics as well as
performance.
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46.1 Background and Overview

46.1.1 Why Speech Dereverberation?

Speech is probably the most natural and efficient form
of human–human communication and arguably for
human–machine interaction. But voice in rooms is sub-
ject to degradation caused by acoustic reverberation in
addition to ambient noise.

Reverberation is the collection of reflected sounds
from the surfaces in an enclosure. It adds warmth to
sound, which is essential for music, and helps people
better orient themselves in the listening environment.
However, room reverberation leads to temporal and
spectral smearing, which would distort both the envelope
and fine structure of a speech signal. As a result, speech
becomes difficult to be understood in the presence of

room reverberation, especially for hearing-impaired and
elderly people [46.1] and for automatic speech recogni-
tion systems [46.2, 3]. This gives rise to a strong need
for effective speech dereverberation algorithms.

A speech dereverberation algorithm employing ei-
ther one or multiple microphones is intended to suppress
or compensate the effect of room reverberation such that
the original clean speech can be faithfully recovered or
its intelligibility is improved. Since neither the source
speech signal nor the acoustic channel impulse responses
are known a priori, speech dereverberation is a difficult,
blind problem. This practical importance and theoreti-
cal challenge have inspired great amounts of research
into this area in the last four decades. While signifi-
cant progresses have been made, it is still far away from
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claiming victory in the battle against room reverbera-
tion. This chapter provides an overview of the state of
the art of research into speech dereverberation problem.

46.1.2 Room Acoustics
and Reverberation Evaluation

Before we present various speech dereverberation
methods, it is important to get an idea as to how re-
verberation impairs speech quality and how we can
quantitatively describe the level of reverberation that
proportionally indicates the amount of reduction in
speech intelligibility.

Many psychoacoustic studies have reported that hu-
man perceptions of reflected sounds with short and long
delays are different. It was clearly explained in [46.4]
that, for long delays, a clutter of separate echoes is
heard; but if the delay is short, the ear cannot distinguish
the time difference between the direct and reverber-
ant sounds. As such, a room impulse response can
be broken into three parts: direct-path response, early
and late reverberations, as illustrated in Fig. 46.1 with
a sample acoustic impulse response measured in the
varechoic chamber at Bell Labs. The cutoff time delay
kc with respect to direct sound between early and late
reverberations is about 50 ms for speech and 80 ms for
music.

Due to the so-called precedence effect [46.5], early
reverberations tend to perceptually reinforce the direct
sound and are therefore considered harmless to speech
intelligibility. However, the frequency response of early
reverberations is rarely flat such that the speech spectrum
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Fig. 46.1 Illustration of a sample acoustic impulse response meas-
ured in the varechoic chamber at Bell Labs

is distorted and a change in speech quality is perceived.
This procedure is known as coloration.

The impact of late reverberations on speech intelli-
gibility can be interpreted from two perspectives. First,
when examining the time sequence of a clean speech
signal, one observes that the difference in level between
a peak and its adjoining valley is evident. But after late
reverberations add energy in the valleys between peaks,
the difference becomes blurred and speech intelligibility
gets worse. Second, reverberant sounds with long delays
can stretch out to the following syllables or even next
word and mask them as interference, which causes diffi-
culty in understanding the meaning that those syllables
and words convey. The degree of difficulty varies, de-
pends on how long reverberant sounds persist and how
strong they are relatively to the direct sound.

It is then easy to understand why the level of rever-
beration is typically measured by the reverberation time,
which was introduced by Sabine in [46.6] and is defined
as the length of time that it takes the reverberation to
decay 60 dB from the level of the original sound. For
measuring (or more precisely, estimating) the reverber-
ation time of an acoustic impulse response, Schroeder’s
backward integration [46.7] is probably the most widely
used method; a general guideline was suggested in [46.8]
as to how the measured impulse response can be ac-
curately truncated at the knee where the main decay
slope intersects the noise floor. The reverberation time
for a typical room in a home or office ranges from 100 ms
(slightly reverberant) to 600 ms (highly reverberant).

Another reverberation measure as an objective pred-
icator of speech intelligibility is the early to late energy
ratio (ELER) [46.9], which is defined in dB as follows:

ELER� 10 log10

[∑kd+kc−1
k=kd

h2(k)∑kd+Lh−1
k=kd+kc

h2(k)

]
, (46.1)

where h(k) is a discrete-time acoustic impulse response,
kd is the time delay of arrival via the direct path, kc
corresponds to the cutoff time delay separating early and
late reverberations, and Lh is the length of the impulse
response. This ratio is also known as the clarity index.

46.1.3 Classification
of Speech Dereverberation Methods

There are different ways to classify various existing
speech dereverberation algorithms, depending on what
one is interested in. With the number of microphones
as the feature to focus on, speech dereverberation can
be classified into the classes of single- and multichan-
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Dereverberation 46.2 Signal Model and Problem Formulation 931

nel methods. But in this chapter, we care more about the
underlying principles and therefore choose to classify
speech dereverberation methods into the following three
groups: source model-based speech dereverberation,
separation of speech and reverberation via homomorphic
transformation, and speech dereverberation by chan-
nel inversion and equalization. This classification is
reflected by the structure of this chapter.

Source model-based speech dereverberation methods
compute an estimate of the clean speech by us-
ing our a priori knowledge about the structure of
clean speech signals and how they are distorted
by room reverberation. Typical algorithms in this
group include linear-predication (LP) residual enhance-
ment methods [46.10–13], harmonic filtering [46.14],
and speech dereverberation using probabilistic mod-
els [46.15]. They employ either speech production
model or other statistical speech models. In Sect. 46.3,
we will discuss these algorithms.

The reverberation process in the time domain is
mathematically depicted as a convolution of a clean
speech sequence with an unknown room impulse
response. In the second group of methods, speech dere-
verberation is carried out from the perspective of signal
separation in the light of cepstral analysis, which is a ho-
momorphic transformation (see [46.16, Chap. 12] and

the references therein for a more complete description
of homomorphic systems and cepstral analysis). Since
signals that are convolved in the time domain have com-
plex cepstra that are additively combined, speech and
reverberation can be more feasibly separated in the cep-
stral domain. There are two major techniques in this
group: cepstral liftering [46.17–20], and cepstral mean
subtraction/high-pass filtering of cepstral frame coeffi-
cients [46.21–23], which will be studied in Sect. 46.4.

Speech dereverberation by channel inversion and
equalization seeks to estimate an inverse filter of the
acoustic impulse response. This is a commonly used de-
convolution approach. But the main problem is that the
acoustic impulse response must be known, or blindly
estimated, for successful dereverberation. Since there
is a significant difference in difficulty and complex-
ity of channel estimation and inversion for single- and
multichannel systems, we further divide this class of
speech dereverberation methods into the techniques for
single- and multichannel systems. For a single-channel
acoustic system, we have direct inverse, minimum mean
square error (MMSE), and least-squares algorithms.
For a multichannel acoustic system, we can use either
beamforming [46.24], matched filtering [46.25], or mul-
tichannel inverse theorem (MINT) method [46.26]. All
these algorithms will be developed in Sect. 46.5.

46.2 Signal Model and Problem Formulation

In a reverberant environment, the signal that a single
microphone captures is the convolution of the source
speech signal and the corresponding channel impulse
response plus additive noise:

x(k)= s(k)∗h+b(k) , (46.2)

where x(k), s(k), and b(k) are the microphone output,
source speech signal, and background noise at time k,
respectively, h is the channel impulse response, and ∗
denotes linear convolution. In acoustic signal process-
ing, the channel impulse response is usually modeled
as an finite impulse response (FIR) filter [46.27]. More-
over, since room acoustics change slower than speech,
it is usually assumed that the channel impulse response
is time invariant (at least short-time time invariant) for
speech dereverberation. As a result, for ease of pre-
sentation and discussion, h in (46.2) is not considered
as a function of time. Putting (46.2) into vector/matrix
form, we get

x(k)= hTs(k)+b(k) , (46.3)

where

h= [ h(0) h(1) · · · h(Lh−1) ]T ,
s(k)= [ s(k) s(k−1) · · · s(k− Lh+1) ]T ,

and Lh is the length of h.
When multiple microphones are available, we have

a single-input multiple-output (SIMO) system and, sim-
ilar to (46.3), each microphone output is given by

xn(k)= hT
n s(k)+bn(k) , n = 1, 2, · · · , N ,

(46.4)

where N is the number of microphones, xn(k), hn , and
bn(k) with respect to microphone n are similarly defined
as in the case of single microphone.

The task of speech dereverberation is to recover
s(k), given only the observed microphone signal x(k)
or signals xn(k) (n = 1, 2, · · · , N), without assuming
any a priori knowledge regarding h or hn , respectively.
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932 Part H Speech Enhancement

46.3 Source Model-Based Speech Dereverberation

Signal modeling is based on our knowledge about the
signal source and has been found very useful for var-
ious signal processing and communication systems. In
particular, source models are important to signal en-
hancement. A good signal model provides a concise
and insightful description of how the signal is produced.
Consequently, when applying the model, we enhance
the signal in a smaller space of the model parameters
such that a practical and effective system can be im-
plemented in a very efficient manner. Following this
line of ideas, we will study source model-based speech
dereverberation methods first in this section.

46.3.1 Speech Models

Speech Production Model
Speech is produced by our articulation systems, which
can be abstracted by a source-vocal-tract model. The
traditional framework for speech analysis is centered
around the speech production model first proposed by
Homer Dudley at Bell Laboratories in the 1930s [46.28].
In this model, as depicted in Fig. 46.2, speech is pro-
duced by passing an excitation through a time-varying
all-pole filter. The coefficients of the all-pole filter hinge
on the shape of the vocal tract for the specific sound be-
ing generated. The excitation signal e(k) is either a pulse
train for voiced speech or random noise for unvoiced
sound. The speech signal is then written as

s(k)=
P∑

p=1

aps(k− p)+ e(k) , (46.5)

where P and the ap are the order and the coefficients of
the all-pole filter, respectively. By analyzing s(k) with
linear prediction [46.29,30], we can determine ap and the
excitation e(k), which is also called LP residual signal.

7��!��
�	��
��
9�
�������	���

���!������


���!������

����


"��

�
�
��	��

D�����
!

����
!

��

��
# �"�

���
4�������
���4���
����	
�

3 �"�

"��
�	����

%&��	�	��� ������	���	

Fig. 46.2 The speech production model

Statistical Speech Models
Speech is an intrinsically random process. Therefore, in
addition to describing a speech signal in a determinis-
tic manner, we can alternatively choose to characterize
speech with a statistical model. Nowadays, the most suc-
cessful statistical speech model is the hidden Markov
model (HMM). Its merits were recognized as the statis-
tical pattern matching based on Bayes’ theorem becomes
a dominant approach to speech recognition. HMM
keenly captures two levels of variation: one due to the un-
certainty in the realization of a particular sound and the
other due to the uncertainty in the sequential changes
from one sound to another [46.31]. But HMM is too
complex a model to be employed in a real-time speech
dereverberation system.

For speech dereverberation, a simplified statistical
speech model such as that proposed in [46.15] is de-
sired. This is a probabilistic speech production model
in which the joint probability density function (PDF) of
a frame of clean speech samples s, the LP feature vector
θ � [a1, a2, · · · , aP, σe]T, and the index c of a cluster
of speech frame is expressed using the chain rule as
follows:

p(s, θ, c)= p(s|θ, c)p(θ|c)p(c) . (46.6)

Note that here we omit the frame index for ease of pre-
sentation. Moreover, the excitation is assumed to be
a zero-mean Gaussian random process with variance
σ2

e and then the conditional PDF p(s|θ, c) is calculated
using the speech production model (46.5) as follows:

p(s|θ, c)= p(e= x ∗aLPE)∼N
(
0, σ2

e

)
, (46.7)

where aLPE is the linear prediction error filter whose
transfer function is given by

ALPE(z)= 1−
P∑

p=1

apz−p ,

and N (0, σ2
e ) denotes a Gaussian distribution with mean

0 and variance σ2
e . The LP coefficients and excitation are

considered independent such that

p(θ|c)= p(a1, a2, · · · , aP |c) · p(σe|c) . (46.8)

It is further asserted that the LP coefficients are Gaus-
sian distributed and the nonnegative random variable σe
is Gamma distributed. The parameters of the two dis-
tributions depend on the cluster. They are estimated by
training and so is the a priori distribution p(c). In [46.15],
the cluster size was 256.
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Finally, the distribution of a clean speech frame is
obtained:

p(s)=
∑

c

⎡
⎣∫

θ

p(s, θ, c)dθ

⎤
⎦ . (46.9)

For simplicity, the integration over all possible feature
vectors (θ) and the summation over all speech clusters
(c) are omitted in [46.15], which leads to

p(s)≈ p(s, θ, c)= p(s|θ, c)p(θ|c)p(c) . (46.10)

46.3.2 LP Residual Enhancement Methods

According to the speech production model, speech is
produced as an all-pole filter is excited by a pulse train
or noise-like signal. Since an acoustic channel is usually
modeled as an FIR filter whose transfer function consists
of only zeros for speech dereverberation and many other
acoustic signal processing problems, it was assumed that
room reverberation would introduce only zeros into the
microphone signals and, as a result, would primarily af-
fect only the nature of the speech excitation sequence,
having little impact on the all-pole filter [46.10]. There-
fore, speech dereverberation can be accomplished by
leaving the LP coefficients untouched and processing
only the speech excitation signal obtained as the residual
following LP analysis, as illustrated in Fig. 46.3.

LP residual of voiced speech is a well-structured
pulse train, which would be smeared when room re-
verberation is present. Therefore reverberation effect
can be clearly identified and readily eliminated in these
periods of time. There have been a number of LP resid-
ual enhancement methods in the literature of speech
dereverberation, which are based on this idea. In the fol-
lowing, we will review these methods in the order of
their publication date:

Wavelet Transform Domain
LP Residual Enhancement [46.10]

Brandstein and Griebel observed that a wavelet is the
derivative of a smoothing function, which leads to the
fact that a wavelet transform will contain local extrema
at large changes in the examined signal. Therefore, they
argued that impulses in the residual signal of voiced
speech will manifest as extrema are detected. The de-
sired wavelet extrema that correspond to the impulses
in the clean LP residual are estimated via a clustering
method and finally the LP residual sequence is enhanced.

Although the significance of the wavelet extrema in
the unvoiced speech segments is not as clearly under-
stood, the authors reported that this wavelet transform
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Fig. 46.3 Block diagram of an LP residual enhancement method for
speech dereverberation

domain LP residual enhancement method is also effec-
tive in reconstructing a noise-like residual signal.

LP Residual Enhancement
via Kurtosis Maximization [46.13]

Speech is a super-Gaussian random process whose kur-
tosis is greater than 3. [Kurtosis (Pearson kurtosis) is the
fourth central moment divided by the fourth power of
the standard deviation. Kurtosis measures the degree of
peakedness of a distribution. The Gaussian distribution
has a moderate tail and its kurtosis is 3. A super-Gaussian
distribution has a high peak around its mean and a small
tail, leading to a large kurtosis greater than 3. On the
contrary, a sub-Gaussian distribution with a flat-topped
curve and a long tail has a small kurtosis less than 3.] In
the presence of room reverberation, a microphone signal
is the mixture of the source speech signal and its de-
layed/attenuated copies. According to the central limit
theorem, a mixture of independent non-Gaussian ran-
dom variables is more like a Gaussian-distributed signal.
Therefore, clean speech has a larger kurtosis compared
to its reverberant observations. Gillespie et al. in [46.13]
proposed to use kurtosis as a reverberation metric and
developed an LP residual enhancement algorithm via
kurtosis maximization.

LP Residual Enhancement
via Hilbert Envelope Weighting [46.12]

Yegnanarayana et al. suggested to use the Hilbert enve-
lope for LP residual reconstruction. For an LP residual
signal e(k), its Hilbert envelope is computed as

eHE(k)=
√

e2(k)+ e2
H(k) , (46.11)

where eH(k) denotes the Hilbert transform of e(k). The
Hilbert transform is obtained by switching the real and
imaginary parts of the discrete Fourier transform (DFT)
of e(k) and then taking the inverse DFT. The feature that
the Hilbert envelope has a large amplitude at the instant
of strong excitation makes it a good indicator of glottal
closure, where an excitation pulse takes place. There-
fore, applying the Hilbert envelope to an LP residual as
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934 Part H Speech Enhancement

a weighting function has the effect of emphasizing the
pulse train structure for voiced speech, which leads to
an enhanced LP residual signal with less reverberation.

When there are multiple microphones, the Hilbert
envelopes of the LP residuals from all microphone
outputs can be coherently added as follows

eca, 1(k)=
√√√√ N∑

n=1

e2
HE(k+ τ1n) , (46.12)

where eca, 1(k) is the coherent average of the Hilbert
envelopes with respect to microphone 1, and τ1n is the
relative time difference of arrival between microphone 1
and n. This average can further suppress large amplitude
spikes in the Hilbert envelope caused by reverberation
and therefore can improve the performance of speech
dereverberation.

Discussion
Speech dereverberation by LP residual enhancement is
motivated by the assumption that room reverberation
would have very little impact on the estimated vocal-
tract responses but distort only the residual signal of LP
analysis. Although intuitively making some sense, the
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Fig. 46.4 Comparison of the all-pole filter responses for a clean
speech signal (solid line) and its microphone output (dotted line)
obtained by convolving the clean speech with an acoustic impulse
response measured in a reverberant environment with an approxi-
mately 580 ms T60 reverberation time in the absence of noise. The
sampling rate is 8 kHz and the two signals have been properly re-
aligned prior to LP analysis. The order of the all-pole filter is P = 10.
The frame size is 10 ms and the analysis window is 30 ms long with
2/3 overlapping. The results of only five frames are plotted here

assumption has not yet been justified in practice and,
on the contrary, it disagrees somewhat with our experi-
ence. As shown by a comparison of a clean speech signal
and its reverberant microphone output in Fig. 46.4, their
vocal-tract responses estimated by LP analysis are sig-
nificantly different: even the first two formants have been
altered by room reverberation most of the time.

However, the inaccuracy of the assumption does not
lead to the imprudent conclusion that algorithms based
on LP residual enhancement are futile or ineffective
for speech dereverberation. From a signal processing
perspective, LP analysis essentially prewhitens the mi-
crophone outputs. Its impact on the signal will be
compensated by the inverse LP filter at the end. There-
fore the key point to success for this class of methods is
whether room reverberation could be much more easily
offset by processing the prewhitened LP residual signals.
The LP enhancement algorithms presented in this sec-
tion can remove strong reverberations at best. They are
quite helpless in combating weak reverberations in the
tail of an acoustic impulse response, which unfortunately
are also harmful to speech intelligibility. In addition,
speech artifacts are usually introduced, which makes
the dereverberated speech sound unnatural. Therefore,
LP residual enhancement-based speech dereverberation
methods can only achieve moderate successes in rela-
tively low-reverberant environments.

46.3.3 Harmonic Filtering

Harmonic structure is an important attribute of speech,
particularly voiced speech whose excitation is produced
by the vibrating vocal cord. In the frequency domain,
the spectrum of a voiced speech signal is composed of
a fundamental frequency F0 (i. e., pitch) and a series of
harmonics. As long as the harmonics are precise mul-
tiples of the fundamental, the voice sounds clear and
pleasant. But when nonharmonic components are added
as room reverberation possibly does, varying degrees of
roughness, harshness, or hoarseness will be perceived.

Motivated by this psychoacoustic fact, Nakatani
et al. proposed in [46.14] to conduct speech derever-
beration by suppressing the nonharmonic components
and reconstructing the damaged harmonic structures.
In such an algorithm, it is critical to estimate the
fundamental frequency of a reverberant speech signal
accurately, which itself is not an easy problem, as dis-
cussed in detail in [46.32]. After the F0 is determined,
the harmonic components are extracted from the speech
spectrum to form an enhanced speech spectrum (for
voiced speech segments only). By comparing the en-
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hanced and corresponding reverberant speech spectrum,
a dereverberation filter is calculated. A mean dereverber-
ation filter is obtained by averaging the dereverberation
filters of different voiced speech segments. Finally, ap-
plying the mean dereverberation filter to the entire
reverberant speech sequence yields the dereverberated
signal. It is suggested to repeat this procedure once more
to obtain better performance.

Discussion
Harmonic filtering is a perception-based speech en-
hancement method for dereverberation. It eliminates the
nonharmonic components, which contain both speech
and reverberation even in the periods of voiced speech.
Consequently, artifacts can be perceived in the enhanced
signal. In addition, the dereverberation filter is estimated
from voiced speech segments. Its performance for un-
voiced speech segments cannot be theoretically analyzed
and predicted. Moreover, the harmonic filter method
ignores the reverberation effect on the harmonic compo-
nents, which certainly prevents perfect dereverberation
even in a presumably ideal case. Finally, this is an of-
fline technique and cannot be implemented in real time.
This makes it less attractive for many speech processing
and communication applications.

46.3.4 Speech Dereverberation
Using Probabilistic Models

LP residual enhancement and harmonic filtering
methods are all based on the deterministic speech pro-
duction model. In [46.15], Attias et al. attempted to
use the probabilistic models described previously in
Sect. 46.3.1 for speech dereverberation.

Given a frame of the microphone output x, speech
dereverberation is carried out by estimating a frame of
speech signal ŝ that gives the largest posterior probability
p(s|x):

ŝ = arg max
s

p(s|x) . (46.13)

Since

p(s|x)= p(x, s)

p(x)
, (46.14)

maximizing p(s|x) is equivalent to maximizing the joint
distribution p(x, s). By using the chain rule and incor-
porating the probabilistic clean speech model (46.10),
we have

p(x, s)= p(x|s)p(s)≈ p(x|s)p(s|θ, c)p(θ|c)p(c) .
(46.15)

The a priori distribution p(x|s) is computed by using
the signal model given by (46.2) and assuming the
knowledge of the distribution of the additive noise:

p(x|s)= p(b= x−h ∗ s) . (46.16)

If the additive noise is Gaussian distributed with zero
mean and variance σ2

b , then

p(x−h ∗ s)∼N
(
0, σ2

b

)
. (46.17)

Clearly, the joint distribution p(x, s) depends on the
speech signal’s characteristics (s, θ, c) and the acous-
tic channel conditions (h, σ2

b ). While s is the target, the
other variables also need to be estimated. In [46.15], the
iterative expectation-maximization (EM) algorithm was
employed.

In the E-step, the algorithm computes the expected
value of the clean speech using the current estimate of the
acoustic channel conditions and the microphone signal

ŝ(κ+1)= E
{

s
∣∣∣x, ĥ(κ), σ̂2

b (κ)
}
, (46.18)

where E{·} denotes mathematical expectation and κ is
the iteration step index. In the M-step, the algorithm uses
the data from the E-step, as if it were clean speech, to de-
termine a maximum-likelihood estimate of the acoustic
channel conditions:[

ĥ(κ+1), σ̂2
b (κ+1)

]
= arg max

h,σ2
b

p
[
ŝ(κ+1)|x, h, σ2

b

]
. (46.19)

The EM algorithm iterates (46.18) and (46.19) until
convergence.

Discussion
While the algorithm presented in this subsection looks
sophisticated, its essence is not difficult to be compre-
hended: as previously explained, speech dereverberation
is challenging since it is a blind problem where nei-
ther the clean speech nor the channel impulse response
is known; if an estimated speech distribution (which
can be achieved by training) is provided, then we can
process the microphone signals such that the enhanced
signal matches the speech distribution well. The E-step
performs essentially speech recognition in which the
knowledge of the acoustic channel is assumed (the chan-
nel impulse response estimated in the previous step is
used). Using the recognized speech, the algorithm then
tries to estimate the acoustic channel impulse response
in the M-step, which is a typical system identification
problem where a reference signal is available. After
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convergence, not only has speech been dereverberated,
but also an estimate of the acoustic channel impulse
response can be generated.

Although the idea appears technically sound, its
effectiveness for speech dereverberation has not yet
been justified with simulations. Speech recognition
improvement in terms of accuracy for a common rec-
ognizer processing speech signals with and without
dereverberation (one of the key performance measures)
was unfortunately not reported. Statistical model-based
speech dereverberation relies largely on the accuracy
of the model, but one needs to trade off model ac-
curacy for intractability. For example, the number of

speech clusters has to be moderate. It is unexpected
that such an algorithm can work well without care-
ful tuning, which is similar to speech recognition
systems.

The statistical speech model-based dereverberation
method produces an estimate of the acoustic channel im-
pulse response as a byproduct. From the perspective of
blind system identification, this algorithm actually uses
higher-order statistics (HOS) to estimate the channel
impulse responses. But computing reliable HOS needs
a great amount of data samples, which together with in-
tensive computational complexity, makes the algorithm
difficult to implement in real-time systems.

46.4 Separation of Speech and Reverberation
via Homomorphic Transformation

Homomorphic transformation is a well-known signal
processing method, which transforms nonadditively
combined signals into a vector space in which the trans-
formed signals are additively mixed [46.16]. To process
signals that have been combined by convolution, cep-
strum analysis is the most widely used homomorphic
transformation. For a signal x(k), its complex cepstrum
(subscript ‘c’) is defined as

xc(k)= IFFT{ln[FFT{x(k)}]} , (46.20)

where FFT{·} and IFFT{·} are the fast Fourier and inverse
fast Fourier transforms, respectively. If x(k)= h ∗ s(k),
then in the cepstral domain we have

xc(k)= hc+ sc(k) , (46.21)

and we can separate sc(k) and hc by means of linear fil-
tering. The cepstrum transform was found to be very
useful for deconvolution and has also been applied to
speech dereverberation, particularly in robust speech
recognition systems.

46.4.1 Cepstral Liftering

In order to separate the complex cepstra of a clean speech
signal and an acoustic channel impulse response, we
need to look for a property by which the two components
can be differentiated. It is believed from observations
that speech’s cepstrum only has low-time components
concentrated around the cepstral origin, whereas a typ-
ical acoustic channel impulse response is characterized
by pulses with rapid ripples located far away from the

cepstral origin. Therefore, an estimate of the speech
cepstrum ŝc(k) can be obtained by low-time liftering
the microphone signal’s cepstrum. (Low-time lifter-
ing refers to the operation that keeps low-time while
suppressing high-time cepstral components. Low-time
liftering in the cepstral domain is analogous to low-pass
filtering in the frequency domain.)

Cepstral liftering relies on empirical evidence and
uses a number of heuristics to determine the proper
cutoff time for low-time liftering [46.17, 18]. Com-
mon problems with this kind of speech dereverberation
techniques include inconsistent performance and the
introduction of new distortion to the speech signal.
Therefore, it has little use in real-world speech derever-
beration systems for speech communication. The ideal
of cepstral liftering (or log-spectral filtering) was also
proposed for speech dereverberation in early speech
recognition systems, include bandpass liftering [46.19]
and cepstral weighting [46.20]. However, their effective-
ness is also limited.

46.4.2 Cepstral Mean Subtraction
and High-Pass Filtering
of Cepstral Frame Coefficients

While cepstral liftering is an intraframe technique for
speech dereverberation, interframe features of speech
and acoustic room impulse responses can also be ex-
ploited to separate speech from reverberation. Since
speech usually varies at a faster rate than acoustic room
impulse responses, the channel impulse response is rea-
sonably considered as stationary over short times. Then
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taking the average of (46.21) over a proper duration of
time yields

x̄c = hc+ s̄c , (46.22)

where x̄c and s̄c are the short-time means of xc(k)
and sc(k), respectively. In cepstral mean subtraction
(CMS) [46.21], the short-time mean of speech cepstrum
is assumed to be zero, which leads to x̄c = hc. Therefore
the dereverberated speech cepstrum will be given as

ŝc(k)= xc(k)− x̄c . (46.23)

Subtracting the short-time cepstral mean removes the
direct-current (DC) component while keeping their
quickly varying counterparts. This idea can easily be
generalized to high-pass filtering of cepstral frame
coefficients, which is known as the relative spectral
processing (RASTA) method [46.22].

Both the CMS and RASTA methods assume that the
speech cepstrum has zero mean, which is not precisely so
in practice. Observing this drawback, Rahim and Juang
proposed the signal bias removal (SBR) algorithm in
which speech cepstrum vectors are classified into a num-
ber of clusters and each cluster has a different speech
cepstral mean estimate [46.23]. Compared to the CMS
and RASTA, the SBR algorithm is more computation-
ally intensive and is hence less popular in robust speech
recognition systems combating room reverberation and
channel distortion.

All these cepstrum domain algorithms were pro-
posed from the speech recognition research community.
While various levels of speech dereverberation effect
were reported for speech recognizers, they are not very
effective for speech communication where the human
auditory system is the target.

46.5 Channel Inversion and Equalization

Although it is debatable whether it is necessary in
practice, perfect speech dereverberation is definitely
attractive and can be achieved probably only by tra-
ditional channel inversion and equalization schemes.
In this section, we will review existing channel inver-
sion algorithms for speech dereverberation. Techniques
for single- and multichannel systems will be sepa-
rately developed. We focus merely on linear channel
equalizers, particularly their stability, causality, and
robustness.

46.5.1 Single-Channel Systems

Direct Inverse
Among all existing channel inversion methods, the
most straightforward is the direct inverse method. This
method assumes that the acoustic channel impulse re-
sponse is known or has already been estimated. Then,
as shown in Fig. 46.5a, the equalizer filter is determined
by inverting the channel transfer function H(z), which
is the z-transform of the channel impulse response:

G(z)= 1

H(z)
. (46.24)

In practice, the inverse filter g needs to be stable and
causal. It is well known that the poles of a stable, causal,
and rational system must be inside the unit circle in the
z-plane. As a result, a stable, causal system has a stable
and causal inverse only if both its poles and zeros are in-

side the unit circle. Such a system is commonly referred
to as a minimum-phase system [46.16]. Although many
systems are minimum phase, room acoustic impulse
responses are unfortunately almost never minimum
phase [46.33]. Consequently, while a stable inverse filter
can still be found by using an all-pass filter, the inverse
filter will be infinite impulse response (IIR), which is
noncausal and has a long delay. In addition, inverting
a transfer function is sensitive to estimation errors in
the channel impulse response, particularly at those fre-
quencies where the channel transfer function has a small
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Fig. 46.5a,b Illustration of two well-known channel
equalization approaches to speech dereverberation for
a single-channel system: (a) direct inverse (or zero forc-
ing) and (b) minimum mean square error (or least-squares)
methods
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amplitude. These drawbacks make direct-inverse equal-
izers impracticable for real-time speech dereverberation
systems.

Minimum Mean-Square Error (MMSE)
and Least-Squares (LS) Methods

If a reference source signal rather than an estimate of
the acoustic channel impulse response is available, we
can directly apply a linear equalizer to the microphone
signal and adjust the equalizer coefficients such that the
output can be as close to the reference as possible, as
shown in Fig. 46.5b. The error signal is defined as

e(k)� s(k−d)− ŝ(k)= s(k−d)− g∗ x(k) , (46.25)

where d is the decision delay for the equalizer. Then
the equalization filter g is determined as the one that
either minimizes the mean square error or yields the
least squares of the error signal:

ĝMMSE = arg min
g

E{e2(k)} , (46.26)

ĝLS = arg min
g

K−1∑
k=0

e2(k) , (46.27)

where K is the number of observed data samples. This
is a typical problem in estimation theory. The solution
can be found with well-known adaptive or recursive
algorithms.

For minimum-phase single-channel systems, it can
be shown that the MMSE/LS equalizer is the same
as the direct-inverse or zero-forcing equalizer. But for
non-minimum-phase acoustic systems, the MMSE/LS
method essentially equalizes the channel by invert-
ing only those components whose zeros are inside the
unit circle [46.26]. In addition, it is clear that, for the
MMSE/LS equalizer, a reference signal needs to be ac-
cessible. However, although the MMSE/LS method has
these limitations, it is quite useful in practice and has
been successfully applied for many speech dereverbera-
tion systems.

46.5.2 Multichannel Systems

While not much can be done about channel inversion
when only one microphone is available, the use of multi-
ple microphones opens up a wealth of new opportunities
with speech dereverberation via channel inversion and
equalization.

Beamforming
Beamforming is one of the oldest microphone ar-
ray technique for speech acquisition and enhancement.
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Fig. 46.6 Illustration of spatial filtering with a microphone
array beamformer for speech acquisition and enhancement
in an enclosed environment

A beamformer is a spatial filter that operates on the out-
puts of an array of microphones in order to enhance
the signal coming from one direction while suppressing
acoustic waves propagating from other directions, as
illustrated in Fig. 46.6. While microphone array beam-
forming was primarily motivated to separate sound
sources at different locations, it can effectively reduce
the effect of room reverberation in the acquired speech
signal.

Beamforming technique has two major types: delay-
and-sum and filter-and-sum beamformers, as shown in
Fig. 46.7. For a delay-and-sum beamformer, the estimate
of a targeted speech signal is then given by

ŝ(k)=
N∑

n=1

gn · xn(k− τn) , (46.28)

where the gn are scalars and the delays τn are chosen
such that the signals coming from the targeted source are
aligned in phase in the output. A delay-and-sum beam-
former is simple, but not very powerful. On one hand, it
does not put nulls in the directions of the noise and inter-
ference sources whose positions are already known. On
the other hand, the response of a delay-and-sum beam-
former to an incoming signal depends not only on the
signal’s incident angle but also on the signal’s spectrum.
A delay-and-sum beamformer is essentially a narrow-
band beamformer, which does not have a uniform beam
pattern over a wide frequency span. Consequently, if
we use a delay-and-sum beamformer to capture speech
that is a typical broadband signal, reverberations com-
ing from a direction different from the beamformer’s
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look direction will not be equally attenuated over its en-
tire spectrum. This spectral tilt results in a disturbing
artifact in the array output.

In a filter-and-sum beamformer, as the name sug-
gests, each microphone signal is first processed by
a linear filter and then they are all summed to produce
a dereverberated speech signal

ŝ(k)=
N∑

n=1

gn ∗ xn(k) , (46.29)

where gn is the filter impulse response of length Lg for
the n-th channel. Filter-and-sum beamformers are much
more flexible and work well with wideband speech sig-
nals. The determination of the beamformer filters can
be either data independent or data driven. In the for-
mer case, the filter coefficients and the beam pattern are
relatively fixed. The look direction is steered to the di-
rection of a specified target. In the latter case, the power
of the beamformer output is minimized under the con-
straint that the signals coming from the look direction are
aligned in phase or are distortionless, depending on how
much is known about the acoustic channel from the tar-
get to the array of microphones. The linearly constrained
minimum-variance (LCMV) algorithm developed by
Frost [46.34] is the most studied and most influential
algorithm of this kind. The generalized sidelobe can-
celer (GSC), developed by Griffiths and Jim [46.35],
is rather an interesting way to implement the Frost’s
LCMV algorithm. The GSC algorithm transforms the
LCMV beamforming from a constrained optimization
problem into an unconstrained form. While they are
essentially the same, the GSC has some implemen-
tation advantages, particularly for adaptive operation
in time-varying acoustic environments (see [46.36] for
a more-detailed discussion on the implementation ad-
vantages of the GSC algorithm). One main drawback
of the GSC beamformer is that the cancelation of the
target signals could occur in reverberant acoustic envi-
ronments. Many robust variants of the GSC have been
proposed to combat this problem [46.37–40].

Beamforming is a promising technique for speech
dereverberation, but its performance is limited by a cou-
ple of factors in practice. Other than the issue of
wideband speech signals, the problem of how to deal
with near-field sound sources in reverberant acoustic en-
vironments still lacks of satisfactory solutions and even
a decent framework for analysis. (Beamforming algo-
rithms make a common assumption that the targeted
sound source is in the far field of the array such that the
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Fig. 46.7a,b The structure of (a) a delay-and-sum beamformer and
(b) a filter-and-sum beamformer

wavefronts impinging on the array can be regarded as
plane waves.)

Matched Filtering
In [46.25], Flanagan et al. proposed a matched filtering
algorithm for speech acquisition and dereverberation as
an alternative to beamforming. As opposed to knowing
only the position of the speech source with a beam-
former, the matched filtering algorithm assumes the
availability of channel impulse responses from the tar-
geted speech source to all microphones. Rather than
finding inverse filters for those impulse responses, the
algorithm convolved each microphone output with the
time-reversed source to microphone impulse response,
i. e., the matched filter. Then, without taking additive
noise into account, the dereverberated speech signal is
found as

ŝ(k)=
N∑

n=1

xn(k)∗hMF
n = s(k)∗

(
N∑

n=1

hn ∗hMF
n

)
,

(46.30)
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where

hMF
n (l)=

⎧⎨
⎩hn(−l) , −Lh < l ≤ 0

0 , otherwise
(46.31)

is the matched filter for the nth channel. It was shown
in [46.25] that the matched-filtering algorithm is the-
oretically superior to the delay-and-sum beamformer.
The gain in signal-to-reverberation ratio no longer de-
pends on the number of reflections in the impulse
response, but using full-length matched filters has a se-
rious problem in practice. The convolution of hn with
hMF

n is equivalent to the autocorrelation function of hn ,
which has long tails on both the positive and nega-
tive sides. As a result, pre-echo (an attenuated replica
of a signal that arrives before the actual signal) will
be heard in the output. Pre-echo degrades the qual-
ity of the dereverberated speech signal. To overcome
this problem, a truncated matched filter was suggested
in [46.41]. It can reduce but cannot eliminate the
pro-echo.

Matched filtering is a computationally efficient way
to invert an acoustic channel when its impulse response
is known, but it is by no means ideal. It can only
marginally improve the signal-to-reverberation ratio and
has little conducive impact on reverberation time. Its
superiority over the delay-and-sum beamformer is not
always observed and is not practically evident.

MINT Method
For a SIMO system, let us consider the polynomials
Gn(z) (n = 1, 2, · · · , N) and the following equation:

Ŝ(z)=
N∑

n=1

Gn(z)Xn(z)

=
[

N∑
n=1

Hn(z)Gn(z)

]
S(z)+

N∑
n=1

Gn(z)Bn(z) .

(46.32)

The polynomials Gn(z) should be found in such a way
that Ŝ(z)= S(z) in the absence of noise by using the
Bezout theorem, which is mathematically expressed as

gcd[H1(z), H2(z), · · · , HN (z)] = 1

⇔∃G1(z),G2(z), · · · ,G N (z) :
N∑

n=1

Hn(z)Gn(z)= 1 , (46.33)

where gcd[·] denotes the greatest common divisor of
the polynomials involved. In other words, as long as

the channel impulse responses hn are co-prime (even
though they may not be minimum phase), i. e., the
SIMO system is irreducible, there exists a group of g
filters to completely remove the reverberations and per-
fectly recover the source signals. The idea of using the
Bezout theorem to equalize a SIMO system was first
proposed in [46.26] in the context of room acoustics,
where the principle is more widely referred to as the
MINT theory.

If the channels of the SIMO system share common
zeros, i. e.,

C(z)= gcd[H1(z), H2(z), · · · , HN (z)] = 1 ,
(46.34)

then we have

Hn(z)= C(z)H ′n(z) , n = 1, 2, · · · , N , (46.35)

and the polynomials Gn(z) can be found such that

N∑
n=1

H ′n(z)Gn(z)= 1 . (46.36)

In this case, (46.32) becomes

Ŝ(z)= C(z)S(z)+
N∑

n=1

Gn(z)Bn(z) . (46.37)

We see that by using the Bezout theorem, the reducible
SIMO system can be equalized up to the polynomial
C(z). So when there are common zeros, the MINT equal-
izer can only partially suppress the reverberations. For
more complete cancelation of the room reverberations,
we have to combat the effect of C(z) using either the di-
rect inverse or MMSE/LS methods, which depends on
whether C(z) is a minimum-phase filter.

To find the MINT equalization filters, we write the
Bezout equation (46.33) in the time domain as

Hcg=
N∑

n=1

Hc
n gn = e1 , (46.38)

where

Hc =
[

Hc
1 Hc

2 · · · Hc
N

]
,

g=
[
gT

1 gT
2 · · · gT

N

]T
,

gn =
[
gn(0) gn(1) · · · gn(Lg−1)

]T
,

Part
H

4
6
.5



Dereverberation 46.6 Summary 941

Lg is the length of the FIR filter gn ,

Hc
n =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

hn(0) 0 · · · 0

hn(1) hn(0) · · · 0
...

. . .
. . .

...

hn(Lh−1) · · · · · · ...

0 hn(Lh−1)
. . .

...
...

...
. . .

...

0 · · · 0 hn(Lh−1)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

is an (Lh+ Lg−1)× Lg convolution matrix (superscript
c), and

e1 =
(

1 0 · · · 0
)T

is an (Lh+ Lg−1) × 1 vector.
In order to have a unique solution for (46.38), Lg

must be chosen in such a way that Hc is a square matrix.
In this case, we have:

Lg = Lh−1

N−1
. (46.39)

However, this may not be practical since (Lh−1)/(N−
1) is not necessarily always an integer. Therefore,
a larger Lg is usually chosen and we solve (46.38) for g
in the least-squares sense as

ĝMINT = Hc†e1 , (46.40)

where

Hc† = (
HcT Hc)−1 HcT

is the pseudo-inverse of the matrix Hc.
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Fig. 46.8 Illustration of the MINT approaches to speech derever-
beration for a single-input multiple-output acoustic system

If a decision delay d is taken into account, then the
equalization filters turn out to be

ĝMINT = Hc†ed , (46.41)

where

ed =
(

0 · · · 0︸ ︷︷ ︸
d

1 0 · · · 0︸ ︷︷ ︸
Lh+Lg−d−2

)T

.

MINT equalization is an appealing approach to
speech dereverberation. It can perfectly remove the ef-
fect of room reverberation even though acoustic impulse
responses are not minimum phase. But in practice, the
MINT method is found to be very sensitive to even
small errors in the estimated channel impulse responses.
Therefore, it is only useful when background noise is
weak or well controlled.

46.6 Summary

In this chapter we have attempted to present the
state of the art of speech dereverberation techniques.
We have explained how room reverberation smears
clean speech signals and hence impairs their intel-
ligibility. The difficulty of solving this problem in
practice has been elucidated. We have introduced a new
classification of speech dereverberation algorithms,
according to which well-known and recent develop-
ments fall into the following three categories: source
model-based speech enhancement algorithms for dere-
verberation, separation of speech and reverberation via

homomorphic transformation, and speech dereverber-
ation by channel inversion and equalization. We have
chosen to focus on the ideas behind such a rather
large number of approaches for both single-channel
and multichannel systems; hence we have avoided
tedious derivations of some of the algorithms. We
have discussed in details the merits and drawbacks
of these speech dereverberation algorithms, trying to
shed light on the performance that we believe can
be expected when they are implemented in real-world
systems.
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46.1 A.K. Nábĕlek: Communication in noisy and re-
verberant environments. In: Acoustical Factors
Affecting Hearing Aid Performance, 2nd edn., ed.
by G.A. Studebaker, I. Hochberg (Allyn Bacon,
Needham Height 1993)

46.2 S. Sandhu, O. Ghitza: A comparative study of MEL
cepstra and EIH for phone classification under ad-
verse conditions, Proc. IEEE ICASSP 1, 409–412 (1995)

46.3 B.E.D. Kingsbury, N. Morgan: Recognizing rever-
berant speech with RASTA-PLP, Proc. IEEE ICASSP 2,
1259–1262 (1997)

46.4 D.A. Berkley, J.B. Allen: Normal listening in typical
rooms – the physical and psychophysical correlates
of reverberation. In: Acoustical Factors Affect-
ing Hearing Aid Performance, 2nd edn., ed. by
G.A. Studebaker, I. Hochberg (Allyn Bacon, Need-
ham Height 1993)

46.5 R.Y. Litovsky, H.S. Colburn, W.A. Yost, S.J. Guz-
man: The precedence effect, J. Acoust. Soc. Am.
106, 1633–1654 (1999)

46.6 W.C. Sabine: Collected Papers on Acoustics (Harvard
Univ. Press, Cambridge 1922)

46.7 M.R. Schroeder: New method of measuring re-
verberation time, J. Acoust. Soc. Am. 37, 409–412
(1965)

46.8 D.R. Morgan: A parametric error analysis of the
backward integration method for reverberation
time estimation, J. Acoust. Soc. Am. 101, 2686–2693
(1997)

46.9 H. Kuttruff: Room Acoustics, 4th edn. (Spon, New
York 2000)

46.10 M.S. Brandstein, S.M. Griebel: Nonlinear, model-
based microphone array speech enhancement. In:
Acoustic Signal Processing for Telecommunication,
ed. by S.L. Gay, J. Benesty (Kluwer Academic,
Boston 2000) pp. 261–279, Chap. 12

46.11 B. Yegnanarayana, P.S. Murthy: Enhancement of
reverberant speech using LP residual signal, IEEE
Trans. Speech Audio Process. 8, 267–281 (2000)

46.12 B. Yegnanarayana, S.R. Mahadeva Prasanna,
K. Sreenivasa Rao: Speech enhancement using ex-
citation source information, Proc. IEEE ICASSP 1,
541–544 (2002)

46.13 B.W. Gillespie, H.S. Malvar, D.A.F. Florencio:
Speech dereveration via maximum-kurtosis sub-
band adaptive filtering, Proc. IEEE ICASSP 6,
3701–3704 (2001)

46.14 T. Nakatani, M. Miyoshi, K. Kinoshita: Single-
microphone blind dereverberation. In: Speech
Enhancement, ed. by J. Benesty, S. Makino, J. Chen
(Springer, Berlin, Heidelberg 2005) pp. 247–270,
Chap. 11

46.15 H. Attias, J.C. Platt, A. Acero, L. Deng: Speech de-
noising and dereverberation using probabilistic
models. In: Advances in Neural Information Pro-

cessing Systems, Vol. 13, ed. by S. Thrun, L. Saul,
B. Schölkopf (MIT Press, Cambridge 2001) pp. 758–
764

46.16 A.V. Oppenheim, R.W. Schafer: Discrete-Time Sig-
nal Processing (Prentice-Hall, Englewood Cliffs
1989)

46.17 D. Bees, M. Blostein, P. Kabal: Reverberant speech
enhancement using cepstral processing, Proc. IEEE
ICASSP 2, 977–980 (1991)

46.18 M. Tohyama, R.H. Lyon, T. Koike: Source wave-
form recovery in a reverberant space by cepstrum
dereverberation, Proc. IEEE ICASSP 1, 157–160 (1993)

46.19 B.-H. Juang, L.R. Rabiner, J.G. Wilpon: On the use
of bandpass liftering in speech recognition, Proc.
IEEE ICASSP 1, 765–768 (1986)

46.20 Y. Tohkura: A weighted cepstral distance measure
for speech recognition, IEEE Trans. Acoust. Speech
Signal Process. ASSP-35(10), 1414–1422 (1987)

46.21 B.S. Atal: Effectiveness of linear prediction charac-
teristics of the speech wave for automatic speaker
identification and verification, J. Acoust. Soc. Am.
55(6), 1304–1312 (1974)

46.22 H. Hermansky, N. Morgan: RASTA processing of
speech, IEEE Trans. Speech Audio Process. 2(4),
578–589 (1994)

46.23 M.G. Rahim, B.-H. Juang: Signal bias removal by
maximum likelihood estimation for robust tele-
phone speech recognition, IEEE Trans. Speech
Audio Process. 4(1), 19–30 (1996)

46.24 J.L. Flanagan, J.D. Johnston, R. Zahn, G.W. Elko:
Computer steered imcrophone arrays for sound
transduction in large rooms, J. Acoust. Soc. Am.
78(5), 1508–1518 (1985)

46.25 J.L. Flanagan, A.C. Surendran, E.E. Jan: Spatially
selective sound capture for speech and audio pro-
cessing, Speech Commun. 13, 207–222 (1993)

46.26 M. Miyoshi, Y. Kaneda: Inverse filtering of room
acoustics, IEEE Trans. Acoust. Speech Signal Process.
36, 145–152 (1988)

46.27 Y. Huang, J. Benesty, J. Chen: Acoustic MIMO Signal
Processing (Springer, Berlin, Heidelberg 2006)

46.28 H. Dudley: The vocoder, Bell Labs Rec. 17, 122–126
(1939)

46.29 B.S. Atal, M.R. Schroeder: Predictive coding of
speech, Proc. AFCRL/IEEE Conf. Speech Communi-
cation and Processing (1967) pp. 360–361

46.30 B.S. Atal, M.R. Schroeder: Adaptive predictive cod-
ing of speech, Bell Syst. Tech. J. 49(8), 1973–1986
(1970)

46.31 B.-H. Juang, M.M. Sondhi, L.R. Rabiner: Digital
speech processing. In: Encyclopedia of Physical
Science and Technology, Vol. 4, 3rd edn., ed. by
R.A. Meyers (Academic, Orlando 2000) pp. 485–500

46.32 W.J. Hess: Pitch and voicing determination. In:
Advances in Speech Signal Processing, ed. by S. Fu-

Part
H

4
6



Dereverberation References 943

rui, M.M. Sondhi (Marcel Dekker, New York 1992)
pp. 3–48

46.33 S.T. Neely, J.B. Allen: Invertibility of a room impulse
response, J. Acoust. Soc. Am. 68, 165–169 (1979)

46.34 O.L. Frost: An algorithm for linearly constrained
adaptive array processing, Proc. IEEE 60, 926–935
(1972)

46.35 L.J. Griffiths, C.W. Jim: An alternative approach
to linearly constrained adaptive beamforming,
IEEE Trans. Antennas Propagat. AP-30, 27–34
(1982)

46.36 B.D. Van Veen, K.M. Buckley: Beamforming: a ver-
satile approach to spatial filtering, IEEE ASSP Mag.
5, 4–24 (1988)

46.37 S. Affes, S. Gazor, Y. Grenier: Robust adaptive
beamforming via LMS-like target tracking, Proc.
IEEE ICASSP 4, 269–272 (1994)

46.38 O. Hoshuyama, A. Sugiyama, A. Hirano: A robust
adaptive beamformer for microphone arrays with
a blocking matrix using constrained adaptive filter,
IEEE Trans. Signal Process. 47, 2677–2684 (1999)

46.39 S. Gannot, D. Burshtein, E. Weinstein: Signal
enhancement using beamforming and nonsta-
tionarity with applications to speech, IEEE Trans.
Signal Process. 49, 1614–1626 (2001)

46.40 W. Herbordt, W. Kellermann: Adaptive beamform-
ing for audio signal acquisition. In: Adaptive Signal
Processing: Applications to Real-World Problems,
ed. by J. Benesty, Y. Huang (Springer, Berlin, Hei-
delberg 2003) pp. 155–194, Chap. 6

46.41 D. Rabinkin, R. Renomeron, J.L. Flanagan, D.F. Ma-
comber: Optimal truncation time for matched filter
array processing, Proc. IEEE ICASSP 6, 3629–3632
(1998)

Part
H

4
6



945

Adaptive Bea47. Adaptive Beamforming and Postfiltering

S. Gannot, I. Cohen

In this chapter, we explore many of the basic con-
cepts of array processing with an emphasis on
adaptive beamforming for speech enhancement
applications. We begin in Sect. 47.1 by formu-
lating the problem of microphone array in a
noisy and reverberant environment. In Sect. 47.2,
we derive the frequency-domain linearly con-
strained minimum-variance (LCMV) beamformer,
and its generalized sidelobe canceller (GSC) vari-
ant. The GSC components are explored in Sect. 47.3,
and several commonly used special cases of
these blocks are presented. As the GSC struc-
ture necessitates an estimation of the speech
related acoustical transfer functions (ATFs), sev-
eral alternative system identification methods
are addressed in Sect. 47.4. Beamformers often
suffer from sensitivity to signal mismatch. We
analyze this phenomenon in Sect. 47.5 and ex-
plore several cures to this problem. Although the
GSC beamformer yields a significant improve-
ment in speech quality, when the noise field is
spatially incoherent or diffuse, the noise reduc-
tion is insufficient and additional postfiltering is
normally required. In Sect. 47.6, we present multi-
microphone postfilters, based on either minimum
mean-squared error (MMSE) or log-spectral am-
plitude estimate criteria. An interesting relation
between the GSC and the Wiener filter is derived in
this Section as well. In Sect. 47.7, we analyze the
performance of the transfer-function GSC (TF-GSC),
and in Sect. 47.8 demonstrate the advantage of
multichannel postfiltering over single-channel
postfiltering in nonstationary noise conditions.
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Over the last four decades, array processing has be-
come a well-established discipline, see e.g., [47.1–14].
In the mid 1980s, array processing and beamform-
ing methods were adopted by the speech community
to deal with data received by microphone arrays.
Since then, beamforming techniques for microphone
arrays have been used in many applications, such as
speaker separation, speaker localization, speech dere-
verberation, acoustic echo cancellation, and speech
enhancement.

Adaptive beamforming for speech signals requires
particular consideration of problems that are specific
to speech signals and to the acoustic environment. The
speech signal is wide-band, highly nonstationary, and
has a very wide dynamic range. An acoustic enclosure
is usually modeled as a filter with very long impulse
response due to multiple reflections from the room
walls. In a typical office, the length of the filters may
reach several thousand taps. Furthermore, the impulse
response is often time varying due to speaker and objects
movements.

The term beamforming refers to the design of a spa-
tiotemporal filter. Broadband arrays comprise a set of
filters, applied to each received microphone signal, fol-
lowed by a summation operation. The main objective of
the beamformer is to extract a desired signal, imping-
ing on the array from a specific position, out of noisy
measurements thereof. Usually, the interference signals
occupy the same frequency band as the desired signal,
rendering temporal-only filtering useless. The simplest
structure is the delay-and-sum beamformer, which first
compensates for the relative delay between distinct mi-
crophone signals and then sums the steered signal to
form a single output. This beamformer, which is still
widely used, can be very effective in mitigating nonco-
herent, i. e., spatially white, noise sources, provided that
the number of microphones is relatively high. However,
if the noise source is coherent, the noise reduction (NR)
is strongly dependent on the direction of arrival of the
noise signal. Consequently, the performance of the de-
lay and sum beamformer in reverberant environments
is often insufficient. Jan and Flanagan [47.15, 16] and
Rabinkin et al. [47.17] extended the delay and sum con-
cept by introducing the filter-and-sum beamformer. This
structure, designed for multipath environments, namely
reverberant enclosures, replaces the simpler delay com-
pensator with a matched filter.

The array beam pattern can generally be designed to
have a specified response. This can be done by properly
setting the values of the multichannel filters’ weights.
However, the application of data-independent design

methods is very limited in dynamic acoustical environ-
ments. Statistically optimal beamformers are designed
based on the statistical properties of the desired and in-
terference signals. In general, they aim at enhancing the
desired signal, while rejecting the interference signal.
Several criteria can be applied in the design of the beam-
former, e.g., maximum signal-to-noise ratio (MSNR),
minimum mean-squared error (MMSE), and linearly
constrained minimum variance (LCMV). A summary
of several design criteria can be found in [47.5, 7].

Beamforming methods use the signals’ statistics
(at least second-order statistics), which is usually not
available and should be estimated from the data. More-
over, the acoustical environment is time varying, due
to talker and objects movements, and abrupt changes
in the noise characteristics (e.g., passing cars). Hence,
adaptation mechanisms are required. An adaptive coun-
terpart of each of the prespecified design criteria can
be derived. Early contributions to the field of adap-
tive beamformers design can be attributed to Sondhi
and Elko [47.18], to Kaneda and Ohga [47.19], and
to Van Compernolle [47.20]. Kellermann [47.21] ad-
dressed the problem of joint echo cancellation and NR
by incorporating echo cancellers into the beamformer
design. Nordholm et al. [47.22, 23] used microphone
arrays in a car environment, and designed a beam-
former employing calibration signals to enhance the
obtained performance. Martin [47.24] analyzed beam-
forming techniques for small microphone arrays. Many
other applications of microphone arrays such as hearing
aids, blind source separation (BSS), and dereverberation
are addressed elsewhere in this handbook.

The minimization of the mean-squared error (MSE)
in the context of array processing leads to the well-
known multichannel Wiener filter [47.25]. Doclo and
Moonen [47.26–28] proposed an efficient implemen-
tation of the Wiener filter based on the generalized
singular-value decomposition (GSVD) of the micro-
phone data matrix. This method yields an optimal
estimation (in the MMSE sense) of the desired sig-
nal component of one of the microphone signals. The
authors further proposed efficient schemes for recur-
sive update of the GSVD. An optional, adaptive noise
cancellation postfiltering stage is proposed as well. In
that scheme, in addition to the optimal estimation of
the desired speech signal, an optimal noise channel is
also estimated. This estimated noise component can
be used as a reference noise signal (similar to the one
used in [47.25]), to further enhance the speech signal.
Spriet et al. [47.29] proposed a subband implementa-
tion of the GSVD-based scheme, and Rombouts and
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Moonen [47.30, 31] proposed to apply the efficient QR
decomposition to the problem at hand.

In many adaptive array schemes the acoustical
transfer-function (ATF) relating the speech source and
the microphone should be known in advance, or at least
estimated from the received data (note that in case of
delay-only propagation, the acoustical transfer function
reduces to a steering vector, consisting of phase-only
components.) In contrast, the multichannel Wiener fil-
ter is uniquely based on estimates of the second-order
statistics of the recorded noisy signal and the noise sig-
nal (estimated during noise-only segments), and does not
make any a priori assumptions about the signal model.
Unfortunately, as pointed by Chen et al. [47.32], the
Wiener filter, which is optimal in the MMSE sense, can-
not guarantee undistorted speech signal at its output.
This drawback can however be mitigated by modifying
the MMSE criterion to control the amount of imposed
speech distortion. A method that employs this modi-
fication is presented in [47.33, 34]. It is also shown
that the ATFs information (only a simple delay-only
case is presented in the contributions) can be incorpo-
rated into the Wiener filter scheme (called the spatially
preprocessed Wiener filter), resulting in an improved
performance. The Wiener filter and its application to
speech enhancement is addressed in a separate chapter
of this handbook (6; 43).

In this chapter, we concentrate on a different adap-
tive structure based on the LCMV criterion. The LCMV
beamformer, proposed by Frost [47.35], is aiming at
minimizing the output power under linear constraints on
the response of the array towards the desired speech sig-
nal. Frost proposed an adaptive scheme, which is based
on a constrained least-mean-square (LMS)-type adapta-
tion (for the LMS algorithm please refer to [47.25]).
To avoid this constrained adaptation, Griffiths and
Jim [47.36] proposed the GSC structure, which separates
the output power minimization and the application of the
constraint. The GSC structure is based on the assump-
tion that the different sensors receive a delayed version
of the desired signal, and therefore we refer to it as the

delay generalized sidelobe canceller (D-GSC). The GSC
structure was rederived in the frequency domain, and ex-
tended to deal with, the more-complicated general ATFs
case by Affes and Grenier [47.37] and later by Gannot
et al. [47.38]. This frequency-domain version, which
takes into account the reverberant nature of the enclo-
sure, was nicknamed the transfer-function generalized
sidelobe canceller (TF-GSC). The GSC comprises three
blocks: a fixed beamformer (FBF), which aligns the de-
sired signal components, a blocking matrix (BM), which
blocks the desired speech components resulting in ref-
erence noise signals, and a multichannel adaptive noise
canceller (ANC), which eliminates noise components
that leak through the sidelobes of the FBF.

Nordholm and Leung [47.39] analyze the limits of
the obtainable NR of the GSC in an isotropic noise
field. Bitzer et al. address the problem in [47.40, 41]
and [47.42]. In [47.40], the authors derive an expression
for the NR as a function of the noise field and evaluate the
degradation as a function of the reverberation time (T60).
The special two-microphone case is treated in [47.41].
The additional NR due to the ANC branch of the GSC,
implemented by a closed-form Wiener filter rather than
the adaptive Widrow least-mean-square (LMS) proce-
dure, is presented in [47.42]. The frequency-band nested
subarrays structure is presented and its NR is theoreti-
cally analyzed by Marro et al. [47.43]. A more-complex
dual GSC structure employing calibration signals was
suggested and analyzed by Nordholm et al. [47.44].
Huarng and Yeh [47.45] addressed the distortion issue
by evaluating the desired signal leakage into the ref-
erence noise branch of the GSC structure. However,
the delay-only ATFs assumption is imposed and the
expected degradation due to pointing errors alone is eval-
uated. The performance degradation due to constraining
the Wiener filters to an finite impulse response (FIR)
structure is demonstrated by Nordholm et al. in [47.46].
The resulting performance limits of the GSC structure
strongly depend on the cross-correlation between the
sensors’ signals induced by the noise field, as shown in
the above references and by Cox [47.47].

47.1 Problem Formulation

Consider an array of M sensors in a noisy and reverber-
ant environment. The received signals generally include
three components. The first is a desired speech signal,
the second is some stationary interference signal, and the
third is some nonstationary (transient) noise component.

Our goal is to reconstruct the speech component from
the received signals. Let s(t) denote the desired source
signal, let am(t) represent the room impulse response
(RIR) of the m-th sensor to the desired source, and let
nm(t) denote the noise component at the m-th sensor.
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The observed signal at the m-th sensor (m = 1, . . . , M)
is given by

zm(t)= am(t)∗ s(t)+nm(t)

= am(t)∗ s(t)+ns
m(t)+nt

m(t) , (47.1)

where ns
m(t) and nt

m(t) represent the stationary and
nonstationary noise components at the m-th sensor, re-
spectively, and ∗ denotes convolution. We assume that
both noise components may comprise coherent (direc-
tional) noise component and diffused noise component.

The observed signals are divided in time into over-
lapping frames by the application of a window function
and analyzed using the short-time Fourier transform
(STFT). Assuming time-invariant transfer functions, we
have in the time–frequency domain

Zm(k, �)≈ Am(k)S(k, �)+ Nm(k, �)

≈ Am(k)S(k, �)+ Ns
m(k, �)+ N t

m(k, �) ,
(47.2)

where � is the frame index and k = 1, 2, . . . , K repre-
sents the frequency bin index. (The equality in (47.2)

is only justified for segments which are longer than the
RIR length. Since RIRs tend to be very long, the con-
ditions allowing for this representation to hold cannot
be exactly met. We assume, however, that the STFT re-
lation is a reasonable approximation.) Zm(k, �), S(k, �),
Nm(k, �), Ns

m(k, �), and N t
m(k, �) are the STFT of the re-

spective signals. Am(k) is the ATF relating the speech
source with the m-th sensor. The vector formulation of
the equation set (47.2) is

Z(k, �)= A(k)S(k, �)+N(k, �)

= A(k)S(k, �)+Ns(k, �)+Nt(k, �) , (47.3)

where

Z(k, �)= (
Z1(k, �) Z2(k, �) · · · Z M(k, �)

)T
,

A(k)= (
A1(k) A2(k) · · · AM(k)

)T
,

N(k, �)= (
N1(k, �) N2(k, �) · · · NM(k, �)

)T
,

Ns(k, �)=
(
Ns

1(k, �) Ns
2(k, �) · · · Ns

M(k, �)
)T
,

Nt(k, �)=
(
N t

1(k, �) N t
2(k, �) · · · N t

M(k, �)
)T
.

47.2 Adaptive Beamforming

Frost [47.35] proposed a beamformer that relies on the
assumption that the ATFs between the desired source
and the array of sensors can be uniquely determined
by gain and delay values. In this section, we follow
Frost’s approach in the STFT domain and derive a beam-
forming algorithm for the arbitrary ATF case. We first
obtain a closed form of the LCMV beamformer, and
subsequently derive an adaptive solution. The outcome
is a constrained LMS-type algorithm. We proceed, fol-
lowing the seminal work of Griffiths and Jim [47.36],
with the formulation of an unconstrained adaptive solu-
tion namely, the transfer-function generalized sidelobe
canceller (TF-GSC). We initially assume that the ATFs
are known. Later, in Sect. 47.4, we present several alter-
natives for estimating the ATFs.

47.2.1 Frequency-Domain Frost Algorithm

Optimal Solution
Let W∗

m(k, �) ;m = 1, . . . , M denote a set of M filters,
and define

WH(k, �)= (
W∗

1 (k, �) W∗
2 (k, �) · · · W∗

M(k, �)
)
,

where the superscript H denotes conjugation transpose.
A filter-and-sum beamformer, depicted in Fig. 47.1, is
realized by filtering each sensor signal by W∗

m(k, �) and
summing the outputs,

Y (k, �)=WH(k, �)Z(k, �)

=WH(k, �)A(k)S(k, �)+WH(k, �)Ns(k, �)

+WH(k, �)Nt(k, �)
 = Ys(k, �)+Yn,s(k, �)+Yn,t(k, �) , (47.4)

�
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Fig. 47.1 Filter-and-sum beamformer
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Adaptive Beamforming and Postfiltering 47.2 Adaptive Beamforming 949

where Ys(k, �) is the signal component and Yn,s(k, �)
and Yn,t(k, �) are the stationary and nonstationary noise
components, respectively. The output power of the
beamformer is given by

E{Y (k, �)Y∗(k, �)}
= E{WH(k, �)Z(k, �)ZH(k, �)W(k, �)}
=WH(k, �)φZZ(k, �)W(k, �) ,

where φZZ(k, �)
 = E{Z(k, �)ZH(k, �)} is the power

spectral density (PSD) matrix of the received signals.
We want to minimize the output power subject to the
following constraint on Ys(k, �):

Ys(k, �)=WH(k, �)A(k)S(k, �)

= F ∗(k, �)S(k, �) ,

where F (k, �) is some prespecified filter, usually
a simple delay. Without loss of generality we assume
hereinafter that F (k, �)= 1. Hence, the minimization
problem can be stated as

min
W

{
WH(k, �)φZZ(k, �)W(k, �)

}
subject to WH(k, �)A(k)= 1 . (47.5)

The minimization problem (47.5) is demonstrated
in Fig. 47.2. The point where the equipower contours
are tangent to the constraint plane is the optimum vector
of beamforming filters. The perpendicular F(k) from the
origin to the constraint plane will be calculated in the
next section.

To solve (47.5) we first define the complex La-
grangian,

L(W)=WH(k, �)�ZZ(k, �)W(k, �)

+λ[WH(k, �)A(k)−1]
+λ∗[AH(k, �)W(k)−1] , (47.6)

where λ is a Lagrange multiplier. Setting the derivative
with respect to W∗ to 0 [47.48] yields

∇W∗L(W)�ZZ(k, �)W(k, �)+λA(k)= 0.

Now, recalling the constraint in (47.5), we obtain the
LCMV optimal filter

WLCMV(k, �)= �−1
ZZ(k, �)A(k)

AH(k)�−1
ZZ(k, �)A(k)

. (47.7)

This closed-form solution is difficult to implement, and
is not suitable for time-varying environments. Therefore
we often have to resort to an adaptive solution, which is
derived in the sequel.

� )�"H � �����"H ����"H � � � �����"H � �

��"��+
� �"�
22� �"�22*

��"H � �

���	����	�����
R�� )�"���"H � ��+�/

Fig. 47.2 Constrained minimization

It is interesting to show the equivalence between
the LCMV solution (47.7) and the MSNR beam-
former [47.7], which is obtained from

max
W

|WH(k, �)A(k)|2
WH(k, �)�NN(k, �)W(k, �)

. (47.8)

The well-known solution to (47.8) is the (colored-noise)
matched filter

W(k, �)∝�−1
NN(k, �)A(k) .

If the array response is constrained to fulfil
WH(k, �)A(k)= 1, i. e., no distortion in the desired di-
rection, we have

WMSNR(k, �)= �−1
NN(k, �)A(k)

AH(k)�−1
NN(k, �)A(k)

. (47.9)

Using (47.3) it can be verified that

�ZZ = φss(k, �)A(k)AH(k)

+�Ns Ns (k, �)+�Nt Nt (k, �)

= φss(k, �)A(k)AH(k)+�NN(k, �) , (47.10)

where �NN(k, �)
 =�Ns Ns (k, �)+�Nt Nt (k, �), the over-

all noise PSD matrix. Using the matrix inversion lemma,
it is shown in Appendix 47.B that

WLCMV(k, �)= �−1
NN(k, �)A(k)

AH(k)�−1
NN(k, �)A(k)

. (47.11)

This solution is identical to the solution of the MSNR
beamformer.

While both methods are shown to be equal, provided
that the ATFs A(k) are known, their behavior in the
case of unknown ATFs is different. Analysis of these
differences is given by Cox [47.47].
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950 Part H Speech Enhancement

Note also that, due to the nonstationary noise com-
ponent, the term �NN(k, �) depends on the frame index.
This time dependence is one of the major factors lead-
ing to performance degradation in beamforming. We
address this problem by introducing the multichannel
postfilter in Sect. 47.6.

Adaptive Solution
Consider the following steepest-descent adaptive algo-
rithm:

W(k, �+1)

=W(k, �)−μ∇W∗L(k, �)

=W(k, �)−μ [�ZZ(k, �)W(k, �)+λA(k)] .

Imposing the look-direction constraint on W(�+1, k)
yields

1= AH(k)W(k, �+1)

= AH(k)W(k, �)−μAH(k)�ZZ(k, �)W(k, �)

−μAH(k)A(k)λ .

Solving for the Lagrange multiplier and applying further
rearrangement of terms yields:

W(k, �+1)

= P(k)W(k, �)−μP(k)�ZZ(k, �)W(k, �)+ F(k) ,
(47.12)

where

P(k)
 = I− A(k)AH(k)

‖A(k)‖2 (47.13)

and

F(k)
 = A(k)

‖A(k)‖2 . (47.14)

Further simplification can be obtained by re-
placing �ZZ(k, �) by its instantaneous estimator,
Z(k, �)ZH(k, �), and recalling (47.4). We finally obtain,

W(k, �+1)

= P(k)[W(k, �)−μZ(k, �)Y∗(k, �)]+ F(k) .

The entire algorithm is summarized in Table 47.1.

Table 47.1 Frequency-domain Frost algorithm

W(�= 0, k)= F(k)

W(t+1, k)= P(k)
[
W(k, �)−μZ(k, �)Y∗(k, �)

]+ F(k)

�= 0, 1, . . .

[P(k) and F(k) are defined by (47.13) and (47.14)].

47.2.2 Frequency-Domain Generalized
Sidelobe Canceller

In [47.36], Griffiths and Jim considered the case where
each ATF is a delay element (with gain). They obtained
an unconstrained adaptive enhancement algorithm, us-
ing the same linear constraint imposed by Frost [47.35].
The unconstrained algorithm is more tractable, reliable,
and computationally more efficient in comparison with
its constrained counterpart. In the adaptive solution Sec-
tion, we obtained an adaptive algorithm for the case
where each ATF is represented by an arbitrary linear
time-invariant system. We now repeat the arguments of
Griffiths and Jim for the arbitrary ATFs case, and de-
rive an unconstrained adaptive enhancement algorithm.
A detailed description can be found in [47.38].

Derivation
Consider the null space of A(k), defined by

N (k)
 = {W | AH(k)W = 0} .

The constraint hyperplane,

Λ(k)
 = {W | AH(k)W = 1}

is parallel to N (k). In addition, let

R(k)
 = {κA(k) | for any real κ}

be the column space. By the fundamental theorem of
linear algebra [47.49], R(k)⊥N (k). In particular, F(k)
is perpendicular to N (k), since F(k)= 1

‖A(k)‖2 A(k) ∈
R(k). Furthermore,

AH(k)F(k)= AH(k)A(k)(AH(k)A(k))−1 = 1 .

Thus, F(k) ∈Λ(k) and F(k)⊥Λ(k). Hence, F(k) is the
perpendicular from the origin to the constraint hyper-
plane, Λ(k). The matrix P(k), defined in (47.13), is the
projection matrix to the null space of A(k), N (k).

A vector in linear space can be uniquely split into
a sum of two vectors in mutually orthogonal subspaces
[47.49]. Hence,

W(k, �)=W0(k, �)−V(k, �) , (47.15)

where W0(k, �) ∈R(k) and −V(k, �) ∈N (k). By the
definition of N (k),

V(k, �)=H(k)G(k, �) , (47.16)

where H(k) is a matrix such that its columns span the
null space of A(k), i. e.,

AH(k)H(k)= 0 , rank {H(k)} ≤ M−1 ,
(47.17)
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Adaptive Beamforming and Postfiltering 47.2 Adaptive Beamforming 951

where H(k) is usually called a BM (blocking matrix).
The outputs of the BM will be denoted, for reasons
that will be clear in the sequel, noise reference signals
U(k, �), defined as

U(k, �)=HH(k)Z(k, �) , (47.18)

where

U(k, �)= (
U2(k, �) U3(k, �) . . . UM(k, �)

)T
.

The vector G(k, �) is a rank{H(k)}× 1 vector
of adjustable filters. We assume hereinafter that
rank{H(k)} = M−1. Hence, the set of filters is defined
as

G(k, �)= (
G2(k, �) G3(k, �) . . . G M(k, �)

)T
.

(47.19)

By the geometrical interpretation of Frost’s algorithm,

W0(k, �)= F(k)= A(k)

‖A(k)‖2 (47.20)

(Recall that F(k) is the perpendicular from the
origin to the constraint hyperplane, Λ(k).) Now, us-
ing (47.4), (47.15), and (47.16) we obtain

Y (k, �)= YFBF(k, �)−YANC(k, �) , (47.21)

where

YFBF(k, �)=WH
0 (k, �)Z(k, �)

YANC(k, �)= GH(k, �)HH(k)Z(k, �) . (47.22)

The output of the constrained beamformer is a difference
of two terms, both operating on the input signal Z(k, �).
The first term, YFBF(k, �), utilizes only fixed compo-
nents (which depend on the ATFs), so it can be viewed
as a FBF. The FBF coherently sums the desired speech
components, while in general it destructively sums the
noise components. Hence, it is expected that the signal-
to-noise ratio (SNR) at the FBF output will be higher
than the input SNR. However, this result cannot be guar-
anteed. We will elaborate on this issue while discussing
the performance analysis in Sect. 47.7.

We now examine the second term YANC(k, �). Note
that

U(k, �)=HH(k)Z(k, �)

=HH(k)[A(k)S(k, �)

+Ns(k, �)+Nt(k, �)]
=HH(k)[Ns(k, �)+Nt(k, �)] . (47.23)

The last transition is due to (47.17). It is worth mention-
ing that, when a perfect BM is applied, U(k, �) indeed

contains only noise components. In general, however,
HH(k)A(k, �) = 0, hence desired speech components
may leak into the noise reference signals. If the speech
component is indeed completely eliminated (blocked)
by H(k), YANC(k, �) becomes a pure noise term. The
residual noise term in YFBF(k, �) can then be reduced
by properly adjusting the filters G(k, �), using the mini-
mum output power criterion. This minimization problem
is in fact the classical multichannel noise cancellation
problem. An adaptive LMS solution to the problem was
proposed by Widrow [47.25].

To summarize, the beamformer is comprised of three
parts. An FBF W0, which aligns the desired signal
components, a BM H(k), which blocks the desired
speech components resulting in the reference noise sig-
nals U(k, �), and a multichannel ANC G(k, �), which
eliminates the stationary noise that leaks through the
sidelobes of the FBF.

Noise Canceller Adaptation
The reference noise signals are emphasized by the ANC
and subtracted from the output of the FBF, yielding

Y (k, �)= [
WH

0 (k, �)−GH(k, �)HH(k)
]
Z(k, �) .

(47.24)

Let three hypotheses H0s, H0t, and H1 indicate, re-
spectively, the absence of transients, the presence of
an interfering transient, and the presence of a desired
source transient at the beamformer output. The optimal
solution for the filters G(k, �) is obtained by minimizing
the power of the beamformer output during the station-
ary noise frames (i. e., when H0s is true) [47.2]. We note,
however, that no adaptation should be carried out during
abrupt changes in the characteristics of the noise signal
(e.g., a passing car). When the noise source position is
constant and the noise statistics is slowly varying, the
ANC filters can track the changes.

Let �Ns Ns (k, �)= E{Ns(k, �)NH
s (k, �)} denote the

PSD matrix of the input stationary noise. Then, the
power of the stationary noise at the beamformer output
is minimized by solving the unconstrained optimization
problem:

min
G
{[W0(k, �)−H(k, �)G(k, �)]H

×�Ns Ns (k, �)[W0(k, �)−H(k, �)G(k, �)]} .
(47.25)

A multichannel Wiener solution is given by (see
also [47.42, 46])

G(k, �)= [
HH(k, �)�Ns Ns (k, �)H(k)

]−1

×HH(k, �)�Ns Ns (k, �)W0(k, �) . (47.26)

Part
H

4
7
.2



952 Part H Speech Enhancement

In practice, this optimization problem is solved by using
the normalized LMS algorithm [47.2]:

G(k, �+1)

=
⎧⎨
⎩G(k, �)+ μg

Pest(k,�)
U(k, �)Y∗(k, �) H0s true,

G(k, �) , otherwise,

(47.27)

where

Pest(k, �)= αp Pest(k, �−1)+ (1−αp)‖U(k, �)‖2

(47.28)

represents the power of the noise reference signals, μg
is a step size that regulates the convergence rate, and αp
is a smoothing parameter in the PSD estimation process.

To allow for the use of the STFT, we further as-
sume that the ANC filters gm have a time-varying finite
impulse response (FIR) structure:

gT
m(t)= (

gm,−KL (t) . . . gm,K R (t)
)
. (47.29)

Note, that the impulse responses are taken to be non-
causal, to allow for relative delays between the FBF and
the ANC branches.

In order to fulfill the FIR structure constraint
in (47.29), the filters update is now given by

� - �"H ��
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Fig. 47.3 Linearly constrained adaptive beamformer

G̃(�+1, k)= G(k, �)+μU(k, �)Y∗(k, �)
Pest(k, �)

,

G(�+1, k)
FIR←− G̃(�+1, k) . (47.30)

The operator
FIR←− includes the following three stages,

applied per filter: transformation of G̃m(�+1, k) to the
time domain, truncation of the resulting impulse re-
sponse to the interval [−KL , K R] (i. e., imposing the FIR
constraint), and transformation back to the frequency
domain. The various filtering operations involved in the
algorithm (multiplications in the transform domain) are
realized using the overlap-and-save method [47.50, 51].

The resulting algorithm is merely an extension of
the original Griffiths and Jim algorithm for the arbitrary
ATF case. Figure 47.3 depicts a block diagram of the
algorithm. The steps involved in the computation are
summarized in Table 47.2. The matched beamformer
W0(k) and the BM H(k) are assumed to be known at
this stage.

47.2.3 Time-Domain Generalized
Sidelobe Canceller

The most commonly used GSC structure is the classi-
cal time-domain counterpart of the algorithm, proposed
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Adaptive Beamforming and Postfiltering 47.3 Fixed Beamformer and Blocking Matrix 953

Table 47.2 Frequency-domain GSC algorithm

1) Fixed beamformer:

YFBF(k, �)=WH
0 (k)Z(k, �)

2) Noise reference signals:

U(k, �)=HH(k)Z(k, �)

3) Output signal:

Y (k, �)= YFBF(k, �)−GH(k, �)U(k, �)

4) Filters update

G̃(t+1, k)= G(k, �)+μg
U(k,�)Y∗(k,�)

Pest(k,�)

G(�+1, k)
FIR←− G̃(�+1, k) ,

where

Pest(k, �)= αp Pest(�−1, k)+ (1−αp)
∑

m |Zm (k, �)|2
5) Keep only nonaliased samples

by Griffiths and Jim [47.36]. For completeness of the
exposition, we present now the time-domain algorithm.

Assuming that the array is steered towards the
desired speech signal (refer to steering-related issues
in Sect. 47.4), the FBF is given by

yFBF(t)=
M∑

m=1

zm(t) ,

which is the simple delay-and-sum beamformer. Un-
der the same delay-only steered array assumptions, it is

evident that

um(t)= zm(t)− z1(t); m = 2, . . . , M ,

are noise-only signals and that the desired speech com-
ponent is cancelled out.

The filters gm are updated in the time domain. The
error signal (which is also the output of the enhancement
algorithm) is given by,

y(t)= yFBF(t)−
M∑

m=2

K R∑
i=−KL

gm,i (t)um(t− i) .

(47.31)

Define, for m = 2, . . . , M:

uT
m(t)

= (
um(t+KL ) · · · um(t) · · · um(t−K R)

)
.

Then, the adaptive normalized multichannel LMS solu-
tion is given by

gm(t+1)

= gm(t)+ μ

pest(t)
um(t)y(t); m = 2, . . . , M ,

where

pest(t)=
M∑

m=1

‖um(t)‖2 . (47.32)

47.3 Fixed Beamformer and Blocking Matrix

In the previous section, we derived the generalized
sidelobe canceller and showed that it includes a fixed
beamformer, given in (47.20), a blocking matrix, given
in (47.17), and a multichannel ANC, given in (47.26).
Note that knowledge of the ATFs A(k) (assumed to be
slowly time variant) suffices to determine both the FBF
and BM. In this section we present three methods for
determination of the fixed beamformer and the blocking
matrix.

47.3.1 Using Acoustical Transfer Functions

A typical RIR is depicted in Fig. 47.4. It can be seen that
the impulse response can get very long (several thousand
taps), which makes the estimation task quite cumber-
some. This impulse response was generated by the image
method [47.52] proposed by Allen and Berkley (The au-
thors thank E. A. P. Habets from TU Eindhoven, The
Netherlands, for providing an efficient implementation

,
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Fig. 47.4 A typical room impulse response with a rever-
beration time of 0.4 s
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of the image method.). By this method, the RIR is gen-
erated by simulating multiple reflections of the sound
source from the room walls. Two distinct segments of
the impulse response can be observed. The first consists
of the direct propagation path with a few early, distin-
guishable reflections. The second segment consists of
overlapping random arrivals, with an exponentially de-
caying envelope. This segment is usually referred to as
the tail of the RIR. Using this model we can estimate the
various blocks of the GSC.

Assuming that A(k) is known, we have by (47.22),
(47.20), and (47.3)

YFBF(k, �)

= S(k, �)+ AH(k)

‖A(k)‖2
[Ns(k, �)+Nt(k, �)] . (47.33)

The first term on the right-hand side is the signal term,
and the second is the noise term. The FBF in this
case is hence a matched filter-and-sum beamformer (see
also [47.16, 17]).

Considering the blocking matrix, there are many al-
ternatives for blocking the desired speech signal in the
reference channels. One alternative is calculation of

Um(k, �)= Am(k)Zm−1(k, �)− Am−1(k)Zm(k, �)

for m = 2, . . . , M. Any other combination of the micro-
phone signals is applicable.

47.3.2 Using Delay-Only Filters

The simplest and yet the most widely used model for the
ATF is a delay-only model. Arbitrarily defining the first
microphone as the reference microphone we have

A(k)= (
1 e−i 2π

K τ2 e−i 2π
K τ3 . . . e−i 2π

K τM
)
,

where τ2, . . . , τM are the relative delays between each
microphone and the reference microphone.

In the delay-only case, the FBF simplifies to the
delay-and-sum beamformer, given by

W0(k)= (
1 ei 2π

K τ2 ei 2π
K τ3 . . . ei 2π

K τM
)
.

To avoid noncausal delays, a fixed amount of delay can
be introduced.

It can easily be verified that the matrix

H(k)=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

−ei 2π
K τ2 −ei 2π

K τ2 . . . −ei 2π
K τ2

1 0 . . . 0

0 1 . . . 0

. . .
. . .

0 0 . . . 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(47.34)

is a proper BM under the assumption of delay-only im-
pulse response. This BM, originally proposed Griffiths
and Jim [47.36], performs delay compensation and sub-
traction. It can be regarded as steering M−1 null beams
towards the desired speech signal.

47.3.3 Using Relative Transfer Functions

We have shown, on the one hand, that the RIR can be
very long and hence difficult to estimate. On the other
hand, the use of delay-only model suffers from severe
undermodeling problems. A good compromise is the use
of the relative transfer function (RTF) between sensors.
Define the RTFs as the ratio

Ã
T

(k)
 =
(

1 A2(k)
A1(k)

A3(k)
A1(k) . . .

AM (k)
A1(k)

)
= AT(k)

A1(k)
.

(47.35)

Note that the ATF may have zeros outside the unit circle,
as it is not necessarily a minimum-phase system. Thus
to ensure stability of the RTFs we allow for noncausal
systems. Therefore, we model the impulse response of
the m-th ratio as

ãT
m(t)= (

ãm,−qL (t) . . . ãm,qR (t)
)
. (47.36)

It was experimentally shown that RTFs are usually much
shorter than the corresponding ATFs [47.38], hence the
FIR assumption may be justified.

Replacing in (47.20) the actual ATFs by the RTFs,
the FBF becomes

W0(k)= Ã(k)

‖Ã(k)‖2
. (47.37)

By (47.22) and (47.3) we then have

YFBF(k, �)= A1(k)S(k, �)

+ Ã
H

(k)

‖Ã(k)‖2
[Ns(k, �)+Nt(k, �)] .

(47.38)

Thus, when W0(k, �) is given by (47.37), the signal
term of YFBF(k, �) is the desired signal distorted only by
the first ATF, A1(k). Note, however, that all the sensor
outputs are summed coherently.

It can be easily verified that the use of the follow-
ing BM suffices for completely eliminating the desired
speech signal, provided that the RTFs are correctly
modeled and estimated:
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H(k)=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

− Ã∗2(k) − Ã∗3(k) . . . − Ã∗M(k)

1 0 . . . 0

0 1 . . . 0

. . .
. . .

0 0 . . . 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (47.39)

For this choice of the BM, the reference signals are given
by,

Um(k, �)= Zm(k, �)− Ãm(k)Z1(k, �);
m = 2, 3, . . . , M . (47.40)

47.4 Identification of the Acoustical Transfer Function

The specific choice of the ATFs model governs the
applicable estimation method.

47.4.1 Signal Subspace Method

Affes and Grenier [47.37] prove that the identification
of source-to-array impulse responses is possible by sub-
space tracking. Assume that the approximation in (47.3)
is valid, i. e., the multichannel correlation matrix of the
received signals is given by

�ZZ(k, �)= φss(k, �)A(k)AH(k)+�NN(k, �) .

Assume also that the noise signal is spatially white,
i. e., �NN(k, �)= σ2

n (k, �)I (an extension for spatially
nonwhite noise is described in [47.53]). The eigenvalues
of the received signals correlation matrix are given by

λl = σ2
n (k, �) l = 1, . . . , M−1

λM > σ2
n (k, �) otherwise .

(47.41)

From the matrix structure we conclude that the most
dominant eigenvector of �ZZ(k, �) is given by A(k) (up
to a scale factor). Hence, using the eigenvalue decompo-
sition of �ZZ(k, �), we can estimate the desired signal
ATFs. In the case of spatially nonwhite noise signals
the generalized eigenvalue decomposition (GEVD), us-
ing the known noise correlation matrix �NN(k, �), can
be applied instead [47.53].

Yang [47.54] proved that finding the most dominant
eigenvectors is equivalent to minimizing a quadratic
cost function. For the following derivation it is more
convenient to deal with normalized terms. Let

Z(k, �)= A(k)S(k, �)+N(k, �)

= A(k)

‖A(k)‖‖A(k)‖S(k, �)+N(k, �)

 = Ā(k)S̄(k, �)+N(k, �) , (47.42)

where Ā(k)
 = A(k)/‖A(k)‖ is the normalized ATFs

vector, namely Ā
H

(k)Ā(k) = 1, and S̄(k, �)
 = ‖A(k)‖

S(k, �) is the normalized desired speech signal.
When only the single most dominant eigenvector

is required (as in the discussed case), Affes and Gre-
nier [47.37] showed that Yang’s criterion simplifies to
the following minimization,

E{‖[I− Ā(k)Ā
H

(k)]Z(k, �)‖2} . (47.43)

Similar to the approximation used in the derivation
of LMS algorithm, the received signal correlation
matrix is approximated by its instantaneous value
�ZZ(k, �)≈ Z(k, �)ZH(k, �). Furthermore, approximat-

ing ˆ̄AH(k, �) ˆ̄A(k, �)≈ 1, where ˆ̄A(k, �) is an estimate of
Ā(k) at the current time instant, the following sequential
procedure can be derived:

ˆ̄A(k, �+1)

= ˆ̄A(k, �)+μa(k, �)[Z(k, �)

− ˆ̄A(k, �) ˆ̄A
H

(k, �)Z(k, �)][ ˆ̄A
H

(k, �)Z(k, �)]∗ .
(47.44)

Define ȲFBF(k, �)
 = ĀH(k, �)Z(k, �), and observe that

the desired signal component at ȲFBF(k, �) is S̄(k, �).
Then,

ˆ̄A(k, �+1)

= ˆ̄A(k, �)+μa(k, �)[Z(k, �)

− ˆ̄A(k, �)ȲFBF(k, �)]Ȳ∗FBF(k, �) . (47.45)

Now, it is easy to verify that

Z(k, �)− ˆ̄A(k, �)ȲFBF(k, �)

are noise-only signals, provided that the estimate ˆ̄A(k, �)
converges to the true normalized ATFs vector Ā(k).
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Hence, it can serve as a BM output, namely U(k, �).
(There is a slight difference between the proposed BM
and the conventional BM, as the number of the compo-
nents in U(k, �) in the current scheme is M rather than
M−1 as with the latter.) Collecting all terms we finally
have

ˆ̄A(k, �+1)

= ˆ̄A(k, �)+μa(k, �)U(k, �)Ȳ∗FBF(k, �) . (47.46)

Note that this procedure yields an estimate of the nor-
malized ATFs rather than the ATFs themselves. Affes and
Grenier [47.37] argue that ‖A(k)‖ is invariant to small
talker movements and could be estimated in advance.

As a final remark, we would like to point out that the
estimation procedure in (47.46) has many similarities to
the method of Hoshuyama et al. [47.55] for robust design
of the BM, and with the decorrelation criterion presented
by Weinstein et al. [47.56] and further adapted to the
GSC structure by Gannot [47.57]. We will elaborate
on this issue in Sect. 47.5 when discussing the robust
beamformers.

47.4.2 Time Difference of Arrival

When a delay-only steering is applied, an estimation of
the time difference of arrival between the microphones
suffices to model the entire impulse response. It should
be noted however, that this procedure usually undermod-
els the RIR and is not sufficient for the problem at hand.
Many algorithms were proposed for estimation the time
difference of arrival (TDOA) [47.58, 59]. A survey of
state-of-the-art methods for TDOA estimation can be
found in [47.60]. This topic is beyond the scope of this
chapter.

47.4.3 Relative Transfer Function
Estimation

We present two methods for RTF estimation. The first is
based on speech nonstationarity [47.38] , and the second
employs the speech presence probability [47.61, 62].

Using Signal Nonstationarity
In this section, we review the system identification tech-
nique proposed by Shalvi and Weinstein [47.63] and later
used by Gannot et al. [47.38] in the context of micro-
phone arrays. This method relies on the assumptions
that the background noise signal is stationary, that the
desired signal s(t) is nonstationary, and that the support
of the relative impulse response between the sensors

is finite and slowly time varying. (Note that the rela-
tive impulse response between the sensors is generally
of infinite length, since it represents the ratio of ATFs.
However, in real environments, the energy of the relative
impulse response often decays much faster than the cor-
responding ATF [47.38]. Therefore, the finite-support
assumption is practically not very restrictive.)

Rearranging terms in (47.40) we have

Zm(k, �)= Ãm(k)Z1(k, �)+Um(k, �) . (47.47)

We assume that the RTFs are slowly changing in time
compared to the time variations of the desired signal.
We further assume that the statistics of the noise sig-
nal is slowly changing compared to the statistics of the
desired signal. Consider some analysis interval during
which the ATFs are assumed to be time invariant and the
noise signal is assumed to be stationary. We divide that
analysis interval into frames. Consider the i-th frame.
By (47.47) we have

�(i)
zm z1

(k)= Ãm(k)�(i)
z1z1

(k)+�um z1 (k) ,

i = 1, . . . , I , (47.48)

where I is the number of frames, �
(i)
zi z j (k) is the cross-

PSD between zi and z j at frequency bin k during the i-th
frame, and �um z1 (k) is the cross-PSD between um and
z1 at frequency bin k, which is independent of the frame
index due to the noise stationarity. Now, equations (47.2)
and (47.40) imply that, when the signal is present,

Um(k, �)= Ns
m(k, �)− Ãm(k)Ns

1(k, �) (47.49)

Z1(k, �)= A1(k)S(k, �)+ Ns
1(k, �) . (47.50)

Let �̂
(i)
z1z1 (k), �̂

(i)
zm z1 (k), and �̂

(i)
um z1 (k) be estimates

of �
(i)
z1z1 (k), �

(i)
zm z1 (k), and �um z1 (k), respectively. The

estimates are obtained by replacing expectations with
averages. Note that (47.48) also holds for the estimated
values. Let ε(i)

m (k)= �̂
(i)
um z1 (k)−�um z1 (k) denote the es-

timation error of the cross-PSD between z1 and um in
the i-th frame. We then obtain,

�̂(i)
zm z1

(k)= Ãm(k)�̂(i)
z1z1

(k)+�um z1 (k)

+ ε(i)
m (k), i = 1, . . . , I . (47.51)

If the noise reference signals Um(k, �), m = 2, . . . , M
were uncorrelated with Z1(k, �), then the standard sys-
tem identification estimate, Ãm(k)= �̂zm z1 (k)/�̂z1z1 (k),
could be used to obtain an unbiased estimate of Ãm(k).
Unfortunately, by (47.49) and (47.50), Um(k, �) and
Z1(k, �) are in general correlated. Hence in [47.63] it is
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proposed to obtain an unbiased estimate of Ãm(k) by ap-
plying the least-squares (LS) procedure to the following
set of overdetermined equations

x
 =

⎛
⎜⎜⎜⎜⎜⎜⎝

�̂
(1)
zm z1 (k)

�̂
(2)
zm z1 (k)

...

�̂
(K )
zm z1 (k)

⎞
⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎝

�̂
(1)
z1z1 (k) 1

�̂
(2)
z1z1 (k) 1

...

�̂
(K )
z1z1 (k) 1

⎞
⎟⎟⎟⎟⎟⎟⎠
(

Ãm(k)

�um z1 (k)

)
+

⎛
⎜⎜⎜⎜⎜⎜⎝

ε
(1)
m (k)

ε
(2)
m (k)

...

ε
(K )
m (k)

⎞
⎟⎟⎟⎟⎟⎟⎠

 = G θ+ ε , (47.52)

where a separate set of equations is used for each m =
2, . . . , M. The weighted least-squares (WLS) estimate
of θ is obtained by( ˆ̃Am(k)

�̂um z1 (k)

)
= θ̂

= arg min
θ

(x−G θ)HW(x−G θ)

= (GHWG)−1GHWx , (47.53)

where W is a positive Hermitian weighting matrix, and
GHWG is required to be invertible.

Shalvi and Weinstein suggested two alternative
weighting matrices. One alternative is given by

Wi j =
⎧⎨
⎩Ti , i = j

0 , i = j
, (47.54)

where Ti is the length of subinterval i, so that longer in-
tervals have higher weights. In this case, (47.53) reduces
to

ˆ̃A(k)

= 〈φ̂zm z1 (k) φ̂z1z1 (k)〉−〈φ̂zm z1 (k)〉〈φ̂z1z1 (k)〉
〈φ̂2

z1z1
(k)〉−〈φ̂z1z1 (k)〉2

(47.55)

with the average operation defined by

〈ϕ(k)〉  =
∑I

i=1 Tiϕ
(i)(k)∑I

i=1 Ti
. (47.56)

Another alternative for W, that minimizes the covariance
of θ̂, is given by

Wi j = B

φ̂umum (k)

⎧⎨
⎩Ti/ φ̂

(i)
z1z1 (k) , i = j

0 , i = j
, (47.57)

where B is related to the bandwidth of the window used
for the cross-PSD estimation [47.63]. With this choice
of the weighting function, (47.53) yields

ˆ̃A(k)= 〈1/ φ̂z1z1 (k)〉〈φ̂zm z1 (k)〉
〈φ̂z1z1 (k)〉〈1/ φ̂z1z1 (k)〉−1

− 〈φ̂zm z1 (k) / φ̂z1z1 (k)〉
〈φ̂z1z1 (k)〉〈1/ φ̂z1z1 (k)〉−1

(47.58)

and the variance of ˆ̃A(k) is given by

var{ ˆ̃A(k)} = 1

BT

φumum (k)〈1/ φz1z1 (k)〉
〈φz1z1 (k)〉〈1/ φz1z1 (k)〉−1

,

(47.59)

where T
 =∑I

i=1 Ti is the total observation interval. Spe-
cial attention should be given to choosing the frame
length. On the one hand, it should be longer than the cor-
relation length of zm(t), which must be longer than the
length of the filter am(t). On the other hand, it should be
short enough for the filter time invariance and the noise
quasistationarity assumptions to hold.

A major limitation of the WLS optimization in
(47.53) is that both the identification of Ã(k) and the
estimation of the cross-PSD φum z1 (k) are carried out
using the same weight matrix W. That is, each subin-
terval i is given the same weight, whether we are trying
to find an estimate for Ã(k) or for φum z1 (k). However,
subintervals with higher SNR values are of greater im-
portance when estimating Ã(k), whereas the opposite is
true when estimating φum z1 (k). Consequently, the opti-
mization criterion in (47.53) consists of two conflicting
requirements: one is minimizing the error variance of
Ã(k), which pulls the weight up to higher values on
higher SNR subintervals. The other requirement is min-
imizing the error variance of φum z1 (k), which rather
implies smaller weights on higher SNR subintervals. For
instance, suppose we obtain observations on a relatively
long low-SNR interval of length T0, and on a relatively
short high-SNR interval of length T1 (T1 0 T0). Then,
the variance of Ã(k) in (47.59) is inversely proportional
to the relative length of the high-SNR interval, T1/(T0+
T1). That is, including in the observation interval addi-
tional segments that do not contain speech (i. e., increas-
ing T0) increases the variance of Ã(k). This unnatural
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consequence is a result of the desire to minimize the vari-
ance ofφum z1 (k) by using larger weights on the segments
that do not contain speech, while increasing the weights
on such subintervals degrades the estimate for Ã(k).

Another major limitation of RTF identification using
nonstationarity is that the interfering signals are required
to be stationary during the entire observation interval.
The observation interval should include a certain num-
ber of subintervals that contain the desired signal, such
thatφz1z1 (k) is sufficiently nonstationary for all k. Unfor-
tunately, if the desired signal is speech, the presence of
the desired signal in the observed signals may be sparse
in some frequency bands. This entails a very long obser-
vation interval, thus constraining the interfering signals
to be stationary over long intervals. Furthermore, the
RTF Ã(k) is assumed to be constant during the obser-
vation interval. Hence, very long observation intervals
also restrict the capability of the system identification
technique to track varying Ã(k) (e.g., tracking moving
talkers in reverberant environments).

Using Speech Presence Probability
In this section, we present a system identification ap-
proach that is adapted to speech signals. Specifically,
the presence of the desired speech signal in the time–
frequency domain is uncertain, and the speech presence
probability is utilized to separate the tasks of system
identification and cross-PSD estimation. An estimate
for Ã(k) is derived based on subintervals that contain
speech, while subintervals that do not contain speech are
of more significance when estimating the components of
φum z1 (k).

Let the observed signals be divided in time into over-
lapping frames by the application of a window function
and analyzed using the STFT. Under the same consid-
erations leading to the estimation procedure based on
speech nonstationarity (and based on the assumption
that the RTFs can be modelled by short filters), (47.48)
is still valid. Now using (47.48)-(47.50) and the fact that
the desired signal s(t) is uncorrelated with the interfering
signals ns

m(t); m = 1, 2, . . . , M, we have

φzm z1 (k, �)= Ãm(k)|A1|2(k)φs s(k, �)

+φns
mns

1
(k, �) . (47.60)

Writing this equation in terms of the PSD estimates, we
obtain for m = 2, 3, . . . , M

φ̂zm z1 (k, �)= Ãm(k)| Â1|2(k)φ̂s s(k, �)

+ φ̂ns
mns

1
(k, �)+ εm(k, �)

= Ãm(k)φ̂s̃ s̃(k, �)+ φ̂ns
mns

1
(k, �)+ εm(k, �) , (47.61)

where εm(k, �) denotes an estimation error and
φ̂s̃ s̃(k, �)= | Â1|2(k)φ̂s s(k, �) represents the PSD of the
speech signal component in microphone 1. This gives
us L equations, which may be written in a matrix form
as

ψ̂m(k)
 =

⎛
⎜⎜⎜⎜⎜⎝

φ̂zm z1 (k, 1)− φ̂ns
mns

1
(k, 1)

φ̂zm z1 (k, 2)− φ̂ns
mns

1
(k, 2)

...

φ̂zm z1 (k, L)− φ̂ns
mns

1
(k, L)

⎞
⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎝

φ̂s̃ s̃(k, 1)

φ̂s̃ s̃(k, 2)
...

φ̂s̃ s̃(k, L)

⎞
⎟⎟⎟⎟⎟⎠ Ãm(k)+

⎛
⎜⎜⎜⎜⎜⎝

εm(k, 1)

εm(k, 2)
...

εm(k, L)

⎞
⎟⎟⎟⎟⎟⎠

 = φ̂s̃ s̃(k) Ãm(k)+εm(k) . (47.62)

Since the RTF Ãm(k) represents the coupling between
the primary and reference sensors with respect to the
desired source signal, the optimization criterion for
the identification of Ãm(k) has to take into account
only short-time frames which contain desired signal
components. Specifically, let I(k, �) denote an indi-
cator function for the signal presence [I(k, �) = 1 if
φs̃ s̃(k, �) = 0, i. e., during H1, and I(k, �)= 0 other-
wise], and let I(k) represent a diagonal matrix with the
elements [I(k, 1), I(k, 2), . . . , I(k, L)] on its diagonal.
Then the WLS estimate of Ã(k) is obtained by

ˆ̃Am = arg min
Ãm

{[Iεm]HW[Iεm]
}

= arg min
Ãm

{[ψ̂m − φ̂s̃s̃ Ãm]H

IWI[ψ̂m− φ̂s̃s̃ Ãm]
}

= [φ̂T
s̃s̃IWIφ̂s̃s̃]−1φ̂T

s̃s̃IWIψ̂m , (47.63)

where the argument k has been omitted for notational
simplicity. Recognizing the product I W I as the equiva-

lent weight matrix, the variance of ˆ̃A is given by
([47.64] p. 405)

var{ ˆ̃Am} =
(
φT

s̃ s̃IWIφs̃ s̃
)−1

φT
s̃ s̃IWI cov(εm)

× IWIφs̃ s̃
(
φT

s̃ s̃IWIφs̃ s̃
)−1

, (47.64)

where cov(εm) is the covariance matrix of εm . The matrix
W that minimizes the variance of ˆ̃A therefore satisfies
([47.64] prop. 8.2.4)

IWI= I [cov(εm)]−1 I . (47.65)
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This choice of W yields an asymptotically unbiased
estimator

Â = {
φ̂s̃ s̃

TI[cov(εm)]−1Iφ̂s̃ s̃
}−1

× φ̂s̃ s̃
TI[cov(εm)]−1Iψ̂m , (47.66)

which is known as the minimum variance or Gauss–
Markov estimator. Substituting (47.65) into (47.64), we
obtain the variance of the resulting estimator

var{ Â} = {
φs̃ s̃

TI[cov(εm)]−1I φs̃ s̃
}−1

. (47.67)

The elements of cov(εm) are asymptotically given by
(see [47.61])

cov[εm(k, �), εm(k, �′)]

=
⎧⎨
⎩φs̃ s̃(k, �)φumum (k, �) , if �= �′ ,

0 , otherwise.
(47.68)

Under the assumption that hypothesis H0t is false, i. e.,
the noise is stationary, φumum (k, �) is independent of the
frame index � (in practice, it suffices that the statistics
of the interfering signals is slowly changing compared
with the statistics of the desired signal). Denoting by 〈·〉�
an average operation over the frame index �

〈ϕ(k, �)〉�  = 1

L

L∑
�=1

ϕ(k, �) , (47.69)

and substituting (47.68) into (47.66) and (47.67) we
obtain

ˆ̃Am(k)

= 〈I(k, �)[φ̂zm z1 (k, �)− φ̂ns
mns

1
(k, �)]〉�

〈I(k, �) φ̂s̃ s̃(k, �)〉�
, (47.70)

var{ ˆ̃Am(k)} φum um (k)

L 〈I(k, �)φs̃ s̃(k, �)〉�
. (47.71)

Note that, for a given frequency-bin index k, only frames
that contain speech [I(k, �) = 0] influence the values of
ˆ̃Am(k) and var{ ˆ̃Am(k)}. In contrast to the nonstationarity
method, including in the observation interval additional
segments that do not contain speech does not increase

the variance of ˆ̃Am(k) for any k. However, the proposed
identification approach requires an estimate for I(k, �),
i. e. identifying which time–frequency bins (k, �) contain
the desired signal. In practice, the speech presence prob-
ability p(k, �) can be estimated from the beamformer

output (see Sect. 47.6), and an estimate for the indicator
function is obtained by

Î(k, �)=
⎧⎨
⎩1 , if p(k, �)≥ p0 ,

0 , otherwise,
(47.72)

where p0 (0 ≤ p0 < 1) is a predetermined threshold.
Note, also that the output of the beamformer con-
sists of the filtered version of the desired speech
s̃(t), when the RTFs is used in the FBF branch.
The parameter p0 controls the trade-off between
the detection and false alarm probabilities, which
are defined by PD

 = P {p(k, �)≥ p0 | I(k, �)= 1} and
PFA

 =P {p(k, �)≥ p0 | I(k, �)= 0}. A smaller value of
p0 increases the detection probability and allows for
more short-time frames to be involved in the estimation
of Ã(k). However, a smaller value of p0 also increases
the false alarm probability, which may cause a mismodi-
fication of ˆ̃A(k) due to frames that do not contain desired
speech components.

The identification algorithm based on speech pres-
ence probability requires estimates for φzm z1 (k, �),
φs̃ s̃(k, �), and φns

mns
1
(k, �). An estimate for φzm z1 (k, �)

is obtained by applying a first-order recursive smooth-
ing to the cross-periodogram of the observed signals,
Zm(k, �) Z∗1(k, �). Specifically,

φ̂zm z1 (k, �)= αs φ̂zm z1 (k, �−1)

+ (1−αs)Zm(k, �) Z∗1(k, �) ,

(47.73)

where the smoothing parameter αs (0 ≤ αs < 1) de-
termines the equivalent number of cross-periodograms
that are averaged, N� ≈ (1+αs)/(1−αs). Typically,
speech periodograms are recursively smoothed with an
equivalent rectangular window of Ts = 0.2 s long, which
represents a good compromise between smoothing the
noise and tracking the speech spectral variations [47.65].
Therefore, for a sampling rate of 8 kHz, an STFT win-
dow length of 256 samples and a frame update step
of 128 samples, we use αs = (Ts ·8000/128−1)/(Ts ·
8000/128+1)≈ 0.85.

To obtain an estimate for the PSD of the desired sig-
nal, we can use the output of the multichannel postfilter
discussed in Sect. 47.6, during speech presence, i. e., H1
is true.

φ̂s̃ s̃(k, �)= αs φ̂s̃ s̃(k, �−1)

+ (1−αs)I(k, �) |Y (k, �)|2 . (47.74)

The cross-PSD of the interfering signals, ns
m(t)

and ns
1(t), is estimated by using the minima-controlled
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recursive averaging (MCRA) approach [47.66, 67].
Specifically, past spectral cross-power values of the
noisy observed signals are recursively averaged with
a time-varying frequency-dependent smoothing param-
eter during periods for which H0s is true

φ̂ns
mns

1
(k, �)= α̃u(k, �) φ̂ns

mns
1
(k, �−1)

+β [1− α̃u(k, �)] Zm(k, �) Z∗1(k, �) ,
(47.75)

where α̃u(k, �) is the smoothing parameter (0 <
α̃u(k, �)≤ 1), and β (β ≥ 1) is a factor that compensates
the bias when the desired signal is absent [47.67]. The
smoothing parameter is determined by the signal pres-
ence probability, p(k, �), and a constant αu (0< αu < 1)

that represents its minimal value

α̃u(k, �)= αu+ (1−αu)p(k, �) . (47.76)

The value of α̃u is close to 1 when the desired signal
is present to prevent the noise cross-PSD estimate from
increasing as a result of signal components. It decreases
linearly with the probability of signal presence to allow
a faster update of the noise estimate. The value of αu
compromises between the tracking rate (response rate to
abrupt changes in the noise statistics) and the variance of
the noise estimate. Typically, in the case of high levels of
nonstationary noise, a good compromise is obtained by
αu = 0.85 [47.67]. Substituting these spectral estimates
into (47.70) we obtain an estimate for Ãm(k).

47.5 Robustness and Distortion Weighting

Beamformers often suffer from sensitivity to sig-
nal mismatch. The GSC in particular suffers from
two basic problems. First, nonideal FBF can lead to
noncoherent filter-and-sum operation. Doclo and Moo-
nen [47.27] and Nordholm et al. [47.68] use spatial
and frequency-domain constraints to improve the ro-
bustness of beamformers. The second problem, which is
the concern of this survey, is the leakage phenomenon,
caused by imperfect BM. If the desired speech leaks into
the noise reference signals U(k, �) the noise canceller
filters will subtract speech components from the FBF
output, causing self-cancellation of the desired speech,
and hence a severe distortion. Note that, even when the
ANC filters are adapted during noise-only periods, the
self-cancellation is unavoidable. The goal of this section
is to present several concepts for increasing the robust-
ness of the GSC structure and reducing its sensitivity to
signal mismatch.

Cox et al. [47.7] presented a thorough analysis of ar-
ray sensitivity. The array output SNR is evidently given
by

SNRout(k, �)= φss(k, �)WH(k)A(k)AH(k)W(k)

WH(k)�NN(k, �)W(k)
.

Now assume that the signal’s ATFs are different from
the ATFs used for designing the LCMV beamformer,
i. e., Ă(k)= A+ ε(k). Assume also that the spatial cor-
relation matrix of the perturbation ε(k) is given by
E{ε(k)εH(k)} = σ2

ε I, where I is the identity matrix of
dimensions M × M. Namely, we assume that the pertur-
bation components are uncorrelated. Hence the expected

output SNR is given by

E{SNRout(k, �)}
= φss(k, �)WH(k)

(
A(k)AH(k)+σ2

ε I
)
W(k)

WH(k)�NN(k, �)W(k)
.

(47.77)

Define the sensitivity of the array to the ATFs perturba-
tion as J(k, �)

J(k, �)
 =

∂
∂σ2

ε
E{SNRout(k, �)}

E{SNRout(k, �)}|σ2
ε=0

= WH(k)W(k)

WH(k)A(k)AH(k)W(k)
. (47.78)

The resulting expression is the reciprocal of the white-
noise gain of the array. Using the array constraint
WH(k)A(k) = 1 we finally obtain the following ex-
pression for the sensitivity of the array to the ATFs
perturbation,

J(k, �)=WH(k)W(k) . (47.79)

Specifically, the array sensitivity is equal to the norm
of the beamformer weights. Hence, reducing the sen-
sitivity of the array is equivalent to constraining the
norm of the array filter coefficients. Due to (47.15) the
array filters can be decomposed into two orthogonal fil-
ters, W(k)=W0(k)−V(k)=W0(k)−H(k)G(k, �). It is
therefore sufficient to constrain the adaptive filter norm,
namely GH(k, �)G(k, �)= ‖G(k, �)‖2 ≤Ω(k, �), where
Ω(k, �) is a prespecified norm. The GSC structure is
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modified to fulfil the norm constraint, as follows:

G̃
′
(k)= G(k, �)+μU(k, �)Y∗(k, �)

Pest(k, �)
, (47.80)

G̃(�+1, k)

=
⎧⎨
⎩G̃

′
(k) ‖G̃

′
(k)‖2 ≤Ω(k, �+1)√

Ω(k,�+1)
‖G̃

′
(k)‖ |G̃ ′(k) otherwise.

(47.81)

Finally, the conventional FIR constraint is imposed on
the norm-constrained filters

G(�+1, k)
FIR←− G̃(�+1, k) .

Based on this concept, Hoshuyama et al. [47.55,
69] proposed several methods for addressing the ro-
bustness issue, concentrating on the self-cancellation
phenomenon, caused by the leakage of the desired
speech signal to the BM outputs U(k, �). This phe-
nomenon is emphasized in reverberant environments,
in the case where the BM only compensates for the rela-
tive delay [as in (47.34)]. In general there are two ways
to mitigate this leakage problem. First, an improved
spatial filtering can be incorporated into the design of
the BM. Claesson and Nordholm [47.22] proposed to
apply spatial high-pass filter to cancel out all signals
within a specified frequency and angular range. Huarng
and Yeh [47.45] analyzed the leakage phenomenon and
applied a derivative constraint on the array response,
yielding wider tolerance to pointing errors.

A second cure for the leakage problems involves
applying constraints on the ANC filters. Hoshuyama
et al. [47.55] proposed several structures combining
modifications for both the BM and the ANC blocks.
The conventional delay-compensation BM is replaced
by an adaptive BM based on signal cancellers. Two con-
straining strategies may be applied to the involved filters.
The first strategy uses norm-constraint, and the second
uses the leaky LMS adaptation scheme. Haykin [47.1]
proved that both strategies are equivalent. The modified
BM outputs, for m = 1, . . . , M, are given by

Um(k, �)= Zm(k, �)−H∗m(k, �)YFBF(k, �) ,
(47.82)

where Hm(k, �) are updated as to minimize the power of
Um(k, �), by cancelling all desired speech components.
Whenever, the SNR in YFBF(k, �) is sufficiently high, the
blocking ability of the structure is improved.

Gannot [47.57] showed that this equation, in con-
junction with the expression for the beamformer output

Y (k, �)= YFBF(k, �)−GH(k, �)U(k, �) ,

is closely related to the decorrelation criterion proposed
by Weinstein et al. [47.56]. A different decorrelation
based structure was later proposed by Fancourt and
Parra [47.70].

Two alternative schemes are proposed for adapt-
ing the filters Hm(k, �). (Originally, Hoshuyama
et al. [47.55] stated their formulation in the time
domain using the original GSC structure. Here we
state the frequency-domain counterpart of the proposed
algorithm. The first to propose frequency domain imple-
mentation of Hoshuyama’s concepts were Herbordt and
Kellermann [47.71, 72].) The first scheme is the leaky
LMS,

Hm(k, �+1)

= (1− δ)Hm(k, �)

+ μh

|YFBF(k, �)|2 Um(k, �)Y∗FBF(k, �) (47.83)

for m = 1, . . . , M. The regular FIR constraint, omit-
ted for the clarity of the exposition, is then applied.
The second scheme constrains the filter coefficients to
a predefined mask, yielding for m = 1, . . . , M:

H ′m(k, �+1)

= Hm(k, �)+ μh

|YFBF(k, �)|2 Um(k, �)Y∗FBF(k, �)

(47.84)

and

H(�+1, k)

=

⎧⎪⎪⎨
⎪⎪⎩
φlow(k, �+1) H ′m(k, �+1)≥ φlow(k, �+1) ,

φup(k, �+1) H ′m(k, �+1)≤ φup(k, �+1) ,

H ′m(k, �+1) otherwise.
(47.85)

The ANC filter is either adapted by the leaky LMS al-
gorithm or the norm-constrained adaptation mechanism
proposed by Cox (see (47.81)). As a concluding remark
summarizing Hoshuyama’s methods, we draw the reader
attention to the resemblance of the proposed adaptation
of the BM filters and the subspace tracking procedure
presented by Affes and Grenier depicted in (47.46).

Spriet et al. [47.33] adopted a different approach
to mitigating the leakage problem, by modifying the
adaptation criterion for the ANC filters, G(k, �). The
minimization criterion in (47.25) is altered to deal with
the leakage problem. Let, Y s

FBF(k, �) be the speech com-
ponent at the FBF output. Let Us(k, �) and Un(k, �) be
the speech and noise (without distinction between sta-
tionary and transient noise signals) components in the
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reference signals, respectively. Then, the filters G(k, �)
minimize the following expression

E{‖Y s
FBF(k, �)−GH(k, �)(Us(k, �)+Un(k, �))‖2} .

Since the speech and noise signals are uncorrelated, the
above expression can be restated as

E{‖GH(k, �)Un(k, �)‖2}
+ E{‖Y s

FBF(k, �)−GH(k, �)Us(k, �)‖2} . (47.86)

Note, that the first term is related to the noise signal
and the second term to the speech distortion. Hence,
the Wiener filter design criterion can be easily gener-
alized [47.26] to allow for a trade-off between speech
distortion and NR, by incorporating a weighting fac-
tor μ ∈ [0,∞). The resulting criterion is then given
by

μE{‖GH(k, �)Un(k, �)‖2}
+ E{‖Y s

FBF(k, �)−GH(k, �)Us(k, �)‖2} . (47.87)

It is easily verified that the corresponding minimizer is

G(k, �)=
(

1

μ
�UsUs +�UnUn

)−1

φUY s
FBF

,

(47.88)

where

�UsUs = E{Us(k, �)(Us(k, �))H} ,
�UnUn = E{Un(k, �)(Un(k, �))H} ,
φUY s

FBF
= E{Us(k, �)(Y s

FBF(k, �))∗} .

Using the reference signals definitions we have

�UsUs =HH(k, �)�SS(k, �)H(k, �) ,

�UnUn =HH(k, �)�NN(k, �)H(k, �) ,

φUsY s
FBF
=HH(k, �)�SS(k, �)W0(k, �) . (47.89)

Since �SS(k, �) is not available it can be evaluated using

�SS(k, �)=�ZZ(k, �)−�NN(k, �)

and �NN(k, �) is estimated while the speech signal is
absent. Doclo and Moonen [47.73] prove that the out-
put SNR after NR with the above speech distortion
weighted multichannel Wiener filter (SDW-MWF) is al-
ways larger than or equal to the input SNR, for any filter
length, and for any value of the trade-off parameter μ
between NR and speech distortion.

This solution for the ANC filters constitutes the
speech distortion regularized generalized sidelobe can-
celler (SDR-GSC) structure. Spriet et al. [47.33] further
proposed to incorporate a single-channel postfilter,
which compensates for the distortion imposed by the
structure in case of speech leakage into the reference
signals. Further discussion of this structure is beyond
the scope of this survey. In [47.74], the authors propose
a stochastic gradient-based implementation of their cri-
terion. The robustness of both the multichannel Wiener
filter and the GSC structures are analyzed by Spriet
et al. [47.75] in the context of hearing-aid application.

Improving the robustness of the BM is an ongoing
research topic. An interesting direction was taken by
Low et al. [47.76]. The authors propose to incorporate
concepts adopted from the BSS discipline to improve
the separation of the speech and noise signals and hence
reducing the amount of leakage of the desired signal into
the reference noise signals.

47.6 Multichannel Postfiltering

Postfiltering methods for multimicrophone speech
enhancement algorithms have recently attracted an in-
creased interest. It is well known that beamforming
methods yield a significant improvement in speech qual-
ity [47.9]. However, when the noise field is spatially
incoherent or diffuse, the NR is insufficient [47.77]
and additional postfiltering is normally required [47.78].
Furthermore, as nonstationary noise cannot, in general,
be distinguished from speech signals, a significant per-
formance degradation is expected in nonstationary noise
environment.

Most multimicrophone speech enhancement meth-
ods consist of a multichannel part (either delay and sum

beamformer or GSC [47.36]) followed by a postfilter,
which is based on Wiener filtering (sometimes in con-
junction with spectral subtraction). Numerous articles
have been published on the subject, e.g., [47.79–87] to
mention just a few.

In general, the postfilters can be divided into two
groups. The first is a single-channel postfilter which acts
as a single-microphone speech enhancement algorithm
on the beamformer output. Multichannel postfilters, on
the other hand, explicitly use the spatial information,
extracted by the GSC structure, to gain better dis-
tinction between the speech signal and the transient
noise.
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47.6.1 MMSE Postfiltering

Simmer et al. [47.78] address the general problem of the
single-channel postfilter. They first derive the multichan-
nel Wiener filter for estimating the speech signal, S(k, �)
from the microphone signals Z(k, �) given in (47.3).
Then, they show that the Wiener filter can be factorized
into a multiplication of the LCMV (Frost) beamformer
given in (47.7) and a single-channel Wiener filter that
depends on the output speech and noise signals.

To show this, we will start with the multichannel
Wiener filter, which is given by

WWiener(k, �)=�−1
ZZ(k, �)�ZS(k, �) , (47.90)

where �ZZ is given in (47.10) and

�ZS(k, �)= E{Z(k, �)S∗(k, �)}
= A(k)φss(k, �) . (47.91)

Hence,

WWiener(k, �)

= (
φss(k, �)A(k)AH(k)+�NN(k, �)

)−1

×φss(k, �)A(k) . (47.92)

Omitting, for the clarity of the exposition, the explicit
time- and frequency-domain dependence and using the
matrix inversion lemma yields

WWiener(k, �)

=
(

�−1
NN−

φss�
−1
NN AAH�−1

NN

1+φss AH�−1
NN A

)
φss A

=
(

1− φss AAH�−1
NN

1+φss AH�−1
NN A

)
�−1

NNφss A

=
(

φss

1+φss AH�−1
NN A

)
�−1

NN A

=
(

φss

φss+ (AH�−1
NN A)−1

)
�−1

NN A

AH�−1
NN A

. (47.93)

(The derivation here is a slight modification of the results
introduced in [47.78].) The reader can easily identify
the second multiplier as the MSNR beamformer (47.8)
which was shown to be equivalent to the LCMV beam-
former (47.11).

We turn now to analyzing the first term in the
multiplicative expression. The PSD of desired signal
component at the output of the LCMV beamformer is

given by

φYsYs (k, �)

= φss(WLCMV)H AAHWLCMV

= φss

(
AH�−1

NN A

AH�−1
NN A

)2

= φss . (47.94)

As expected, the LCMV is a distortionless beamformer.
The noise component at the beamformer output is given
by,

φYnYn (k, �)

= (WLCMV)H�NNWLCMV = AH�−1
NN A(

AH�−1
NN A

)2

= 1

AH�−1
NN A

. (47.95)

Using (47.94) and (47.95), the first term in the multi-
channel Wiener filter can be rewritten as

φss

φss+
(
AH�−1

NN A
)−1

= φYsYs (k, �)

φYnYn (k, �)+φYsYs (k, �)
, (47.96)

which is evidently recognized as the single-channel
Wiener filter applied to the LCMV beamformer output. It
was therefore proven that the multichannel Wiener filter
can be factorized into a product of the LCMV beam-
former and a single-channel Wiener postfilter applied to
the beamformer output,

WWiener(k, �)

= φYsYs (k, �)

φYnYn (k, �)+φYsYs (k, �)︸ ︷︷ ︸
Wiener postfilter

×
�−1

NN(k, �)A(k)

AH(k)�−1
NN(k, �)A(k)︸ ︷︷ ︸

LCMV beamformer

. (47.97)

Several algorithms have been proposed for designing
the postfilter; all differ in their treatment of the single-
channel Wiener postfilter estimation. Zelinski [47.79]
was probably the first to apply a postfilter to the output
of a microphone array (delay and sum beamformer in his
formulation). Zelinski proposed the following Wiener
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filter estimation

WZelinski(k, �)

=
2

M(M−1)

∑M−1
i=1

∑M
j=i+1 Re[Zi (k, �)Z∗j (k, �)]

1
M

∑M
i=1 |Zi (k, �)|2

.

(47.98)

Later, postfiltering was incorporated into the Griffiths
and Jim GSC beamformer by Bitzer et al. [47.86, 87].
The authors proposed to use two postfilters in suc-
cession. The first is applied to the FBF branch, and
the second to the GSC output. In directional noise
source and in the low-frequency band of a diffused
noise field, correlation between the noise compo-
nents at each sensor exists. While the first postfilter
is useless in this case, the latter suppresses the
noise.

Simmer and Wasiljeff [47.88] showed that Zelin-
ski’s postfilter has two disadvantages. First, only minor
SNR improvement can be expected in frequencies, for
which the coherence function between the received
noise signals is high (i. e., coherent noise sources).
Second, for frequencies with a low coherence func-
tion, the noise PSD is overestimated by a factor M
(the number of microphones). They propose to mit-
igate the second disadvantage by slightly modifying
the noise estimation, to obtain an estimate of the noise
PSD at the output of the beamformer, rather than at its
input.

In diffused noise field the noise coherence func-
tion tends to be high in lower frequencies, whereas
in higher-frequency bands it tends to be low. The
cutoff frequency depends on the distance between mi-
crophones (see further discussion in Sect. 47.7). This
property is the cause for the first drawback of Zelin-
ski’s postfilter. It was therefore proposed by Fischer
and Kammeyer [47.83] to split the beamformer into
three nonoverlapping subarrays (with different inter-
microphone distances) for which the noise coherence
function is kept low. To avoid grating lobes, bandpass
filters with corresponding cutoff frequencies, are applied
to the beamformer output. Marro et al. [47.43] improved
this concept and further modified the Wiener postfilter
estimation. A comprehensive survey of these postfilter-
ing methods can be found in [47.78]. McCowan and
Bourlard [47.89,90] develop a more-general expression
of the postfilter estimation, based on an assumed knowl-
edge of the complex coherence function of the noise
field. This general expression can be used to construct
a more-appropriate postfilter in a variety of different
noise fields.

47.6.2 Log-Spectral Amplitude Postfiltering

A major drawback of single-channel postfiltering tech-
niques is that highly nonstationary noise components
are not addressed. The time variation of the interfering
signals is assumed to be sufficiently slow, such that the
postfilter can track and adapt to the changes in the noise
statistics. Unfortunately, transient interferences are often
much too brief and abrupt for the conventional tracking
methods.

Transient Beam-to-Reference Ratio
Generally, the TF-GSC output comprises three com-
ponents: a nonstationary desired source component,
a pseudostationary noise component, and a transient in-
terference. Our objective is to determine which category
a given time–frequency bin belongs to, based on the
beamformer output and the reference signals.

Recall the three hypotheses H0s, H0t, and H1 that
indicate, respectively, the absence of transients, the pres-
ence of an interfering transient, and the presence of
a desired source transient at the beamformer output (the
pseudostationary interference is present in any case).
Then, if transients have not been detected at the beam-
former output and the reference signals, we can accept
the H0s hypothesis. If a transient is detected at the
beamformer output but not at the reference signals, the
transient is likely a source component and therefore we
determine that H1 is true. On the contrary, a transient
that is detected at one of the reference signals but not
at the beamformer output is likely an interfering com-
ponent, which implies that H0t is true. If a transient is
simultaneously detected at the beamformer output and
at one of the reference signals, a further test is required,
which involves the ratio between the transient power
at beamformer output and the transient power at the
reference signals. The discussion here is partly based
on [47.77]. A real-time version of the method that in-
corporates adaptive estimation of the ATFs is introduced
in [47.91].

Let S be a smoothing operator in the power-spectral
domain,

SY (k, �)

= αs ·SY (k, �−1)

+ (1−αs)
w∑

i=−w
bi |Y (k− i, �)|2 , (47.99)

where αs (0 ≤ αs ≤ 1) is a forgetting factor for the
smoothing in time, and b is a normalized window
function (

∑w
i=−w bi = 1) that determines the order of
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smoothing in frequency. Let M denote an estimator
for the PSD of the background pseudostationary noise,
derived using the MCRA approach [47.66,67]. The deci-
sion rules for detecting transients at the TF-GSC output
and reference signals are

ΛY (k, �)
 = SY (k, �)/MY (k, �) >Λ0 , (47.100)

ΛU (k, �)
 = max

2≤i≤M

{
SUi (k, �)

MUi (k, �)

}
>Λ1 , (47.101)

respectively, where ΛY and ΛU denote measures
of the local nonstationarities, and Λ0 and Λ1 are
the corresponding threshold values for detecting tran-
sients [47.92]. The transient beam-to-reference ratio
(TBRR) is defined by the ratio between the transient
power of the beamformer output and the transient power
of the strongest reference signal

Ω(k, �)= SY (k, �)−MY (k, �)

max
2≤i≤M

{SUi (k, �)−MUi (k, �)} .

(47.102)

Transient signal components are relatively strong at the
beamformer output, whereas transient noise components
are relatively strong at one of the reference signals.
Hence, we expect Ω(k, �) to be large for signal tran-
sients, and small for noise transients. Assuming there
exist thresholds Ωhigh(k) and Ωlow(k) such that

Ω(k, �)|H0t
≤Ωlow(k)≤Ωhigh(k)≤ Ω(k, �)|H1

(47.103)

the decision rule for differentiating desired signal com-
ponents from the transient interference components is

H0t : γs(k, �)≤ 1 or Ω(k, �)≤Ωlow(k) ,

H1 : γs(k, �)≥ γ0 and Ω(k, �)≥Ωhigh(k) ,

Hr : otherwise, (47.104)
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where

γs(k, �)
 = |Y (k, �)|2

MY (k, �)
(47.105)

represents the a posteriori SNR at the beamformer
output with respect to the pseudostationary noise, γ0 de-
notes a constant satisfying P (γs(k, �)≥ γ0 | H0s) < ε

for a certain significance level ε, and Hr designates
a reject option where the conditional error of making
a decision between H0t and H1 is high.

Figure 47.5 summarizes a block diagram for the hy-
pothesis testing. The hypothesis testing is carried out in
the time–frequency plane for each frame and frequency
bin. H0s is accepted when transients have neither been
detected at the beamformer output nor at the reference
signals. If a transient is detected at the beamformer out-
put but not at the reference signals, we accept H1. On
the other hand, if a transient is detected at one of the
reference signals but not at the beamformer output, we
accept H0t. If a transient is detected simultaneously at
the beamformer output and at one of the reference sig-
nals, we compute the TBRRΩ(k, �) and the a posteriori
SNR at the beamformer output with respect to the pseu-
dostationary noise γs(k, �) and decide on the hypothesis
according to (47.104).

Log-Spectral Amplitude Estimation
We address now the problem of estimating the time-
varying PSD of the TF-GSC output noise component,
and present the multichannel postfiltering technique.
Figure 47.6 describes a block diagram of the multichan-
nel postfiltering. Following the hypothesis testing, an
estimate q̂(k, �) for the a priori signal absence probabil-
ity is produced. Subsequently, we derive an estimate

p(k, �)
 = P (H1 |Y,U) for the signal presence prob-

ability, and an estimate λ̂d(k, �) for the noise PSD.
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Fig. 47.6 Block diagram of multichannel postfiltering

Finally, spectral enhancement of the beamformer output
is achieved by applying the optimally-modified log-
spectral amplitude (OM-LSA) gain function [47.93],
which minimizes the MSE of the log-spectral amplitude
under signal presence uncertainty.

Based on a Gaussian statistical model [47.94], the
signal presence probability is given by

p(k, �)

=
{

1+ q(k, �)

1−q(k, �)
[1+ ξ(k, �)] exp[−υ(k, �)]

}−1

,

(47.106)

where ξ(k, �)
 = λs(k, �)/λn(k, �) is the a priori SNR,

λs(k, �) is the desired signal PSD at the beamformer
output λn(k, �) is the noise PSD at the beam-

former output, υ(k, �)
 = γ (k, �) ξ(k, �)/[1+ ξ(k, �)],

and γ (k, �)
 = |Y (k, �)|2 /λn(k, �) is the a posteriori SNR.

The a priori signal absence probability q̂(k, �) is set to
1 if the signal absence hypotheses (H0s or H0t) are ac-
cepted, and is set to 0 if the signal presence hypothesis
(H1) is accepted. In the case of the reject hypothesis Hr,
a soft signal detection is accomplished by letting q̂(k, �)
be inversely proportional to Ω(k, �) and γs(k, �):

q̂(k, �)

=max

{
γ0−γs(k, �)

γ0−1
,
Ωhigh−Ω(k, �)

Ωhigh−Ωlow

}
.

(47.107)
The a priori SNR is estimated by [47.93]

ξ̂(k, �)= αK2
H1

(k, �−1)γ (k, �−1)

+ (1−α) max {γ (k, �)−1, 0} , (47.108)

where α is a weighting factor that controls the trade-off
between NR and signal distortion, and

K H1 (k, �)
 = ξ(k, �)

1+ ξ(k, �)
exp

⎛
⎜⎝1

2

∞∫
υ(k,�)

e−t

t
dt

⎞
⎟⎠
(47.109)

is the spectral gain function of the log-spectral amplitude
(LSA) estimator when signal is surely present [47.95].
An estimate for noise PSD is obtained by recursively
averaging past spectral power values of the noisy mea-
surement, using a time-varying frequency-dependent
smoothing parameter. The recursive averaging is given
by

λ̂n(k, �+1)

= α̃n(k, �)λ̂n(k, �)+β[1− α̃n(k, �)]|Y (k, �)|2 ,
(47.110)

where the smoothing parameter α̃n(k, �) is determined
by the signal presence probability p(k, �),

α̃n(k, �)
 = αn+ (1−αn) p(k, �) , (47.111)

and β is a factor that compensates the bias when signal
is absent. The constant αn (0 < αn < 1) represents the
minimal smoothing parameter value. The smoothing pa-
rameter is close to 1 when signal is present, to prevent
an increase in the noise estimate as a result of signal
components. It decreases when the probability of signal
presence decreases, to allow a fast update of the noise
estimate.

Table 47.3 Values of the parameters used in the imple-
mentation of the log-spectral amplitude postfiltering for
a sampling rate of 8 kHz

Normalized LMS: αp = 0.9 μh = 0.05

ATF identification: N = 10 R = 10

Hypothesis testing: αs = 0.9 γ0 = 4.6

Λ0 = 1.67 Λ1 = 1.81

Ωlow = 1 Ωhigh = 3

b= (0.25 0.5 0.25)

Noise PSD estimation: αn = 0.85 β = 1.47

Spectral enhancement: α= 0.92

Kmin =−20 dB
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The estimate of the clean signal STFT is finally given
by

Ŝ(k, �)= K (k, �)Y (k, �) , (47.112)

where

K (k, �)= {
K H1 (k, �)

}p(k,�)
K1−p(k,�)

min (47.113)

is the OM-LSA gain function and Kmin denotes a lower
bound constraint for the gain when signal is ab-

sent. The implementation of the integrated TF-GSC
and multichannel postfiltering algorithm is summarized
in Fig. 47.6.

Typical values of the respective parameters, for
a sampling rate of 8 kHz, are given in Table 47.3. The
STFT and its inverse are implemented with biorthogo-
nal Hamming windows of 256 samples length (32 ms)
and 64 samples frame update step (75% overlapping
windows).

47.7 Performance Analysis

The use of actual signals (such as noisy speech
recordings in room environment) demonstrates the abil-
ity of the TF-GSC algorithm to reduce the noise
while maintaining the desired signal spectral content
(Sect. 47.8). However, it is also beneficial to perform
analytical evaluation of the expected performance, es-
pecially for determining the performance limits. While
the D-GSC [47.36] is widely analyzed in the liter-
ature, the more-realistic arbitrary ATFs scenario, is
only superficially treated. In more-complex environ-
ments such as reverberating room this assumption is
not valid, and may result in severe degradation in
the performance. Furthermore, most references ad-
dress the NR obtained by the algorithm but do not
present any measure of distortion imposed on the
desired signal, even in the simple delay-only ATFs.
In this section we will analyze both the NR of the
TF-GSC structure (while using the RTFs rather than
the ATFs themselves) and the distortion it imposes. For
a thorough performance evaluation of the multichan-
nel postfilter (for the two-channel case) please refer
to [47.96].

47.7.1 The Power Spectral Density
of the Beamformer Output

Using (47.24) and (47.37), the algorithm’s output is
given by

Y (k, �)

=
ˆ̃AH(k)

‖ ˆ̃A(k)‖2
Z(k, �)−GH(k, �)ĤH(k)Z(k, �) ,

where only estimates of the RTFs, ˆ̃A(k) [and Ĥ(k)],
rather than their exact values, are assumed to be known.
Using this expression, the PSD of the output signal is

given by

�yy(k, �)= E[Y (k, �)Y∗(k, �)]

= E

{[
1

‖ ˆ̃A(k)‖2

ˆ̃AH(k)Z(k, �)

− GH(k, �)ĤH(k)Z(k, �),

]

×

[
1

‖ ˆ̃A(k)‖2

ˆ̃AH(k)Z(k, �)

− GH(k, �)ĤH(k)Z(k, �),

]H
⎫⎬
⎭ .

(47.114)

Opening brackets and using the PSD definition
�ZZ(k, �)= E{Z(k, �)ZH(k, �)} yields,

�yy(k, �)= 1

‖ ˆ̃A(k)‖4

ˆ̃AH(k)�ZZ(k, �) ˆ̃A(k)

− 1

‖ ˆ̃A(k)‖2
GH(k, �)ĤH(k)

×�ZZ(k, �) ˆ̃A(k)

− 1

‖ ˆ̃A(k)‖2

ˆ̃AH(k)�ZZ(k, �)Ĥ(k)G(k)

+GH(k, �)ĤH(k)�ZZ(k, �)Ĥ(k)G(k) .

(47.115)

The output PSD depends on the input signal Z(k, �) and
the optimal multichannel Wiener filter, given by (47.26),
calculated during frames for which hypothesis H0s is
true. Using the independence of the desired signal and
the noise signal, the NR and the distortion imposed by
the algorithm can be calculated separately by deriving
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expressions for the output PSD in the following two
situations:

�ZZ(k, �)=
⎧⎨
⎩�Ns Ns (k, �) H0s ,

φss(k, �)A(k)AH(k) H1 ,

yielding

�yy(k, �)=
⎧⎨
⎩�n

yy(k, �) H0s ⇒ noise reduction,

�s
yy(k, �) H1 ⇒ distortion .

Note that for simplicity we calculate the NR only during
H0s, i. e., while only stationary noise signal is present.
For a performance evaluation in the nonstationary case,
please refer to [47.96].

Using (47.26) and (47.115), we obtain the output
signal PSD:

�yy(k, �)= 1

‖ ˆ̃A(k)‖4
×
{ ˆ̃AH(k)�ZZ(k, �) ˆ̃A(k)

− ˆ̃AH(k)�Ns Ns (k, �)Ĥ(k)[
ĤH(k)�Ns Ns (k, �)Ĥ(k)

]−1

ĤH(k)�ZZ(k, �) ˆ̃A(k)

− ˆ̃AH(k)�ZZ(k, �)Ĥ(k)[
ĤH(k)�Ns Ns (k, �)Ĥ(k)

]−1

ĤH(k)�Ns Ns (k, �)
ˆ̃A(k)

+ ˆ̃AH(k)�Ns Ns (k, �)Ĥ(k)[
ĤH(k)�Ns Ns (k, �)Ĥ(k)

]−1

ĤH(k)�ZZ(k, �)Ĥ(k)

×
[
ĤH(k)�Ns Ns (k, �)Ĥ(k)

]−1

ĤH(k)�Ns Ns (k, �)
ˆ̃A(k)

}
. (47.116)

This complicated expression depends on various param-
eters: the input signal PSD, �ZZ(k, �), the stationary
noise PSD used for calculating the optimal filters,

�Ns Ns (k, �), and the RTFs estimate ˆ̃A(k) [which is also
used for the BM Ĥ(k)]. This expression will be used in
Subsects. 47.7.2 and 47.7.3 for deriving general expres-
sions for the distortion imposed by the algorithm and the
obtainable NR, respectively. These general expressions
will be evaluated for several interesting cases.

47.7.2 Signal Distortion

The distortion imposed by the algorithm can be cal-
culated by the general expression given in (47.116)

for a signal Z(k, �) = A(k)s(k, �). Assume a per-
fect estimate of the RTFs Ã(k), is available, i. e.,
ˆ̃A(k)= Ã(k)= A(k)

A1(k) . Thus, using the signal PSD expres-
sion �ZZ(k, �)= φss(k, �)A(k)AH(k) and the identity
HH(k)A(k)= 0, expression (47.116) reduces to

�s
yy(k, �)

= φss(k, �)
|F (k)|2
‖Ã(k)‖4

Ã
H

(k)A(k)AH(k)Ã(k)

φss(k, �)|A1(k)|2 . (47.117)

The filter A1(k) is the ATF relating the source signal
and the first (arbitrarily chosen as the reference) sensor.
This distortion cannot be eliminated by the algorithm.
Note that this distortion is due to the use of the RTFs,
rather than the ATFs themselves. Using direct estimate
of the ATFs will avoid this distortion affect. Actually, it
imposes on the output signal the same amount of distor-
tion imposed on the arbitrary reference sensor. Hence,
we define the total distortion caused by the algorithm by
normalizing the output,

DIS(k, �)= �s
yy(k, �)

|A1(k)|2φss(k, �)
. (47.118)

Hence, a value of DIS(k, �)= 1 indicates a distortion-
less output. This value is obtained whenever an exact
knowledge of the RTFs is available.

The distortion level demonstrates only weak depen-
dence on the noise field, both for the delay-only and
complex ATF cases. For details please refer to [47.77].

47.7.3 Stationary Noise Reduction

We calculate now the amount of obtainable station-
ary NR. When the noise is nonstationary, the use of
a postfilter becomes more important. A performance
analysis of the multichannel postfilter (for the two-
channel case) in nonstationary noise environment can
be found in [47.96].

We will use again the general expression for the out-
put signal given by (47.116), this time with a noise signal
as the input signal, i. e., Z(k, �)= Ns(k, �) [the same
noise signal used for calculating the optimal Wiener
filter (47.26)]. The expression (47.116) now reduces
to
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�n
yy(k, �)

=
ˆ̃AH

(k)�Ns Ns (k, �)
ˆ̃A(k)

‖ ˆ̃A(k)‖4
−

ˆ̃AH
(k)

‖ ˆ̃A(k)‖4

×�Ns Ns (k, �)Ĥ(k)
[
ĤH(k)�Ns Ns (k, �)

]−1

× ĤH(k)�Ns Ns (k, �)
ˆ̃A(k) . (47.119)

The first term of the equation can be identified
as �n

FBF(k, �), the FBF component of the output
PSD when a noise-only signal is applied to the ar-
ray,

�n
FBF(k, �)= E

{
Yn

FBF(k, �)
[
Yn

FBF(k, �)
]∗}

=
ˆ̃AH(k)�Ns Ns (k, �)

ˆ̃A(k)

‖ ˆ̃A(k)‖4
. (47.120)

Another interesting figure of merit is the extra
NR obtained by the noise cancelling branch (see
also [47.40]),

NRANC(k, �)= �n
FBF(k, �)

�n
yy(k, �)

. (47.121)

Expressions (47.119), (47.120), and (47.121) can be
used for calculating the NR obtained by the algorithm
and to determine the major contributor for this NR. As-
suming small errors regime, the error in estimating Ã(k)
has only minor influence on the NR. Therefore, we will
assume, throughout the NR analysis, perfect knowledge

of the RTFs, i. e., ˆ̃A(k)= Ã(k).
The resulting expressions for the noise cancella-

tion depends on the noise PSD at the sensors. We
calculate now the expected NR of the algorithm for
three important noise fields: coherent (point source),
diffused (spherically isotropic), and incoherent (noise
signals generated at the sensors; e.g., amplifier noise,
are assumed to be uncorrelated).

Coherent Noise Field
Assume a single stationary point source noise signal
with PSD �nsns (k, �) and assume that bm(t) are slowly
time-varying ATFs relating the noise source and the m-th
sensor. Define,

Ns(k, �)= B(k)Ns(k, �) ,

where

BT(k)= (B1(k) B2(k) · · · BM(k)) .

The PSD matrix of the noise component at the sensors’
signals is given by,

�Ns Ns (k, �)=�nsns (k, �)B(k)BH(k)+ εI ,

where I is an M × M identity matrix, and ε→ 0. The last
term is added for stability reasons (see Appendix 47.A).
For B(k) = A(k), the achievable NR is infinite, i. e.,

�n
yy(k, �)= 0 for B(k) = A(k) .

Thus, perfect noise cancellation is achieved. The deriva-
tion of this result is given in Appendix 47.A. Note
that this is not a surprising result, since for M ≥ 2 the
Wiener filter can entirely eliminate the noise compo-
nent. This result is valid for all ATFs B(k) provided
that B(k) = A(k), i. e., the noise and the signal do not
originate from the same point. If B(k)= A(k) the noise
and desired signal are indistinguishable and no NR is
expected. If B(k) = A(k) the proposed algorithm can
eliminate any point source noise signal as good as the
D-GSC can eliminate a directional noise signal in the
delay-only propagation case (see [47.40]).

It is also interesting to explore the contribution of
the FBF block to the NR,

�n
FBF(k, �)

= Ã
H

(k)�Ns Ns (k, �)Ã(k)

‖Ã(k)‖4

= Ã
H

(k)�nsns (k, �)B(k)BH(k)Ã(k)

‖Ã(k)‖4

= �nsns (k, �)

‖Ã(k)‖4
Ã

H
(k)B(k)

[
Ã

H
(k)B(k)

]H
.
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Fig. 47.7 Array output for directional noise field for linear array
with M = 5 sensors for delay-only ATFs
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Although the FBF combines the desired signal coher-
ently, it does not necessarily improves the SNR. The
infinite NR is due to the ANC branch.

The expected NR in the simple case of delay-only
ATFs is shown in Fig. 47.7. We optimize a linear array
of M = 5 microphones to cancel noise impinging on
the array from the direction θ = 40◦. We present the
output signal of the array as a function of the frequency
and the array steering angle θ. It is clearly shown that
the main lobe is maintained (i. e., low distortion), while
a null is constructed at all frequencies at the noise angle.
The main lobe is wider in the lower-frequency band.
This result is in good agreement with the theory, since
at ω= 0 rad/s there is no phase difference between the
signals at the sensors. Similar results were obtained by
Bitzer et al. [47.40,41]. The general ATFs case is further
explored in [47.77, 97].

Diffused Noise Field
In highly reverberant acoustical environment, such as
a car enclosure, the noise field tends to be diffused (see
for instance [47.42, 98]). A diffused noise source is as-
sumed to be equidistributed on a sphere in the far field
of the array. The cross-coherence function between sig-
nals received by two sensors (i, j) with distance dij is
given by

ΓNi N j (k)= �Ni N j (k)√
�Ni Ni (k)�N j N j (k)

= sin(kdij/c)

kdij/c
,

7�?7 �����
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Fig. 47.8 Extra noise reduction of noise cancelling branch for dif-
fused noise field using a linear array with M = 5 sensors and
delay-only ATFs

where c is the speed of sound [47.98]. Thus, the coher-
ence matrix is given by,

Γ (k)=

⎛
⎜⎜⎜⎜⎜⎝

1 ΓN1 N2 (k) · · · ΓN1 NM (k)

ΓN2 N1 (k) 1 · · · ΓN2 NM (k)
...

. . .
...

ΓNM N1 (k) 1

⎞
⎟⎟⎟⎟⎟⎠ .

The noise PSD at the sensors input is

�Ns Ns (k, �)=�nsns (k, �)Γ (k) .

Using (47.120), the noise PSD at the FBF output is given
by

�n
FBF(k, �)= φnn(k, �)Ã

H
(k)Γ (k)Ã(k)

‖Ã(k)‖4
.

The extra NR obtained by the ANC is given by

NRANC(k, �)

= {
1− [Ã

H
(k)Γ (k)H(k)

[
HH(k)Γ (k)H(k)

]−1

×HH(k)Γ (k)Ã(k)[ÃH
(k)Γ (k)Ã(k)]−1]}−1

.

(47.122)

This expression depends on the RTFs Ã(k), assumed to
be error free, and on the coherence function Γ (k).

The same M = 5 microphone array used for the di-
rectional noise case is now used for the diffused noise
field. In Fig. 47.8 we show the extra NR obtained by the
ANC for various steering angles and for the entire fre-
quency band. It is clear that almost no NR is obtained
in the high-frequency band and only relatively low NR
in the low-frequency band. The obtained results are in
accordance with the results in [47.39, 42].

Incoherent Noise Field
For incoherent noise field we assume that the noise at
the sensors has no spatial correlation.

�Ns Ns (k, �)=�nsns (k, �)I ,

where I is an M × M identity matrix. Using (47.119)

with perfect knowledge of the RTFs, i. e., ˆ̃A(k)= Ã(k),
and with the prespecified �Ns Ns (k, �) we obtain,

�n
yy(k, �)

= �nsns (k, �)

‖Ã(k)‖4
Ã

H
(k)

×
{
I−H(k)

[
HH(k)H(k)

]−1
HH(k)

}
Ã(k) .
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Fig. 47.9 (a) Original clean speech signal at microphone #1: “Five six seven eight nine”. (b) Noisy signal at microphone
#1. (c) TF-GSC output. (d) Single-channel postfiltering output. (e) Multichannel postfiltering.
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It can be easily verified that,

Ã
H

(k)H(k)= 01×(M−1) .

Furthermore, as HH(k)H(k) is a positive matrix, its
inverse always exists. Thus, the contribution of the
noise cancelling branch is zero, and the NR is only at-
tributed to the FBF. The noise power at the output is
thus,

�n
yy(k, �)=�n

FBF(k, �)=�nsns (k, �)
Ã

H
(k)Ã(k)

‖Ã(k)‖4

= �nsns (k, �)

‖Ã(k)‖2
.

Again, no NR is guaranteed by this structure, and the
result depends on the RTFs involved.

In the case of delay-only ATFs, the FBF branch be-
comes a simple delay-and-sum beamformer, thus the
expected NR is M, the number of sensors.

47.8 Experimental Results

In this section, we compare the performance of a system,
consisting of the TF-GSC and multichannel postfilter, to
a system consisting of a TF-GSC and a single-channel
postfilter.

A linear array, consisting of four microphones with
5 cm spacing, is mounted in a car on the visor. Clean
speech signals are recorded at a sampling rate of 8 kHz
in the absence of background noise (standing car, silent
environment). A car noise signal is recorded while the
car speed is about 60 km/h, and the window next to the
driver is slightly open (about 5 cm; the other windows
are closed). The input microphone signals are generated
by mixing the speech and noise signals at various SNR
levels in the range [−5, 10] dB.

Offline TF-GSC beamforming [47.38] is applied
to the noisy multichannel signals, and its output is
enhanced using the OM-LSA estimator [47.93]. The re-
sult is referred to as single-channel postfiltering output.

Alternatively, the proposed TF-GSC and multichannel
postfiltering is applied to the noisy signals. A subjective
comparison between multichannel and single-channel
postfiltering was conducted using speech sonograms
and validated by informal listening tests. Typical ex-
amples of speech sonograms are presented in Fig. 47.9.
For audio samples please refer to [47.99]. The noise
PSD at the beamformer output varies substantially
due to the residual interfering components of speech,
wind blows, and passing cars. The TF-GSC output is
characterized by a high level of noise. Single-channel
postfiltering suppresses pseudostationary noise compo-
nents, but is inefficient at attenuating the transient noise
components. By contrast, the system which consists
a TF-GSC and multichannel postfilter achieves superior
noise attenuation, while preserving the desired source
components. This is verified by subjective informal
listening tests.

47.9 Summary

In this chapter, we concentrated on the GSC beam-
former, and presented a comprehensive study of its
components. We showed, that the GSC structure is
closely related to other array optimization criteria, such
as the Wiener filter. We described multimicrophone post-
filters, based on either the MMSE or the log-spectral
estimation criteria, which are designed for improving
the amount of obtainable NR, with minimal degradation

of speech quality. The robustness of the GSC structure
to imperfect estimation of its components was ana-
lyzed. Various methods were proposed for increasing
the robustness of the GSC, and especially, for avoid-
ing leakage of the desired signal into the noise reference
signals. Finally, the performance of the TF-GSC was the-
oretically analyzed and experimentally evaluated under
nonstationary noise conditions.
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47.A Appendix: Derivation of the Expected Noise Reduction
for a Coherent Noise Field

For clarity of the exposition we will omit the time and
frequency dependence in the derivation. Recall (47.119)
and define

X(k, �)
 =X

=�Ns NsH
(
HH�Ns NsH

)−1
HH�Ns Ns .

(47.A1)

Denote,

X
 =K ×L×M ,

where, K =�Ns NsH , L= (HH�Ns NsH)−1, and M=
HH�Ns Ns . Thus, X is a multiplication of three terms.

Starting from L and using the detailed noise struc-
ture,

L= [
HH(φnn BBH+ εI)H]−1

= [
φnn(HH B)(HH B)H+ εHHH

]−1
.

Table 47.4 Twelve terms used for calculating X=KLM

K1L1M1 = 1
ε
Φ2

nn BBHH(HHH)−1HH BBH ; (I)

K1L2M1 =− 1
ε
Φ3

nn × BBHH(HHH)−1HH BBHH(HHH)−1 BBH

φnn BHH(HHH)−1HH B
(II)

=− 1
ε
Φ2

nn BBHH(HHH)−1HH BBH ;

K1L3M1 = Φ3
nn B(BHH(HHH)−1HH B)2 BH

(φnn BHH(HHH)−1HH B)2
(III)

= φnn BBH ;

K2L1M1 = φnnH(HHH)−1HH BBH ; (IV)

K2L2M1 =−Φ2
nn

H(HHH)−1HH BBHH(HHH)−1 BBH

φnn BHH(HHH)−1HH B
(V)

=−φnnH(HHH)−1HH BBH ;

K2L3M1 = ε
Φ2

nnH(HHH)−1HH BBHH(HHH)−1HH BBH

(φnn BHH(HHH)−1HH B)2
(VI)

= ε
H(HHH)−1HH BBH

BHH(HHH)−1HH B
;

K1L1M2 = φnn BBHH(HHH)−1HH ; (VII)

K1L2M2 =−Φ2
nn

BBHH(HHH)−1HH BBHH(HHH)−1HH

φnn BHH(HHH)−1HH B
(VIII)

=−φnn BBHH(HHH)−1HH ;

K1L3M2 = ε
Φ2

nn BBHH(HHH)−1HH BBHH(HHH)−1HH

(φnn BHH(HHH)−1HH B)2
(IX)

= ε
BBHH(HHH)−1HH

BHH(HHH)−1HH B
;

K2L1M2 = εH(HHH)−1HH ; (X)

K2L2M2 =−εH(HHH)−1HH BBHH(HHH)−1HH

BHH(HHH)−1HH B
; (XI)

K2L3M2 = ε2 φnnH(HHH)−1HH BBHH(HHH)−1HH

(φnn BHH(HHH)−1HH B)2
. (XII)

If B= A, i. e., the noise source is located exactly at
the desired signal position, then HH B= 0, and the
calculation of the inverse is straightforward, yielding
L= (εHHH)−1, K = εH , and M = εHH. Collect-

ing all terms we obtain, X= ε2

ε
H(HHH)−1HH ε→0−→ 0,

i. e., the signal at the BM output is zero, as expected. The
total noise part of the output is given by,

�n
yy =�n

FBF

=
ˆ̃AH�Ns Ns

ˆ̃A
‖ ˆ̃A‖4

=
ˆ̃AH
(
φnn BBH+ εI) ˆ̃A
‖ ˆ̃A‖4

ε→0−→ φnn|A1|2 ,
where the last transition is due to B= A. This is exactly
the no-distortion result obtained in Sect. 47.7.2, for the
desired signal direction.
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For the general case, B = A, we use the matrix
inversion lemma, yielding:

L= 1

ε
(HHH)−1

−
1
ε2 φnn(HHH)−1HH BBHH(HHH)−1

1+ 1
ε
φnn BHH(HHH)−1HH B

.

Now, using the approximation 1
1+μ ≈ 1−μ, for μ→ 0

(μ properly defined), yields,

L= 1

ε
(HHH)−1

−
1
ε
φnn(HHH)−1HH BBHH(HHH)−1

φnn BHH(HHH)−1HH B

+φnn(HHH)−1HH BBHH(HHH)−1(
φnn BHH(HHH)−1HH B

)2
. (47.A2)

Now, calculating X,

X=KLM =�NNHLHH�NN

= (
φnn BBH+ εI)HLHH(φnn BBH+ εI)

 = (K1+K2)H(L1+L2+L3)HH(M1+M2) ,
(47.A3)

with the obvious definitions of K1, K2, L1, L2, L3,
M1, and M2. Opening the brackets we have twelve terms
given in Table 47.4.

Note, that terms I and II, terms IV and V, and terms
VII and VIII eliminate each other, and that terms VI,
IX, X, XI, and XII vanish as ε approaches to zero.
Only term III is left, i. e., X= φnn BBH. Substituting
X into (47.119) we have

�n
yy =

Ã
H
�Ns Ns Ã

‖Ã‖4
− ÃH

(
φnn BBH

)
Ã

‖Ã‖4
= 0 . (47.A4)

47.B Appendix: Equivalence Between Maximum SNR
and LCMV Beamformers

The LCMV beamformer is given by

WLCMV =
(
φss AAH+�NN

)−1 A

AH
(
φss AAH+�NN

)−1 A
. (47.B1)

Using the matrix inversion lemma we have in the de-
nominator

AH
(
�NN+φss AAH

)−1
A

= AH

(
�−1

NN−
φss�

−1
NN AAH�−1

NN

1+φss AH�−1
NN A

)
A

= AH�−1
NN A− AH φss�

−1
NN AAH�−1

NN

1+φss AH�−1
NN A

A

= AH�−1
NN A−φss

(
AH�−1

NN A
)2

1+φss AH�−1
NN A

=
(
1+φss AH�−1

NN A
)(

AH�−1
NN A

)
1+φss AH�−1

NN A

− φss
(
AH�−1

NN A
)2

1+φss AH�−1
NN A

= AH�−1
NN A

1+φss AH�−1
NN A

(47.B2)

Similarly, we have in the numerator

(
φss AAH+�NN

)−1 A

=�−1
NN A− φss�

−1
NN AAH�−1

NN A

1+φss AH�−1
NN A

= �−1
NN A

(
1+φss AH�−1

NN A
)

1+φss AH�−1
NN A

− φss�
−1
NN AAH�−1

NN A

1+φss AH�−1
NN A

= �−1
NN A

1+φss AH�−1
NN A

. (47.B3)

Dividing (47.B3) by (47.B2) we have

WLCMV = �−1
NN A

AH�−1
NN A

≡WMSNR . (47.B4)
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Feedback Con48. Feedback Control in Hearing Aids

A. Spriet, S. Doclo, M. Moonen, J. Wouters

Acoustic feedback limits the maximum amplifi-
cation that can be used in a hearing aid without
making it unstable. This chapter gives an overview
of existing techniques for feedback suppression
and, in particular, adaptive feedback cancellation.
Because of the presence of a closed signal loop,
standard adaptive filtering techniques for open-
loop systems fail to provide a reliable feedback
path estimate if the desired signal is spectrally
colored. Several approaches for improving the
estimation accuracy of the adaptive feedback
canceller will be reviewed and evaluated for
acoustic feedback paths measured in a commercial
behind-the-ear hearing aid.

This chapter is organized as follows. Sec-
tion 48.1 gives a mathematical formulation of the
acoustic feedback problem in hearing aids and
briefly describes the two possible approaches to
reduce its negative effects, i. e., feedforward sup-
pression and feedback cancellation. In addition,
performance measures for feedback cancellation
are defined.

Section 48.2 discusses the standard continuous
adaptation feedback (CAF) cancellation algorithm
that is widely studied for application in hearing
aids. We demonstrate that the standard CAF suf-
fers from a model error or bias when the desired
signal is spectrally colored (e.g., a speech signal).
In the literature, several solutions have been pro-
posed to reduce the bias of the CAF. A common
approach is to incorporate signal decorrelating op-
erations (such as delays) in the signal processing
path of the hearing aid or to reduce the adap-
tation speed of the adaptive feedback canceller.
Other techniques, discussed in Sect. 48.3, exploit
prior knowledge of the acoustic feedback path to
improve the adaptation of the feedback canceller.
In Sect. 48.4, a final class of techniques is pre-
sented that view the feedback path as a part of
a closed-loop system and apply closed-loop system
identification theory [48.1]. Among the different
closed-loop identification methods, especially the
direct method is an appealing approach for feed-
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back cancellation. In contrast to the other meth-
ods, this technique does not require the use
of an external probe signal. The direct method
reduces the bias of the feedback canceller by in-
corporating a (stationary or time-varying) model
of the desired signal x[k] in the identifica-
tion.

Finally, Sect. 48.5 compares the steady-state
performance as well as the tracking performance
of different algorithms for acoustic feedback paths
measured in a commercial behind-the-ear hearing
aid.
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Acoustic feedback in hearing aids refers to the
acoustical coupling between the loudspeaker and the mi-
crophone of the hearing aid. Because of this coupling,
the hearing aid produces a severe distortion of the de-
sired signal and an annoying howling sound when the
gain is increased. With the growing use of open fittings,
i. e., without an earmold, and the decreasing distance
between the loudspeaker and the microphone of the hear-
ing aid, the demand for effective feedback suppression
or cancellation techniques increases.

This chapter gives an overview of existing tech-
niques for feedback suppression and, in particular,
adaptive feedback cancellation. Because of the pres-
ence of a closed signal loop, standard adaptive filtering
techniques for open-loop systems (as used in echo
cancellation) fail to provide a reliable feedback path
estimate if the desired signal is spectrally colored.
Several approaches for improving the estimation ac-
curacy of the adaptive feedback canceller will be
discussed.

48.1 Problem Statement

Section 48.1.1 defines the notation and gives a mathe-
matical formulation of the acoustic feedback problem
in hearing aids. Section 48.1.2 describes the two ap-
proaches that can be used to reduce acoustic feedback,
i. e., feedforward suppression and feedback cancellation.
In Sect. 48.1.3, we define the performance measures
that will be used to evaluate the feedback cancellation
techniques.

48.1.1 Acoustic Feedback in Hearing Aids

Notation
The superscripts T and H denote matrix/vector transpose
and complex conjugate transpose, respectively. The ex-
pectation operator is denoted by E{·}. The matrix F is
the M × M discrete Fourier transform (DFT) matrix. The
matrix IL is the L × L identity matrix; the matrix 0L is
an L × L dimensional matrix of zeros.

The discrete-time index is denoted by k. The symbol
q−1 denotes the discrete-time delay operator, i. e.,

q−1u[k] = u[k−1] . (48.1)

A discrete-time filter with coefficient vector f [k]
f [k] = [

f0[k] f1[k] · · · fL F−1[k]
]T

(48.2)

and filter length L F is represented as a polynomial
transfer function F(q, k) in q, i. e.,

F(q, k)= f T[k]q , (48.3)

with q = [
1 q−1 . . . q−L F+1

]T. This representation,
which is adopted from [48.2], allows the following
notation for the filtering of u[k] with F(q, k):

F(q, k)u[k] = f T[k]u[k] , (48.4)

with

u[k]=[u[k] u[k−1] · · · u[k− L F +1]]T . (48.5)

The spectrum of F(q, k) is denoted by F(eiω, k) with
ω ∈ [0, π] being the normalized angular frequency.

Acoustic Feedback
Figure 48.1 illustrates the problem of acoustic feedback
for a hearing aid with a single microphone. The so-
called forward path G(q, k) represents the regular signal
processing path of the hearing aid, typically including
a frequency-specific gain, compression, and/or noise re-
duction. We assume that G(q, k) has a delay dG of at
least one sample, i. e., g0 = 0.

The feedback path between the loudspeaker and
the microphone is denoted by F(q, k). It includes
the frequency characteristic of the loudspeaker and
the microphone, the acoustic feedback path, and the
characteristics of the digital-to-analog (DAC) and
analog-to-digital (ADC) converters. The feedback path
F(q, k) typically contains a delay dF that arises from
the processing delay of the ADC and DAC convert-
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Feedback Control in Hearing Aids 48.1 Problem Statement 981

ers and the propagation time of the sound from the
loudspeaker to the microphone. For simplicity, we will
include this delay dF in the delay dG of the for-
ward path G(q, k). The loudspeaker and microphone
signal are u[k] and y[k], respectively. The desired
sound signal (i. e., without acoustic feedback) is de-
noted by x[k] and the feedback signal is denoted by
n[k] = F(q, k)u[k].

Ideally, the loudspeaker signal u[k] equals the de-
sired signal x[k] processed by the forward path G(q, k),
i. e.,

u[k] = G(q, k)x[k] . (48.6)

However, because of acoustic feedback, the amplified
sound u[k] sent through the loudspeaker is fed back
into the microphone, resulting in a closed-loop system
C(q, k)

C(q, k)= G(q, k)

1−G(q, k)F(q, k)
(48.7)

from x[k] to the loudspeaker signal u[k].
Instability occurs if the loop gain |G(eiω, k)F(eiω, k)|

exceeds one at an angular frequencyω ∈ [0, π]with pos-
itive feedback, i. e., an angular frequency where the loop
phase  (G(eiω, k)F(eiω, k)) equals a multiple of 2π.
If the gain |G(eiω, k)| is increased beyond this point,
the system starts to oscillate. However also at low gain
margins, acoustic feedback already degrades the sound
quality by introducing ringing or howling. To avoid sig-
nificant audible distortion, a gain margin of at least 6 dB
is advisable: the effect of the acoustic feedback on the
closed-loop frequency response C(eiω, k) is then limited
to [48.3]

2

3
G(eiω, k)≤ C(eiω, k)≤ 2G(eiω, k). (48.8)

As an illustration, Fig. 48.2 depicts the feedback
path frequency response measured in a commercial (GN
ReSound) behind-the-ear hearing aid. During the mea-
surement, the hearing aid was attached to the right ear of
a Cortex MK II artificial head. An earmold with a vent
size of 2 mm was used. In this example, the minimum
feedback path attenuation, and hence, the maximum am-
plification without instability lies around 20 dB. The
acoustic feedback path when a mobile phone is at-
tached to the head is also shown. This demonstrates
that placing a telephone handset close to the ear can tem-
porarily reduce the feedback path attenuation by another
10–20 dB [48.4–6].
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Fig. 48.2 Feedback path frequency response of a commercial, GN
ReSound behind-the-ear hearing aid connected to a vented ear-
mold (with a vent size of 2 mm) for two conditions, i. e., without
obstruction and with a mobile phone attached to the ear

48.1.2 Feedforward Suppression
Versus Feedback Cancellation

To reduce the negative effects introduced by acoustic
feedback, several techniques have been proposed in the
literature. They can be broadly classified into feedfor-
ward suppression and feedback cancellation techniques.

Feedforward Suppression
In feedforward suppression techniques, the regular sig-
nal processing path G(q, k) of the hearing aid is modified
in such a way that it is stable in conjunction with the feed-
back path F(q, k). The most common technique is the
use of a notch filter. In a notch filter, the gain is reduced
in a narrow frequency band around the critical frequen-
cies, whenever feedback occurs [48.7–10]. The main
disadvantage is that this approach is reactive: in order to
identify the oscillation frequencies, howling first has to
occur. Other examples include equalizing the phase of
the open-loop response [48.11] and using time-varying
elements (such as frequency shifting, delay and phase
modulation) in the forward path G(q, k) [48.7, 12, 13].

The achievable increase in maximum stable gain
with feedforward suppression techniques was generally
found to be limited [48.7, 12]. In addition, feedforward
suppression techniques all compromise the basic fre-
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quency response of the hearing aid, and hence, may
seriously affect the sound quality.

Feedback Cancellation
A more-promising solution for acoustic feedback is the
use of a feedback cancellation algorithm, which is il-
lustrated in Fig. 48.3. The feedback canceller F̂(q, k)
produces an estimate z[k] of the feedback signal n[k]
and subtracts this estimate z[k] from the microphone sig-
nal y[k]. As a result, the closed-loop transfer function
C(q, k) from the desired signal x[k] to the loudspeaker
signal u[k] is modified to

C(q, k)= G(q, k)

1−G(q, k)[F(q, k)− F̂(q, k)] . (48.9)

Ideally, F̂(q, k)= F(q, k) such that the closed-loop sys-
tem C(q, k) equals the desired hearing aid response
G(q, k).

The acoustic path F(q, k) between the loudspeaker
and the microphone can vary significantly depending on

the acoustical environment (see Fig. 48.2) [48.4–6, 14].
Hence, adaptive feedback cancellers F̂(q, k) are called
for. In the remainder of this chapter, existing adaptive
feedback cancellation techniques will be discussed.

48.1.3 Performance of a Feedback Canceller

The most common measures to assess the performance
of feedback cancellation algorithms are the misalign-
ment between the true and estimated feedback path
F̂(q, k) and the maximum stable gain [48.14–18].

The misalignment ζk(F, F̂) between the true feed-
back path F(q, k) and the feedback path estimate F̂(q, k)
is computed in the frequency domain as

ζk(F, F̂)=

√√√√√√√√
π∫
0
|F(eiω, k)− F̂(eiω, k)|2 dω

π∫
0
|F(eiω, k)|2 dω

.

(48.10)

The misalignment reflects the accuracy of the feedback
path estimate F̂(q, k).

To get an idea of the actual benefit of a feedback
cancellation algorithm for the hearing aid user, the max-
imum stable gain (MSG) is often used [48.14,16]. In this
chapter, the MSG is defined as the largest gain for which
the hearing aid does not oscillate and the desired signal
is not substantially degraded by algorithm artifacts (e.g.,
signal distortion or howling) [48.16]. The MSG is deter-
mined by gradually and slowly increasing the gain while
the feedback canceller is running.

48.2 Standard Adaptive Feedback Canceller

Adaptive feedback cancellers can be divided into two
classes: algorithms with a continuous adaptation and al-
gorithms with a noncontinuous adaptation [48.9,16,19].
The latter only adapt the coefficients of the feedback
canceller when instability is detected or when the input
signal level is low [48.19–21]. Due to this reactive, rather
than proactive, adaptation, such systems may be objec-
tionable. A continuous adaptation feedback canceller,
on the other hand, continuously adapts the coefficients
of the feedback canceller.

This section describes a standard continuous adap-
tation feedback (CAF) cancellation technique that is
widely studied for hearing-aid applications [48.9,16,22].
In Sect. 48.2.2, we show that, because of the presence

of a closed signal loop, the standard CAF suffers from
a large model error or bias if the desired signal is spec-
trally colored. Classical approaches for reducing the bias
of the CAF are discussed in Sect. 48.2.3.

48.2.1 Adaptation of the CAF

The CAF continuously adapts the coefficients

f̂ [k] = [
f0[k] f1[k] · · · fL F̂−1[k]

]T
(48.11)

of the feedback canceller based on standard adaptive
filtering (Wiener filtering) procedures (Fig. 48.3). The
CAF minimizes the energy of the feedback compensated
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signal e[k], i. e.,

J( f̂ [k])= E{|y[k]− f̂ T[k]u[k]|2} , (48.12)

with

u[k] = [
u[k] · · · u[k− L F̂ +1]]T, (48.13)

resulting in the well-known Wiener filter

f̂ [k] = E{u[k]uT[k]}−1E{u[k]y[k]} . (48.14)

Assuming the sufficient-order case, where L F̂ = L F ,
and using

y[k] = f T[k]u[k]+ x[k], (48.15)

(48.14) can be written as:

f̂ [k] = E{u[k]uT[k]}−1E{u[k]uT[k] f [k]}
+E{u[k]uT[k]}−1E{u[k]x[k]}.

= f [k]+E{u[k]uT[k]}−1E{u[k]x[k]} . (48.16)

From (48.16), it can be seen that the desired signal x[k]
acts as a disturbance to the feedback canceller.

Standard adaptive filter procedures (e.g., least mean
squares (LMS), recursive least squares (RLS)) can be
used for adapting the filter coefficients f̂ [k].

Time-Domain Normalized LMS
The most popular adaptive filtering technique is the
NLMS algorithm, i. e.,

f̂ [k] = f̂ [k−1]+μ[k]u[k]
× (y[k]− f̂ T[k−1]u[k]) . (48.17)

Unlike in acoustic echo cancellation, the feedback can-
celler adapts during a continuous double-talk situation
[see (48.16)]. To reduce the excess mean square error
(MSE) in the presence of desired signals x[k] with large
power fluctuations or signal onsets, the step size μ[k] of
the NLMS algorithm is normalized with the sum of the
short-term average input power |u[k]|2 and error power
|e[k]|2 [48.16, 23]:

μ[k] = μ̄

L F̂

(|u[k]|2+|e[k]|2)+ c
, (48.18)

where μ̄ is a dimensionless step size constant, c is a small
positive constant to prevent singularities, and

|u[k]|2 = (1−γ )|u[k]|2+γ |u[k−1]|2 , (48.19)

|e[k]|2 = (1−γ )|e[k]|2+γ |e[k−1]|2 , (48.20)

with γ ∈ (0, 1]. For a highly time-varying signal x[k]
such as a speech signal, a burst in e[k] most often origi-
nates from an increase in the short-term power of x[k].
Hence, normalization with the error power reduces the
step size μ[k] when the desired signal x[k] is strong
and thus mitigates the negative effect of a strong desired
signal segment on the excess MSE.

Partitioned-Block Frequency-Domain NLMS
Better performance can be achieved when updating the
feedback canceller in the frequency domain [48.24–27].
Partitioned-block frequency-domain (PBFD) adaptive
filters combine the beneficial properties of frequency-
domain algorithms, i. e., faster convergence (thanks to
a frequency-dependent step size control) and a reduced
complexity, with a small processing delay as required
for hearing aids.

In this chapter, we concentrate on a PBFD im-
plementation based on overlap-save [48.27]. In this
implementation, the L F̂-taps feedback canceller f̂ [k]
is partitioned into L F̂/P segments f̂p[k] of length P
each. Each segment f̂p[k], p= 0, . . . , L F̂/P−1 is
then transformed to the frequency-domain vector F̂p[k]
by means of the M-point DFT matrix F :

f̂p[k] =
[

f̂ pP[k] . . . f̂(p+1)P−1[k]
]T
, (48.21)

F̂p[k] = F

[
f̂p[k]

0

]
4 P

4 M−P
. (48.22)

(It is assumed that L F̂/P ∈ � 0. Otherwise f̂p[k] has
to be padded with zeros.) Let the L-dimensional block
signal uk̄ be defined as

uk̄ =
[
u[k̄L+1] . . . u[(k̄+1)L]]T , (48.23)

with k̄ the block index. For each block of L input samples
uk̄, the PBFD NLMS filter produces L output samples
zk̄ = [z[k̄L+1] . . . z[(k̄+1)L]]T:

Up[k̄] = diag

⎧⎪⎪⎨
⎪⎪⎩F

⎡
⎢⎢⎣

u[(k̄+1)L− pP−M+1]
...

u[(k̄+1)L− pP]

⎤
⎥⎥⎦
⎫⎪⎪⎬
⎪⎪⎭ ,

(48.24)

zk̄ =
[
0 IL

]
F −1

L
F̂

P −1∑
p=0

Up[k̄]F̂p[k̄] . (48.25)

The parameter L is called the block length and hence
the corresponding input/output delay of the PBFD im-
plementation equals 2L−1. To ensure proper operation,
it is required that the DFT length M ≥ P+ L−1.
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The PBFD update equation is

F̂p[k̄+1] = F̂p[k̄]+Δ[k̄]F gF −1UH
p [k̄]E[k̄] ,

(48.26)

where

E[k̄] = F

[
0
IL

]
(yk̄− zk̄) , (48.27)

yk̄ =
[
y[k̄L+1] . . . y[(k̄+1)L]]T , (48.28)

and

g=
[

IP 0
0 0M−P

]
. (48.29)

The matrix Δ[k̄] in (48.26) is a diagonal matrix that
contains the step sizes μm[k̄], m = 0, . . . , M−1 of the
different frequency bins m, i. e.,

Δ[k̄] = diag
{
μ0[k̄], . . . , μM−1[k̄]

}
. (48.30)

Each step sizeμm[k̄] is normalized according to the sum
of the input and the error power in each frequency bin
m:

μm[k̄]
= μ̄m∑ L

F̂
P −1

p=0 |Up,m[k̄]|2+ L F̂
P |E p,m[k̄]|2+ c

,

(48.31)

Table 48.1 PBFD implementation of CAF

For each block of L input samples [u[k̄L +1], . . . , u[(k̄+1)L]:
∀p= 0, . . . ,

L
F̂

P −1 :

Up[k̄] = diag

⎧⎪⎪⎨
⎪⎪⎩F

⎡
⎢⎢⎣

u[(k̄+1)L− pP−M+1]
.
.
.

u[(k̄+1)L− pP]

⎤
⎥⎥⎦
⎫⎪⎪⎬
⎪⎪⎭ .

Block of output samples zk̄ = [z[k̄L+1] . . . z[(k̄+1)L]]T:

zk̄ = [0 IL ]F −1 ∑ L
F̂

P −1

p=0 Up[k̄]F̂p[k̄] .
Update formula:

yk̄ = [y[k̄L+1] . . . y[(k̄+1)L]]T ,
E[k̄] = F

[
0
IL

] (
yk̄−[0 IL ]F −1 ∑ L

F̂
P −1

p=0 Up[k̄]F̂p[k̄]
)
,

F̂p[k̄+1] = F̂p[k̄]+Δ[k̄]F gF −1UH
p [k̄]E[k̄] .

Step size:

Δ[k̄] = diag{μ0[k̄], . . . , μM−1[k̄]} ,
μm [k̄] = μ̄m

∑ L
F̂

P −1
p=0 |Up,m [k̄]|2+

L
F̂

P |E p,m [k̄]|2+c

.

where Up,m[k̄] and E p,m[k̄] are the m-th element of
Up[k̄] and Ep[k̄], respectively, and c is a small constant.

The update equations of the PBFD F̂p[k̄] are summa-
rized in Table 48.1. In the simulations, we set M = 64,
P = 32, and μ̄m = 0.01. The block length L is cho-
sen such that the processing delay 2L−1 does not
exceed the desired total processing delay dG (e.g.,
L = 32 for dG ≥ 4 ms; L = 8 for dG = 1 ms; L = 16
for dG = 2–3 ms).

48.2.2 Bias of the CAF

The presence of the closed signal loop G(q, k) introduces
specific signal correlation when the desired signal x[k]
is spectrally colored (e.g., a speech or music signal). As
a result, the CAF fails to provide a reliable feedback
path estimate [48.28].

Let us again assume the sufficient-order case where
L F̂ = L F . Then, the feedback path estimate f̂ [k] can be
decomposed as [see (48.16)]:

f̂ [k] = f [k]
+E{u[k]uT[k]}−1E{u[k]x[k]}︸ ︷︷ ︸

bias

. (48.32)

If E{u[k]x[k]} = 0, the feedback path estimate f̂ [k] is
unbiased.

However, because of the presence of the forward
path G(q, k), the input signal u[k] to the adaptive filter
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f̂ [k] relates to x[k] as

u[k] = C(q, k)x[k] , (48.33)

where C(q, k) is defined in (48.9).
Usually, G(q, k) contains a processing delay dG of

at least one sample. (Note that the delay dG includes the
processing delay of the DAC and the ADC of the hearing
aid (Sect. 48.1).) Assuming that G(q, k), F(q, k), and
F̂(q, k) are causal, the closed-loop system C(q, k) can
be specified as

C(q, k)= cdG [k]q−dG + cdG+1[k]q−dG−1

+· · ·+ cLC−1[k]q−LC+1 (48.34)

and hence

u[k] = (
cdG [k]+ . . .
+ cLC−1[k]q−LC+dG+1)x[k−dG] . (48.35)

As a result, E{u[k]x[k]} = 0 if and only if

E{x[k− δ]x[k]} = 0 (48.36)

for dG ≤ δ ≤ LC+ L F̂−2.
Most practical sound signals x[k] are spectrally col-

ored, meaning that the signal values x[k] are correlated
in time (e.g., speech, music, etc.). Many of these au-
dio signals may be well approximated as low-order
time-varying autoregressive (AR) random processes

x[k] = H(q, k)w[k] = 1

A(q, k)
w[k] , (48.37)

where A(q, k) is an finite impulse response (FIR) with
a0 = 1 and where w[k] is a white noise signal. Hence,
the signal model H(q) is often infinite impulse response
(IIR), so that the length L H of H(q) typically exceeds
dG and hence, E{u[k]x[k]} = 0. The CAF will then
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Fig. 48.4 CAF with decorrelating signal operations (i. e.,
inserting a decorrelation unit or adding a probe signal r[k])

cancel the desired signal x[k] instead of the feedback
signal n[k] = F(q, k)u[k] [see (48.16)], leading to signal
distortion.

From (48.16), we observe that the bias in the feed-
back path estimate f̂ [k] decreases with increasing power
ratio of the feedback signal n[k] (i. e., the signal to
identify) to the desired signal x[k] (which acts as a dis-
turbance). Since

n[k] = F(q, k)C(q, k)x[k] , (48.38)

the larger the loop gain |G(q, k)F(q, k)|, the smaller
the bias will be. This indicates that the bias will be
smallest for large gains G(q, k) and for frequencies that
are closest to instability, which is a desirable property.

48.2.3 Reducing the Bias of the CAF

Classical approaches to reduce the bias of the CAF in-
clude inserting signal decorrelation operations in the
forward path G(q, k) and reducing the adaptation speed
of the feedback canceller.

Inserting Signal Decorrelation Operations
A first solution to reduce the bias is to include decorre-
lating signal operations in cascade with the forward path
G(q, k), as depicted in Fig. 48.4. Ideally, the decorrela-
tion unit removes any correlation between the desired
signal x[k] and the input u[k] to the adaptive filter
F̂(q, k), so that the bias term in (48.32) equals zero. Of-
ten, the decorrelation unit however degrades the sound
quality, making full decorrelation impossible.

For many signals x[k], the autocorrelation sequence
E{x[k]x[k− δ]} decreases with increasing lag δ. A com-
mon technique to reduce the correlation is to increase
the delay dG by inserting a delay into the forward
path [48.28]. Many audio signals however have a rel-
atively strong autocorrelation. A large delay dG may
then be required to efficiently decorrelate x[k] and u[k].
However, the delay dG should not exceed 10 ms in order
not to degrade intelligibility [48.29] and sound quality,
e.g., by comb-filter effects resulting from destruc-
tive and constructive interference between the direct
sound to the eardrum and the amplified and delayed
sound [48.30, 31].

As an illustration, Fig. 48.5 depicts the misalign-
ment of the PBFD CAF as a function of the delay dG
of G(q, k)= Gq−dG with G = 10 dB for the acoustic
feedback path in Fig. 48.2 with a mobile phone attached
to the head. Three desired signals x[k] are considered:
a white-noise signal, a stationary speech weighted noise
signal, and a real speech signal. The real speech signal
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Fig. 48.5 Misalignment of the PBFD CAF as a function of the
delay dG for white noise, speech weighted noise, and real speech as
a desired signal. G(q, k)= Gq−dG with G = 10 dB

consists of English sentences spoken by a male speaker
from the hearing in noise test (HINT) database [48.32].
For speech weighted noise and real speech, the CAF is
clearly biased. For both signals, the bias (or misalign-
ment) decreases with increasing delay dG . A delay of
4 ms provides sufficient decorrelation for the speech
weighted noise signal. However, for the real speech
signal, a much larger delay dG > 10 ms is required.

Other techniques to reduce the correlation between
x[k] and u[k] are inserting a probe signal r[k] (noise sig-
nal) at the input u[k] of the loudspeaker (see Fig. 48.4)
or adding nonlinearities to the forward path G(q, k),
such as frequency shifting, phase or delay modu-

lation [48.12, 33–35]. Such methods may, however,
degrade the sound quality. In the former case, e.g.,
the probe signal should be inaudible so that it does
not degrade the signal-to-noise ratio. Its level will thus
have to be lower than the level of the ordinary output
u[k], resulting in a significant residual bias. A small
amount of modulation or a small frequency shift (e.g.,
a frequency shift of up to 5 Hz [48.13]) may still be ac-
ceptable for speech signals, however, its effect on music
is objectionable. These techniques will not be further
discussed.

Reducing the Adaptation Speed
In [48.36–38], distortion of the desired signal x[k] is re-
duced by keeping the adaptation speed of the feedback
canceller small. When feedback or a sudden change in
the feedback path is detected, the adaptation speed is
temporarily increased. A slow adaptation speed reduces
the ability to track changes in the spectrum of the de-
sired signal x[k], and hence, limits the negative effect
of a temporary signal with a strong autocorrelation on
the feedback path estimate [48.30]. Convergence of this
technique may however be too slow to track variations
in the feedback path successfully so that the maximum
amplification may still be limited.

In addition to inserting signal decorrelating opera-
tions or reducing the adaptation speed, other approaches
have been proposed in the literature for improving the
estimation accuracy of the adaptive feedback canceller.
A first class of techniques (described in Sect. 48.3) ex-
ploits prior knowledge of the acoustic feedback path to
improve the adaptation of the feedback canceller. A sec-
ond class of techniques (discussed in Sect. 48.4) views
the feedback path as a part of a closed-loop system and
applies closed-loop system identification theory.

48.3 Feedback Cancellation Based on Prior Knowledge
of the Acoustic Feedback Path

In [48.15, 22, 39], prior knowledge of the acoustic
feedback path is exploited to reduce the bias of the
standard CAF. The adaptation of the feedback can-
celler is controlled based on the prior knowledge through
constrained (Sect. 48.3.1) or bandlimited adaptation
(Sect. 48.3.2).

48.3.1 Constrained Adaptation (C-CAF)

In [48.22,39], the bias is reduced by constrained adapta-
tion: the filter coefficients f̂ [k] of the adaptive feedback

canceller F̂(q, k) are not allowed to deviate too much
from reference filter coefficients f̂ref. These reference
filter coefficients f̂ref are measured during start-up or
fitting, by means of a probe signal r[k].

A cheap method to impose this constraint is to add
a term to the cost function (48.12) of the feedback can-
celler that penalizes excessive deviation of the filter f̂ [k]
from the reference filter f̂ref, i. e.,

J( f̂ [k])= E
{|y[k]− f̂ T[k]u[k]|2}
+η( f̂ [k]− f̂ref)

T( f̂ [k]− f̂ref) . (48.39)
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This results in the solution

f̂ [k] = (E{u[k]uT[k]}+ηI)−1

(E{u[k]y[k]}+η f̂ref) . (48.40)

The scalar η trades off between signal distortion reduc-
tion and the ability to model deviations from f̂ref. The
larger η, the more f̂ [k] evolves towards f̂ref.

Time-Domain NLMS
From (48.39), the following time-domain NLMS update
equation can be derived

f̂ [k+1] = f̂ [k]+ μ̄

L F̂

(|u[k]|2+|e[k]|2)+η+ c

×
[
u[k](y[k]− f̂ T[k]u[k])

−η( f̂ [k]− f̂ref)
]
. (48.41)

Partitioned-Block Frequency-Domain NLMS
Converting (48.41) into the partitioned-block frequency
domain results in [48.27]:

F̂p[k̄+1] = F̂p[k̄]+Δ[k̄](F gF −1UH
p [k̄]E[k̄]

−η(F̂p[k̄]− F̂p, ref)
)
, (48.42)

where

f̂p, ref =
[

f̂ref, pP · · · f̂ref, (p+1)P−1
]T
, (48.43)

F̂p, ref = F

[
f̂p, ref

0

]
4 P

4 M−P
. (48.44)

η is a diagonal matrix that contains the trade-off param-
eters ηm, m = 0, . . . , M−1 for the different frequency
bins m. The diagonal step-size matrix Δ[k̄] is

Δ[k̄] = diag
{
μ0[k̄], . . . , μM−1[k̄]

}
(48.45)

with

μm[k̄]
= μ̄m∑ L

F̂
P −1

p=0 |Up,m[k̄]|2+ L F̂
P |E p,m[k̄]|2+ηm+ c

.

(48.46)

In the sequel, the CAF with constrained adaptation will
be referred to as C-CAF.

Performance
Figure 48.6 illustrates the effect of ηm = η on the per-
formance of the PBFD C-CAF for different delays dG
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Fig. 48.6a,b Misalignment of the C-CAF as a function of
the delay dG of G(q, k)= Gq−dG for different settings of η
and real speech as a desired signal. (a) Without obstruction
(G = 17 dB). (b) With a mobile phone attached to the head
(G = 10 dB)

and real speech as a desired signal. The reference filter
f̂ref is a 20-taps filter. It was computed for the scenario
without obstruction by disconnecting the forward path
G(q, k) and inserting a white-noise signal r[k] into the
loudspeaker. The frequency response of the reference fil-
ter f̂ref together with the frequency response of the true
feedback path is depicted in Fig. 48.7. The feedback
path when a mobile phone is attached to the ear is also
shown. Figure 48.6(a) shows the misalignment for the
feedback path without obstruction. Figure 48.6b depicts
the misalignment for the feedback path with a mobile
phone attached to the head, illustrating the performance
of the C-CAF in the presence of a deviation in the feed-
back path model. The forward path gain was set close to
instability, i. e., G = 17 dB for the scenario without ob-
struction and G = 10 dB for the scenario with a mobile
phone.

For the scenario without obstruction, the reference
filter is a good model of the actual feedback path. As
a result, the misalignment of the C-CAF decreases with
increasing η. When the mobile phone is attached to the
head, the actual feedback path deviates from the ref-
erence path (Fig. 48.6). If η is chosen too large, the
feedback path deviation cannot be successfully mod-
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Fig. 48.7a,b Frequency response of the reference filter f̂ref used in
the C-CAF. For comparison, the true feedback path for the scenario
without obstruction and with a mobile phone are also depicted

eled. Indeed, Fig. 48.6b shows that for η= 0.2, a similar
or worse misalignment is obtained than for η= 0.04. In
the sequel, η= 0.04.

48.3.2 Bandlimited Adaptation (BL-CAF)

In [48.15,38,40–42], feedback cancellation is restricted
to the frequency band that encompasses the unstable
frequencies through bandlimited adaptation. Indeed, to
avoid instability, it suffices that the feedback canceller
cancels the feedback signal at the critical frequen-
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Fig. 48.8 Bandlimited adaptive feedback cancellation (BL-CAF)

cies, where instability is about to occur. Typically, the
acoustic feedback path of a hearing aid provides less at-
tenuation at high frequencies, where most hearing aid
users have the largest hearing loss (Fig. 48.2) [48.3]. As
a result, the risk for instability is often highest in the
high-frequency range, while most of the desired signal
energy is typically concentrated at low frequencies, e.g.,
for speech signals. By concentrating the adaptation of
the feedback canceller on the higher frequencies only,
the feedback canceller may be more efficient and will
introduce less distortion.

Figure 48.8 depicts the block diagram of the ban-
dlimited feedback canceller (abbreviated as BL-CAF).
The filters B1(q) and B2(q) are high- or bandpass filters
chosen such that all critical frequencies are preserved
while the desired signal components are removed as
much as possible. The filter B1(q) in the feedback can-
cellation path limits the feedback cancellation signal
to the frequency band of interest and hence prevents
the desired signal components outside the critical band
from being distorted by the feedback canceller F̂(q, k).
To focus the modeling effort of the adaptive feedback
canceller f̂ [k] on the regions that contain the critical
frequencies, the adaptive filter minimizes the frequency-
weighted error energy

J( f̂ [k])= E
{|B2(q)(y[k]− F̂(q, k)uBP1 [k])|2}

= E
{|yf[k]− F̂(q, k)uf[k]|2} , (48.47)

where

uBP1 [k] = B1(q)u[k], (48.48)

yf[k] = B2(q)y[k], (48.49)

uf[k] = B2(q)uBP1 [k] . (48.50)

The filter B2(q) reduces the energy of the residual er-
ror signal (which acts as a disturbance to the adaptive
feedback canceller). As a result, the misadjustment and
bias of the bandlimited adaptive feedback canceller is
reduced compared to the standard CAF.

Note that the filter B1(q) introduces a group delay in
the feedback cancellation path. This group delay should
not exceed the delay in the acoustic feedback path, oth-
erwise the feedback signal cannot be cancelled [48.15].
To guarantee a small group delay and to save compu-
tational complexity, low-order elliptic IIR filters B1(q)
and B2(q) are used in [48.15].

In [48.15], minimization of (48.47) is realized
through a filtered-X algorithm. In the filtered-X
algorithm, the input signal uBP1 [k] and the feedback-
compensated signal e[k] = y[k]− F̂(q, k)uBP1 [k] are
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filtered by B2(q) before being used to update the adaptive
filter F̂(q, k). Equivalently, J( ˆf [k]) can be minimized
by performing standard adaptive filtering techniques on
the prefiltered microphone and loudspeaker data yf[k]
and uf[k] (as illustrated in Fig. 48.8) [48.27]. In contrast
to the filtered-X algorithm, any change to the adap-
tive filter f̂ [k] then has an immediate effect on the
frequency-weighted adaptation error even if B2(q) has
a group delay. As a result, no stability problems may
occur [48.15, 43].

Time-Domain NLMS
For NLMS adaptation, the update equation becomes

f̂ [k] = f̂ [k−1]
+μ[k]u[k] (yf[k]− f̂ T[k−1]uf[k])︸ ︷︷ ︸

ef [k]
,

(48.51)

with

uf[k] = [
uf[k] . . . uf[k− L F̂]

]
(48.52)

μ[k] = μ̄

L F̂

(|uf[k]|2+|ef[k]|2)+ c
, (48.53)

Partitioned-Block Frequency-Domain NLMS
The PBFD implementation equals [48.27]

F̂p[k̄+1] = F̂p[k̄]+Δ[k̄]F gF −1U f,H
p [k̄]Ef[k̄] ,

(48.54)

where

U f
p[k̄]

= diag

⎧⎪⎪⎨
⎪⎪⎩F

⎡
⎢⎢⎣

uf[(k̄+1)L− pP−M+1]
...

uf[(k̄+1)L− pP]

⎤
⎥⎥⎦
⎫⎪⎪⎬
⎪⎪⎭ ,

(48.55)

Ef[k̄] = F

[
0
IL

]⎛⎜⎝yf
k̄
− [0 IL

]
F −1

×

L
F̂

P −1∑
p=0

U f
p[k̄]F̂p[k̄]

⎞
⎟⎠ , (48.56)

yf
k̄
= [

y[k̄L+1] . . . y[(k̄+1)L]]T . (48.57)

The step sizes μm[k̄] are computed as

μ̄m∑ L
F̂

P −1
p=0

∣∣U f
p,m[k̄]

∣∣2+ L F̂
P

∣∣Ef
p,m[k̄]

∣∣2+ c

. (48.58)

Performance
The bandwidths and the stopband attenuation of the fil-
ters B1(q) and B2(q) determine the efficiency of the
bandlimited feedback canceller F̂(q, k): the larger the
bandwidth (or the smaller the stopband attenuation), the
larger the frequency range where acoustic feedback is
cancelled, but the larger the bias and misadjustment
of the feedback path estimate. To specify the band-
width of B1(q) and B2(q), identification of the critical
frequency region for different hearing aids and differ-
ent hearing aid users is required, e.g., during fitting.
However, the critical frequency region expands with in-
creasing gain in the forward path G(q, k) as well as, e.g.,
with the presence of a telephone handset or hand palm
close to the ear (Fig. 48.2). Hence, to guarantee stabil-
ity, the bandwidth and stopband attenuation of B1(q) and
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Fig. 48.9a,b Misalignment of BL-CAF as a function of
the delay dG for different cut-off frequencies fc (i. e., fc =
0.4 kHz, fc = 1 kHz, and fc = 2 kHz) and real speech as
a desired signal. (a) G = 10 dB. (b) G = 17 dB (for dG =
5–6 ms and dG = 8–10 ms, instability occurs for the BL-
CAF with fc = 2 kHz; for dG = 9–10 ms, instability occurs
for the CAF)
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B2(q) should not be chosen too small. In this Chapter,
a second-order IIR filter B1(q)= B2(q) with a cut-off
frequency of 1 kHz and a stopband attenuation of 20 dB
is used.

As an illustration, Fig. 48.9 depicts the misalignment
of the BL-CAF as a function of the forward path delay
dG for three different cut-off frequencies fc, i. e., fc =
0.4 kHz, fc = 1 kHz and fc = 2 kHz. For comparison,
the misalignment of the CAF is also shown. The acoustic
feedback path with a mobile phone attached to the head
is used. The desired signal x[k] is a real speech signal.

Two forward path gains G are depicted, i.e., G = 10 dB
and G = 17 dB. For all delays dG , the BL-CAF achieves
a smaller misalignment than the CAF, especially for low
gains G. For G = 10 dB, a cut-off frequency of 1 kHz
or 2 kHz results in a smaller misalignment than a cut-
off frequency of 0.5 kHz. For G = 17 dB, the cut-off
frequency of 2 kHz performs worse than fc = 1 kHz: for
dG ≥ 5 ms, instability even occurs. At high gains, the
region with critical frequencies increases, explaining the
worse performance. This illustrates that fc should not
be chosen too large.

48.4 Feedback Cancellation Based on Closed-Loop System Identification

All of the aforementioned feedback cancellation tech-
niques initially ignore the presence of the closed signal
loop G(q, k) and apply standard adaptive filtering tech-
niques for open-loop systems. In a second stage, signal
processing operations are included to reduce the negative
effect of G(q, k) on the performance.

An alternative approach is to view the feedback
path immediately as a part of a closed-loop system
and to apply closed-loop system identification the-
ory [48.1, 17, 30, 44, 45]. Closed-loop identification
methods can be classified as direct, indirect, or joint
input–output methods [48.1]. In contrast to the indirect
and the joint input–output approach, the direct method
requires neither assumptions about the forward path
G(q, k) (e.g., linearity) nor the presence of an exter-
nal probe signal r[k], making it an appealing approach
for feedback cancellation.

Section 48.4.1 defines the closed-loop system setup.
Section 48.4.2 describes the direct method of closed-
loop system identification in the context of feedback
cancellation. In this method, the bias of the stan-
dard CAF is reduced by incorporating a (stationary or
time-varying) model of the desired signal x[k] in the
identification [48.18, 30, 45, 46]. The estimation of the
desired signal model is discussed in Sect. 48.4.3. Sec-
tion 48.4.4 discusses the other two closed-loop system
identification procedures, i. e., the indirect method and
the joint input–output method [48.17, 47].

48.4.1 Closed-Loop System Setup

Figure 48.10 depicts the closed-loop system setup. The
open-loop system to be identified is given by

y[k] = F(q, k)u[k]+ x[k] . (48.59)

For the time being, we assume that the desired signal
x[k] can be modeled as

x[k] = H(q, k)w[k] , (48.60)

withw[k] a zero-mean white-noise sequence and H(q, k)
monic and inversely stable.

The output signal y[k] is fed back to the input u[k]
according to

u[k] = G(q, k)(y[k]− F̂(q, k)u[k])+r[k] . (48.61)

The signal r[k] is an optional probe signal that is inde-
pendent of x[k], and can be viewed as an extra excitation
signal of the feedback path F(q, k). The probe signal is
generally a noise signal.

By combining (48.59) and (48.61), we obtain the
closed-loop relations [48.1, 44]

y[k] = (1+ F(q, k)C(q, k))x[k]
+ F(q, k)S(q, k)r[k] , (48.62)

u[k] = C(q, k)x[k]+ S(q, k)r[k] , (48.63)
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Fig. 48.10 Closed-loop system set-up
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Fig. 48.11 Feedback cancellation with the prediction error method (PEMAFC)

where S(q, k) is the so-called sensitivity function

S(q, k)= 1

1−G(q, k)(F(q, k)− F̂(q, k))
(48.64)

and C(q, k) is the closed-loop transfer function from x[k]
to u[k] [see(48.9)]

C(q, k)= S(q, k)G(q, k) . (48.65)

For future use, we denote the closed-loop transfer func-
tion from r[k] to y[k] as Fc(q, k):

Fc(q, k)= F(q, k)S(q, k) . (48.66)

Depending on the assumptions that are made about the
forward path G(q, k), closed-loop identification methods
can be classified as indirect, joint input–output, or direct
methods [48.1, 44].

48.4.2 Direct Method

In the direct method of closed-loop identification, the
open-loop system {F(q, k), H(q, k)}

y[k] = F(q, k)u[k]+H(q, k)w[k] , (48.67)

is identified from the loudspeaker signal u[k] and the
microphone signal y[k] by an open-loop identification
method, thereby ignoring the presence of the closed
signal loop G(q, k) [48.18, 30, 45, 48]. Only some spe-
cific open-loop identification methods can be applied to
closed-loop systems, such as the prediction error method
(PEM) [48.1,44]. The PEM produces an estimate F̂(q, k)
and Ĥ(q, k) of the feedback path F(q, k) and the desired
signal model H(q, k), respectively, by minimizing the
energy of the so-called prediction error

ep[k] = Ĥ(q, k)−1(y[k]− F̂(q, k)u[k]) ,

i. e.,

J( f̂ [k])= E{|Ĥ(q, k)−1(y[k]− F̂(q, k)u[k])|2} ,
= E{|yf[k]− f̂ T[k]uf[k]|2} , (48.68)

where

uf[k] = [
uf[k] . . . uf[k− L F̂ +1]]T , (48.69)

yf[k] = Ĥ(q, k)−1 y[k] , (48.70)

uf[k] = Ĥ(q, k)−1u[k] . (48.71)

Minimization of (48.68) results in

f̂ [k] = E{uf[k]uf,T[k]}−1E{uf[k]yf[k]} , (48.72)

where yf[k] can be decomposed as:

yf[k] = Ĥ(q, k)−1x[k]+ F(q, k)uf[k] . (48.73)

If Ĥ(q, k)= H(q, k),

yf[k] =w[k]+ F(q, k)uf[k] . (48.74)

The desired signal x[k] is converted into a white-noise
signal w[k]. As a result, f̂ [k] results in an unbiased
feedback path estimate in the sufficient-order case (i. e.,
L F̂ = L F) [48.18, 45].

From (48.68) it follows that J( f̂ [k]) can be
minimized by performing standard adaptive filter-
ing techniques on the pre-whitened data yf[k] and
uf[k] [48.43]. This is illustrated in Fig. 48.11, where
A(q, k)= Ĥ(q, k)−1. The update equations of the time-
domain and PBFD NLMS algorithm correspond to
(48.51–48.58) with yf[k] and uf[k] now defined in
(48.70–48.71) (Table 48.2). In the sequel, we refer to
the feedback canceller based on the PEM as PEMAFC.
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Table 48.2 PBFD implementation of PEMAFC-a

For each block of L input samples [u[k̄L +1], . . . , u[(k̄+1)L]
Block of output samples zk̄ = [z[k̄L+1] . . . z[(k̄+1)L]]T

zk̄ = [0 IL ]F −1 ∑ L
F̂

P −1

p=0 Up[k̄]F̂p[k̄] ,
with

Up[k̄] = diag

⎧⎪⎪⎨
⎪⎪⎩F

⎡
⎢⎢⎣

u[(k̄+1)L− pP−M+1]
.
.
.

u[(k̄+1)L− pP]

⎤
⎥⎥⎦
⎫⎪⎪⎬
⎪⎪⎭ , p= 0, . . . ,

L
F̂

P −1 .

Prefilter loudspeaker and microphone signal with A(q, k̄a−1), k̄a =
⌈

k̄L+i
N

⌉
(N is the framelength):

uf[k̄L+ i] = A(q, k̄a−1)u[k̄L+ i− N] ,
yf[k̄L+ i] = A(q, k̄a−1)y[k̄L+ i− N], i = 1, . . . , L,

U f
p[k̄] = diag

⎧⎪⎪⎨
⎪⎪⎩F

⎡
⎢⎢⎣

uf[(k̄+1)L− pP−M+1]
.
.
.

uf[(k̄+1)L− pP]

⎤
⎥⎥⎦
⎫⎪⎪⎬
⎪⎪⎭ .

Update AR model A(q, k̄a):

If k̄L+ i = k̄a N with k̄a an integer:

A(q, k̄a)= Levinson–Durbin
([e(k̄L+ i− N+1] . . . e[k̄L+ i]]T)

with e[k̄L+ i] = y[k̄L+ i]− z[k̄L+ i] .
Update formula:

yf
k̄
= [yf[k̄L+1] . . . yf[(k̄+1)L]]T ,

Ef[k̄] = F

[
0
IL

] (
yf

k̄
−[0 IL ]F −1 ∑ L

F̂
P −1

p=0 U f
p[k̄]F̂p[k̄]

)
,

F̂p[k̄+1] = F̂p[k̄]+Δ[k̄]F gF −1U f,H
p [k̄]Ef [k̄] .

Step size:

Δ[k̄] = diag{μ0[k̄], . . . , μM−1[k̄]} ,
μm [k̄] = μ̄m

∑ L
F̂

P −1
p=0

∣∣∣Uf
p,m [k̄]

∣∣∣2+ L
F̂

P

∣∣∣Ef
p,m [k̄]

∣∣∣2+c

.

48.4.3 Desired Signal Model

The PEMAFC requires an estimate of the desired signal
model H(q, k). Both, fixed and adaptive estimates of the
desired signal model H−1(q, k) have been considered
in the literature. In the sequel, PEMAFC with a fixed
model is referred to as PEMAFC-f and PEMAFC with
an adaptive model is referred to as PEMAFC-a.

Fixed Desired Signal Model (PEMAFC-f)
In [48.30, 45], the desired signal model H(q, k)
is approximated by a fixed low-pass all-pole filter
Ĥ(q, k)= A−1(q), which represents the long-term av-
erage speech spectrum. A simple model for the average
speech spectrum is a first-order all-pole model:

Ĥ(q, k)= 1

1−αq−1
, (48.75)

with α < 1 (e.g., α= 0.9) [48.22].

Adaptive Desired Signal Model (PEMAFC-a)
In practice, the desired signal model H−1(q, k) is un-
known and highly time varying. In addition, the quality
of the feedback canceller F̂(q, k) strongly depends on the
accuracy of the signal model estimate Ĥ(q, k) [48.45], so
that it is desirable to identify the feedback path F(q, k) as
well as the desired signal model H(q, k) with the PEM
method. However, F(q, k) and H(q, k) are not always
identifiable in the closed-loop system at hand [48.45].

Since most audio signals x[k] can be approximated
by a low-order AR model, it is assumed that

H−1(q, k)= A(q, k)= 1+q−1 Ā(q, k) (48.76)

with Ā(q, k) an FIR filter. In [48.18], it has been
shown that the AR model A(q, k) and the feedback
path F(q, k) can be both identified in closed-loop with-
out adding nonlinearities or a probe signal, if the delay
dG ≥ L H−1 = L A.
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Since the filter length L A is short, the required pro-
cessing delay dG is usually much shorter (e.g., 1–2 ms)
than the delay dG that is needed in the standard CAF
to decorrelate x[k] and u[k]. For example, a 10–20 ms
speech segment at a sampling frequency fs = 16 kHz
can be modeled by a 10–20-order AR model with w[k]
a white-noise excitation (in case of unvoiced sounds) or
a pulse-train excitation (in case of voiced sounds).

The AR model A(q, k) is computed through linear
prediction of the feedback compensated signal

e[k] = y[k]− f̂ T[k]u[k] , (48.77)

on subsequent frames of N = 160 samples (i. e., 10 ms),
e.g., using the Levinson–Durbin algorithm [48.49]. Note
that e[k] = x[k], if f̂ [k] = f [k].

So far, we have assumed that the excitation w[k] of
H(q, k) is a white-noise sequence. This assumption does
not apply for voiced speech, where the excitation w[k]
approximates a pulse train that is periodical with the
pitch period P (expressed as number of samples). A low-
order (e.g., 10th to 20th order) AR model will not suffice
to notch out the discrete frequencies caused by the pulse
train excitation. As a result, the prefiltered loudspeaker
signal uf[k] will still be correlated with the excitation
signal w[k] at the pitch frequency fs

P and its harmon-
ics k fs

P with k ∈ � and k
P < 1

2 . The residual correlation
caused by the pulse train excitation can be removed by
cascading the low-order short-term AR model AST(q, k)
with a long-term predictor ALT(q, k)= (1−bq−P̂[k]),
where P̂[k] is an estimate of the pitch period P [48.48]:

A(q, k)= AST(q, k)(1−bq−P̂[k]) . (48.78)

For speech, the pitch frequency fs/P lies between 50
and 400 Hz and hence for fs = 16 kHz, P lies between
40 and 320 samples. To guarantee identifiability, the total
filter length P̂[k]+ L AST of A(q, k) should not exceed the
maximum allowable processing delay dG .

For feedback cancellers F̂(q, k) with a short filter
length L F̂ ≤ P and for small delays dG , the bias in
the feedback path estimate due to the periodic pulse
train excitation w[k] is negligible [48.27]. In hearing
aids, the dominant part of the feedback path F(q, k) is
quite short, so that a relatively short filter length L F̂
is typically used, i. e., L F̂ ≤ 100 [48.14]. In addition,
the delay dG should be kept small (i. e., ≤ 10 ms). As
a result, the benefit of a long-term predictor is limited
for hearing-aid applications.

The equations of the PBFD NLMS implementation
of the PEMAFC-a are summarized in Table 48.2.

Performance
As an illustration, Fig. 48.12 depicts the misalignment
of PEMAFC-f (with the fixed AR model (48.75)) and
PEMAFC-a (with L A = 21) as a function of the delay
dG for the acoustic feedback path with a mobile phone
attached to the head and a forward path gain G = 10 dB.
(To guarantee identifiability, L A = 16 for dG = 1 ms.)
For comparison, the misalignment of the CAF is also
shown.

In Fig. 48.12a, the desired signal x[k] is speech
weighted noise, generated by passing white noise
through a 20th-order all-pole model. In this exam-
ple, the desired signal x[k] can be perfectly whitened
by a 20th-order AR model A(q, k), since the white-
noise assumption is satisfied and L H−1 = 21. Indeed,
for dG ≤ 2 ms, the PEMAFC succeeds to fully
decorrelate x[k] and u[k]: the same misalignment
is obtained as for the CAF with white noise as
a desired signal x[k] (Fig. 48.5). (For dG = 16 ms,
the AR model is undermodeled since L A = 16, ex-
plaining the worse performance.) The fixed all-pole
model in the PEMAFC-f whitens the desired signal
to some extent such that better performance than the
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Fig. 48.12a,b Misalignment of the PEMAFC with a fixed
(PEMAFC-f) and adaptive AR model (PEMAFC-a) as
a function of the delay dG for the acoustic feedback path
with a mobile phone attached to the head. (a) x[k] = speech
weighted noise. (b) x[k] = real speech
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CAF is achieved. For dG ≥ 4 ms, x[k] and u[k] are
uncorrelated so that all methods achieve similar per-
formance.

In Fig. 48.12b, x[k] is a real speech signal (male
sentences from the HINT database [48.32]). The model
assumptions for x[k] (i. e., the assumption of a AR-
model for H−1(q, k) and white noise for w[k]) are
not completely satisfied, explaining the residual bias.
However, for all delays dG ≤ 10 ms, the PEMAFC-f
and PEMAFC-a achieve better performance than the
CAF. PEMAFC-a outperforms PEMAFC-f thanks to
the adaptive AR model.

48.4.4 Indirect
and Joint Input–Output Method

In contrast to the direct method, the indirect and joint
input–output method both require the use of a probe
signal r[k].

Indirect Method
In addition to the use of a probe signal r[k], the indirect
method [48.1, 44] requires knowledge of the forward
path G(q, k). This makes it not very suitable for hearing
aids because G(q, k) often contains user-dependent and
adaptive signal processing features, e.g., dynamic-range
compression.

In the indirect method, the closed-loop transfer func-
tion Fc(q, k) (see (48.66)) from r[k] to y[k] is estimated
by means of an adaptive filter F̂c(q, k). If the for-
ward path G(q, k) is known, the feedback path estimate
F̂(q, k) can then be extracted from this closed-loop
transfer function estimate F̂c(q, k). In [48.50, 51], the
estimate of the closed-loop transfer function Fc(q, k) is
used as an approximation of F(q, k), i. e., the sensitiv-
ity function S(q, k) is assumed to be 1. This generally
results in a biased feedback path estimate F̂(q, k), espe-
cially close to or at instability. In [48.52], it is shown that
the first L F coefficients of Fc(q, k) are equal to the co-
efficients of F(q, k) if the forward path delay dG ≥ L F̂ .
For a white-noise signal r[k] and L F̂ = L F , the estimate
F̂c(q, k) is then unbiased.

The identification of the closed-loop system Fc(q, k)
is seriously degraded by the presence of the desired
signal x[k] (see (48.62)). As a result, a large noise level or
a slow adaptation speed is required to obtain an accurate
estimate F̂c(q, k) (i. e., with a small variance).

Joint Input–Output Method
In [48.47], the joint input–output method is applied to
obtain an unbiased feedback path estimate F̂(q, k). In

this approach, the forward path G(q, k) is assumed to
have a certain structure (e.g., a linear filter) and the mi-
crophone signal y[k] and the loudspeaker signal u[k]
are jointly viewed as the output of a system driven
by the probe signal r[k] (see (48.62)-(48.63)) [48.1,
44]:[

y[k]
u[k]

]
=
[

Fc(q, k)

S(q, k)

]
r[k]

+
[

1+ F(q, k)C(q, k)

C(q, k)

]
x[k] . (48.79)

The closed-loop transfer function Fc(q, k) and the
sensitivity function S(q, k) are determined by means
of standard adaptive filtering techniques performed on
the excitation signal r[k]. The feedback path estimate
F̂(q, k) is then derived from these two model estimates
F̂c(q, k) and Ŝ(q, k) as:

F̂(q, k)= F̂c(q, k)Ŝ−1(q, k) . (48.80)

In [48.47], F̂(q, k) is realized as an adaptive FIR filter
that minimizes the error energy

E{|F̂c(q, k)r[k]− F̂(q, k)Ŝ(q, k)r[k]|2} . (48.81)

In [48.17], the feedback path F(q, k) is identified
with a two-stage method, requiring only two adaptive
filters. In a first stage, the sensitivity function S(q, k)
from r[k] to u[k] is determined using a standard adaptive
filter. The output z1[k] = Ŝ(q, k)r[k] of the first adaptive
filter is then fed to the input of a second adaptive filter
F̂(q, k) that minimizes

E
{∣∣y[k]− F̂(q)z1[k]

∣∣2} . (48.82)

Both implementations require the use of an external
identification signal r[k]. The identification of Fc(q, k),
S(q, k) and F(q, k) is impeded by the presence of the
desired signal x[k]. To preserve sound quality, the level
of the probe signal r[k] should be low with respect to
the desired output G(q)x[k]. To avoid a large variance
in the feedback path estimate, a slow adaptation speed
should be used for the adaptive filters [48.47], at the
expense of a poor tracking performance. In addition,
large filter lengths are required to identify the closed-
loop transfer functions F̂c(q, k) and Ŝ(q, k) accurately,
as they can easily contain narrowband peaks when the
closed-loop system Fc(q, k) is close to instability (e.g.,
for high forward path gains).
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48.5 Comparison

This section compares the performance of different
adaptive feedback cancellation techniques. We concen-
trate on techniques that do not require the use of an
external probe signal r[k] during adaptation, i. e., CAF,
C-CAF, BL-CAF, and PEMAFC (with fixed and adap-
tive AR model).

48.5.1 Steady-State Performance

Figure 48.13 compares the steady-state performance,
i. e., the misalignment upon convergence, of the C-CAF
(η= 0.04), BL-CAF, PEMAFC-f, and PEMAFC-a for
the acoustic feedback path with a mobile phone at-
tached to the head and real speech as a desired signal
x[k]. The forward path gain is 10 dB. Figure 48.13a de-
picts the misalignment of CAF, C-CAF, and BL-CAF
as a function of the delay dG ; Fig. 48.13b compares
the misalignment of CAF, PEMAFC-f, and PEMAFC-
a. For all delays dG ∈ [1, 10] ms, C-CAF, BL-CAF,
and PEMAFC achieve a smaller misalignment than
the CAF: depending on the delay dG and the algo-
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Fig. 48.13a,b Comparison of steady-state performance as
a function of the delay dG of G(q, k) (G = 10 dB) for the
acoustic feedback path with a mobile phone attached to
the head. (a) Misalignment of CAF, C-CAF, and BL-CAF.
(b) Misalignment of CAF, PEMAFC-f, and PEMAFC-a.
Real speech as a desired signal x[k]

rithm, a reduction in misalignment of 1 to 8.5 dB is
achieved. PEMAFC-a generally achieves the best per-
formance. PEMAFC-f performs 1–2 dB worse than
the PEMAFC-a. For delays dG > 3 ms, BL-CAF and
PEMAFC-a have about the same steady-state misalign-
ment.

48.5.2 Tracking Performance

To illustrate the convergence and tracking performance
of the algorithms, an abrupt change of the feedback path
was simulated after 10 s by switching the test condition
from the scenario without obstruction to the scenario
with a mobile phone attached to the head. After 20 s
the mobile phone was removed again. The forward
path gain and delay were G = 17 dB and dG = 4 ms.
Figure 48.14a depicts the misalignment of CAF, C-
CAF, and BL-CAF as a function of time; Fig. 48.14b
depicts the misalignment of CAF, PEMAFC-f, and
PEMAFC-a.

When the sudden changes in feedback path occur,
the hearing-aid system temporarily becomes unstable.
For this scenario, all algorithms succeed in restabiliz-
ing the hearing aid after the feedback path changes.
The faster the convergence of the algorithm, the shorter
the duration of instability. Before 10 s and after 20 s,
C-CAF and BL-CAF converge faster than CAF and
have a smaller misalignment. Between 10 s and 20 s, the
CAF performs quite well. During this time period, the
loop gain and hence the energy ratio of the feedback
signal to the (disturbing) desired signal is high, ex-
plaining the good performance. The PEMAFC methods
pre-whiten the desired signal (which acts as a distur-
bance) to some extent, generally resulting in a faster
convergence and hence, better tracking compared to
CAF, C-CAF, and BL-CAF. Among all algorithms,
PEMAFC-a has the fastest convergence and best track-
ing performance thanks to the adaptive pre-whitening of
the desired signal.

48.5.3 Measurement
of the Actual Maximum Stable Gain

To illustrate the effective benefit of the different algo-
rithms for a hearing aid user, the MSG of the algorithms
was determined by increasing the forward path gain un-
til audible distortion (such as howling) occurred. (This
gain was smaller than the gain at which instability
occurred.) The desired signal x[k]was a real speech sig-
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Fig. 48.14a,b Convergence and tracking performance of the various algorithms. At 10 s and 20 s a sudden change in
the feedback path occurs. (a) Misalignment as a function of time of CAF, C-CAF, and BL-CAF. (b) Misalignment as a
function of time of CAF, PEMAFC-f, and PEMAFC-a

nal, consisting of sentences spoken by a male speaker.
The initial gain in the forward path was set at 6 dB
below the stability margin. After 1 s of convergence,
the gain was gradually and slowly increased in steps
of 0.1 dB each 0.5 s, while the adaptive algorithm was
running.

Table 48.3 compares the MSG without feedback can-
cellation (abbreviated in Table 48.3 as No FC) with the
MSG that was achieved with the different algorithms.
Three forward path delays dG are considered, i. e.,
dG = 2 ms, dG = 4 ms, and dG = 6 ms. For dG = 2 ms,
the benefit in MSG by the CAF is small: without ob-
struction, the MSG even decreases. Increasing the delay
dG significantly improves the performance of the CAF
(see Fig. 48.5). Indeed, for dG = 4 ms and 6 ms, the

Table 48.3 Maximum stable gain (MSG) in dB achieved with the various algorithms for a real speech signal x[k]. For
comparison, the MSG achieved without feedback canceller is also shown (‘No FC’)

No FC CAF C-CAF BL-CAF PEMAFC-f PEMAFC-a

No obstruction

dG = 2 ms 17 dB 14 dB 32 dB 31 dB 30 dB 41 dB

dG = 4 ms 17 dB 33 dB 33 dB 27 dB 35 dB 37 dB

dG = 6 ms 16 dB 27 dB 31 dB 35 dB 37 dB 39 dB

Mobile phone

dG = 2 ms 9 dB 16 dB 17 dB 27 dB 33 dB 39 dB

dG = 4 ms 9 dB 31 dB 22 dB 26 dB 38 dB 38 dB

dG = 6 ms 10 dB 27 dB 23 dB 27 dB 37 dB 39 dB

CAF on average increases the MSG of the hearing
aid by 13.5 dB (without obstruction) and 19.5 dB (with
a mobile phone).

For the scenario without obstruction, the C-CAF in-
creases the MSG of the hearing aid by 15 dB. Especially
for dG = 2 ms, the C-CAF outperforms the CAF. For
the scenario with a mobile phone, the C-CAF does not
achieve better performance than the CAF. For this sce-
nario, the reference filter in the C-CAF significantly
deviates from the true feedback path (see Fig. 48.7), ex-
plaining the worse performance. The BL-CAF improves
the MSG of the hearing aid by 14 dB (without obstruc-
tion) and 11 dB (with a mobile phone). For G > 30 dB,
the frequencies below the cut-off frequency fc = 1 kHz
become critical. This explains why the MSG of the
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BL-CAF with fc = 1 kHz is limited to about 30 dB.
PEMAFC-f and PEMAFC-a increase the MSG of the
hearing aid by 17 dB and 22 dB, respectively, for the
scenario without obstruction and by 27 dB and 29 dB,

respectively, for the scenario with a mobile phone. For
all three delays, they outperform the CAF. PEMAFC-a
especially offers a benefit compared to PEMAFC-f for
low delays dG .

48.6 Conclusions

This chapter gave an overview of existing feedforward
suppression and, in particular, feedback cancellation
techniques. The most promising approach to reduce
acoustic feedback is the use of a continuous adaptation
feedback (CAF) canceller. However, standard continu-
ous adaptation feedback cancellers (CAF) fail to provide
a reliable feedback path estimate when the desired signal
is spectrally colored.

Existing techniques to reduce the bias of the standard
CAF were discussed. Common approaches include in-
troducing signal-decorrelating operations in the forward
path or reducing the adaptation speed of the feedback
canceller. Other techniques control the adaptation of
the feedback canceller based on prior knowledge of the
acoustic feedback path through constrained (C-CAF) or
bandlimited adaptation (BL-CAF). A final class of tech-
niques views the feedback path as part of a closed-loop

system and applies closed-loop system identification us-
ing the direct, the indirect or joint input–output method.
The direct method seems especially appealing for feed-
back cancellation, since it relies on neither assumptions
about the forward path nor on the use of an external
excitation signal. In this method, the bias is reduced
by incorporating a stationary (PEMAFC-f) or a time-
varying (PEMAFC-a) model of the desired signal.

The performance of CAF, C-CAF, BL-CAF, and PE-
MAFC was compared for real speech as a desired signal
based on acoustic feedback paths measured in a com-
mercial hearing aid. Simulations showed that C-CAF,
BL-CAF, and PEMAFC all reduce the bias of the CAF,
especially for small processing delays. Among all these
methods, PEMAFC with adaptive desired signal model
(PEMAFC-a) achieved the best tracking performance
and largest maximum stable gain.
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Active Noise49. Active Noise Control

S. M. Kuo, D. R. Morgan

This chapter introduces principles, algorithms,
and applications of active noise control (ANC)
systems. We emphasize the practical aspects of
ANC systems in terms of adaptive algorithms for
real-world applications. The basic algorithm for
ANC is first developed and analyzed based on
broadband feedforward control. This algorithm is
then modified for narrowband feedforward and
adaptive feedback ANC systems. Finally, these
single-channel ANC algorithms are expanded
to multichannel systems for three-dimensional
applications.

An ANC system can be categorized as either
feedforward or feedback control. Feedforward ANC
systems are classified into

1. broadband control with a reference sensor,
which will be discussed in Sect. 49.1, and

2. narrowband control with a reference sensor
that is not influenced by the control field,
which will be introduced in Sect. 49.2.

The concept of adaptive feedback ANC will be
developed in Sect. 49.3 from the standpoint of
reference signal synthesis. These single-channel
ANC systems will be expanded to multichannel
systems in Sect. 49.4.

49.1 Broadband Feedforward
Active Noise Control .............................. 1002
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Traditional acoustic noise control uses passive tech-
niques such as enclosures, barriers, and silencers
to attenuate undesired noise. These passive methods
achieve high attenuation over a broad frequency range;
however, they are relatively large, costly, and ineffective
at low frequencies. Active noise control (ANC) [49.1–7]
uses an electroacoustic or electromechanical system to
cancel the primary (unwanted) noise, based on the prin-
ciple of superposition. That is, an antinoise of equal
amplitude but opposite phase is generated through a sec-
ondary source and combined with the primary noise,
thus resulting in the cancelation of both noises. ANC is
developing rapidly because it efficiently attenuates low-
frequency noises, often with potential benefits in size,
weight, volume, and cost.

An acoustic ANC system utilizing a microphone
and a loudspeaker to generate a canceling sound
was first proposed in [49.8]. Since the characteristics
of the undesired noise are changing, an ANC sys-
tem must be adaptive to track these variations. An
adaptive filter [49.9, 10] updates its coefficients to
minimize an error signal based on a predetermined
adaptive algorithm. The most commonly used adap-
tive filter for practical ANC applications is the finite
impulse response (FIR) filter updated by the least-
mean-square (LMS) algorithm. An early duct ANC
system based on adaptive filter theory was developed
in [49.11].

Most ANC systems are digital, where signals
from sensors are sampled and processed in real
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time using digital signal processing (DSP) systems.
Advanced development of DSP chips [49.12] en-
abled low-cost implementation of powerful adaptive
algorithms and thus encouraged real-world appli-
cation of ANC systems. The continuous progress
of ANC involves the development of advanced
DSP algorithms, transducers, and hardware. More-
sophisticated adaptive algorithms allow faster conver-
gence and greater noise attenuation, and more-powerful
DSP hardware allows these advanced ANC sys-
tems to be implemented in real time to improve
performance.

Many practical considerations arise when an ANC
system is deployed in real applications. An approach
to analyze ANC performance involves a hierarchy of
techniques, starting with an ideal simplified problem
and progressively adding practical constraints and other

complexities [49.13]. Performance analysis resolves the
following issues:

1. fundamental performance limitations
2. practical constraints that limit performance
3. how to balance performance against complexity
4. how to determine a practical design architecture

For industrial applications, the ANC system must have
the following properties [49.14]:

1. maximum efficiency over the frequency band to
cancel a wide range of noise,

2. the system can be built and preset in the factory and
then installed on site,

3. self-adaptability to deal with any variations in the
physical parameters, and

4. robustness and reliability.

49.1 Broadband Feedforward Active Noise Control

This section considers broadband feedforward ANC
systems that have a single reference sensor, single sec-
ondary source, and single error sensor. The general
single-channel acoustic ANC system in a duct is illus-
trated in Fig. 49.1 [49.2], where the reference signal x(n)
is picked up by a microphone. This reference signal is
processed by the ANC system to generate the secondary
signal y(n) to drive a loudspeaker. The error microphone
senses the residual noise e(n) and uses it to optimize the
performance of the ANC system.

The ANC system shown in Fig. 49.1 can be mod-
eled in an adaptive system identification framework as
illustrated in Fig. 49.2 [49.2], in which an adaptive fil-
ter W(z) is used to estimate an unknown plant P(z). The
primary path P(z) consists of the acoustic response from
the reference sensor to the error sensor. The adaptive fil-
ter W(z) minimizes the residual error e(n) by generating

$'�

�
�
�
��

���������


"����������


����
����
���!�
�5
�

%����
���������


'��

����


� ���� ��� 3 ���

Fig. 49.1 Configuration of single-channel acoustic ANC
system in a duct

the filter output y(n) to approximate the primary noise
d(n). When d(n) and y(n) are acoustically combined, the
residual error is reduced, which results in cancelation of
both sounds based on the principle of superposition. The
most important difference between Fig. 49.2 and the tra-
ditional system identification scheme is the use of an
acoustic summing junction instead of the subtraction
of y(n) from d(n) in the electrical domain. The perfor-
mance of ANC is dependent on the coherence of d(n)
and x(n). In order to minimize the residual error, it is
necessary to maximize the coherence at frequencies for
which there is significant noise energy.

The use of an adaptive filter for ANC applica-
tions is complicated by the acoustic summing junction,
which represents acoustic superposition in the acous-
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Fig. 49.2 Modeling of ANC using adaptive system identi-
fication scheme
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tic domain from the canceling loudspeaker to the error
microphone. Therefore, it is necessary to compensate
for the secondary-path transfer function S(z) from y(n)
to e(n), which includes the digital-to-analog converter,
reconstruction filter, power amplifier, loudspeaker, the
acoustic path from loudspeaker to error microphone,
error microphone, preamplifier, anti-aliasing filter, and
analog-to-digital converter.

49.1.1 Filtered-X LMS Algorithm

The introduction of the secondary path S(z) into an ANC
system using the LMS algorithm will cause instability
because the error signal is not correctly aligned in time
with the reference signal. There are several techniques
that can be used to compensate for the effect of S(z),
and an effective solution is to place an identical fil-
ter in the reference signal path to the weight update
of the LMS algorithm, which realizes the filtered-X
LMS (FXLMS) algorithm [49.15]. The FXLMS algo-
rithm was independently derived by Widrow [49.16] in
the context of adaptive control and Burgess [49.11] for
ANC applications.

The placement of the secondary-path transfer func-
tion S(z) following the digital filter W(z) updated by
the LMS algorithm is shown in Fig. 49.3 [49.2]. The
residual noise is expressed as

e(n)= d(n)− s(n)∗ [wT(n) x(n)] , (49.1)

where s(n) is the impulse response of secondary path
S(z), the asterisk denotes linear convolution, T denotes
vector transpose, w(n)= [w0(n) w1(n) . . . wL−1(n)]T
and x(n)= [x(n) x(n−1) . . . x(n− L+1)]T are the co-
efficient and signal vectors, respectively, and L is the
filter length.

We assume that the adaptive filter minimizes the
instantaneous squared error e2(n) using the steepest-
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Fig. 49.3 Block diagram of single-channel ANC system
using the FXLMS algorithm

descent algorithm, which updates the coefficient vector
in the negative gradient direction with step size μ. The
FXLMS algorithm can then be derived as [49.2]

w(n+1)=w(n)+μx′(n)e(n) , (49.2)

where the step size (or convergence factor) μ de-
termines the convergence speed, x′(n)= [x′(n) x′(n−
1) . . . x′(n− L+1)]T is the filtered signal vector, and
x′(n)= s(n)∗ x(n). In practical ANC applications, S(z)
is unknown and must be estimated by an additional filter
Ŝ(z). Therefore, the filtered reference signal is gener-
ated by passing the reference signal x(n) through the
secondary-path estimation filter described by

x′(n)= ŝ(n)∗ x(n) , (49.3)

where ŝ(n) is the impulse response of the estimated
secondary-path filter Ŝ(z).

Analysis shows that, within the limit of slow adap-
tation, the algorithm will converge with nearly 90◦ of
phase error between Ŝ(z) and S(z) [49.15]. Therefore,
offline modeling can be used in most practical applica-
tions to estimate S(z) during an initial training stage. An
experimental setup for offline secondary-path modeling
is illustrated in Fig. 49.4 [49.2], where an internally-
generated random noise x(n) is used as the input to
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Fig. 49.4 Experimental setup for offline modeling of the
secondary path
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both the loudspeaker and the adaptive filter Ŝ(z) up-
dated by the LMS algorithm, which is used to model
the secondary path. After convergence of the algo-
rithm, the adaptation is stopped and the coefficients
ŝl , l = 0, 1, . . . , L−1 are used to form the secondary-
path estimate Ŝ(z). Algorithms developed for online
secondary-path modeling are summarized in [49.2],
which may be useful for some applications with sig-
nificant changes in secondary path during ANC online
operation.

49.1.2 Analysis of the FXLMS Algorithm

From Fig. 49.3, the residual error is ideally zero (i. e.,
E(z)= 0) after convergence of the adaptive filter. There-
fore, the adaptive filter W(z) will converge to the optimal
transfer function

Wo(z)= P(z)

S(z)
. (49.4)

This requires the adaptive filter W(z) to simultaneously
model P(z) and inversely model S(z). With a cor-
rect model, the system can respond instantaneously to
changes in the primary noise caused by changes in the
noise sources.

Assuming that the adaptive filter W(z) is changing
slowly and Ŝ(z)= S(z), the order of W(z) and S(z) in
Fig. 49.3 can be commuted [49.15]. The output of the
adaptive filter now carries through directly to the er-
ror signal, thus the traditional LMS algorithm analysis
method can be used. This method gives accurate results
if adaptation is slow by using a small step size μ. The
analysis shows that the maximum step size that can be
used in the FXLMS algorithm is approximately [49.17]

μmax = 1

Px′ (L+Δ)
, (49.5)

where Px′ is the power of the filtered reference sig-
nal x′(n), and Δ is the overall delay in the secondary
path in terms of the number of samples. Therefore, the
secondary-path delay decreases the convergence speed
of the ANC system by reducing the maximum step size
that can be used in the FXLMS algorithm.

When Ŝ(z) = S(z), the secondary-path estimate has
to match the phase within 90◦ for the algorithm to be
stable. The effects of secondary-path modeling errors
on the performance of ANC with the FXLMS algo-
rithm are reported in [49.18, 19]. Analysis suggests that
phase errors of 40◦ hardly affect the convergence speed
of the algorithm. However, convergence will slow ap-
preciably as the phase difference approaches 90◦. Any

magnitude estimation error will proportionally change
the autocorrelation matrix, and hence scale the ideal sta-
bility bound accordingly. However, there is no simple
relationship between phase modeling error and stability
in the range ±90◦.

In a broadband ANC system, measurement noises
u(n) and v(n) are present in the reference and error
signals, respectively. The optimal unconstrained transfer
function Wo(z) becomes [49.2]

Wo(z)= P(z)Sxx(z)

[Sxx(z)+ Suu(z)]S(z)
, (49.6)

where Sxx(z) and Suu(z) are the power spectra of x(n)
and u(n), respectively. This equation shows that Wo(z)
is independent of the measurement noise v(n) associ-
ated with the error sensor. However, the measurement
noise u(n) associated with the reference sensor affects
the optimum weight vector, and hence reduces the can-
celation performance. The best frequency response of
the controller is a compromise between cancelation of
the primary noise x(n) and amplification of the measure-
ment noise through the controller [49.14].

If the secondary-path transfer function S(z) is mod-
eled as a pure delay Δ, then Ŝ(z) in Fig. 49.3 can
be replaced by a delay Δ. This special case of the
FXLMS algorithm is known as the delayed LMS algo-
rithm [49.20]. The upper bound for the step size depends
on the delay Δ and is in close agreement with the ap-
proximation given in (49.5). Therefore, efforts should
be made to keep the delay small, such as decreasing
the distance between the error sensor and the secondary
source and reducing the delay in electrical components
as shown in Fig. 49.4.

49.1.3 Leaky FXLMS Algorithm

In an ANC application, high noise levels associated with
low-frequency resonances may cause nonlinear distor-
tion by overloading the secondary source. A solution to
this problem is the introduction of output power con-
straints. Similar results can be obtained by constraining
the adaptive filter weights by modifying the cost function
as [49.21]

ξ̂(n)= e2(n)+γwT(n)w(n) , (49.7)

where γ is a weighting factor on the control effort.
Following the derivation of the FXLMS algorithm, the
update algorithm can be derived as [49.2]

w(n+1)= νw(n)+μx′(n)e(n) , (49.8)

Part
H

4
9
.1



Active Noise Control 49.1 Broadband Feedforward Active Noise Control 1005

where ν = 1−μγ is the leakage factor. This leaky
FXLMS algorithm also reduces numeric error in the
finite-precision implementation [49.22]. The introduc-
tion of a leakage factor has a considerable stabilizing
effect on the adaptive algorithm, especially when very
large source strengths are used [49.23].

The leakage has the effect of modifying the au-
tocorrelation matrix of the input process [49.2]. All
eigenvalues are positive even if some of the original
input eigenvalues are zero. This guarantees a unique so-
lution and a bounded time constant for all modes. The
price of leakage is increased complexity of the weight
update equation and the introduction of a bias into the
converged solution.

49.1.4 Feedback Effects and Solutions

The acoustic ANC system shown in Fig. 49.1 uses
a reference microphone to pick up the reference noise.
Unfortunately, the antinoise output to the loudspeaker
also radiates upstream to the reference microphone, re-
sulting in a corrupted reference signal x(n). The coupling
of the acoustic wave from the canceling loudspeaker to
the reference microphone is called acoustic feedback.

A more-general block diagram of an ANC system
that includes feedback from the secondary source to
the reference sensor is shown in Fig. 49.5 [49.2], where
u(n) is the primary noise, x(n) is the signal picked up
by the reference sensor, and F(z) is the feedback path
transfer function from the output of the adaptive filter
W(z) to the reference sensor. With the feedback path,
the steady-state transfer function of the adaptive filter
becomes [49.2]

Wo(z)= P(z)

S(z)+ P(z)F(z)
. (49.9)

The simplest approach to solving the feedback
problem is to use a feedback cancelation (or neu-
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Fig. 49.5 Block diagram of ANC with acoustic feedback

tralization) filter, which is used for acoustic echo
cancelation [49.24]. The electrical model of the feed-
back path is driven by the secondary signal, and its output
estimates the acoustic feedback. A duct acoustic ANC
system using the FXLMS algorithm with feedback neu-
tralization is illustrated in Fig. 49.6 [49.2]. The feedback
component of the reference signal is canceled electron-
ically using the output of feedback neutralization filter
F̂(z), which models the feedback path F(z). Thus, the
input signal x(n) is computed as

x(n)= u(n)−
M−1∑
m=0

f̂m y(n−m−1) , (49.10)

where f̂m are the coefficients of the feedback neutral-
ization filter F̂(z) with length M.

Since the primary noise is highly correlated with
the antinoise, the adaptation of the feedback neutraliza-
tion filter must be inhibited when the ANC system is
in operation. This is similar to adaptive echo cancela-
tion during periods of double-talk. Thus, the feedback
neutralization filter can be obtained by using an offline
modeling method for estimating the transfer function of
the feedback path. Moreover, the models Ŝ(z) and F̂(z)
can be estimated simultaneously using offline model-
ing [49.2].

Equation (49.9) shows that the optimal solution
of the adaptive filter is generally an infinite impulse
response (IIR) function. The poles of an IIR filter pro-
vide a well-matched solution with a lower-order filter.
However, the disadvantages of adaptive IIR filters are
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1. IIR filters may be unstable if some pole(s) of the filter
move outside of the unit circle during the adaptive
process,

2. the adaptation may converge to a local minimum
because the cost function of adaptive IIR filters is
generally nonquadratic, and

3. IIR adaptive algorithms can have a relatively slow
convergence rate in comparison with that of FIR
filters.

A comprehensive discussion of adaptive IIR filters can
be found in [49.25].

A block diagram of an ANC system using an adap-
tive IIR filter [49.26] is illustrated in Fig. 49.7 [49.2].
The output signal of the IIR filter y(n) is computed as

y(n)= aT(n)x(n)+bT(n)y(n−1) , (49.11)

where a(n)≡ [a0(n) a1(n) . . . aL−1(n)]T is the weight
vector of A(z), x(n) is the reference signal vector,
b(n)≡ [b1(n) b2(n) . . . bM(n)]T is the weight vector of
B(z), and y(n−1) is the output signal vector delayed
by one sample. Based on the recursive LMS algo-
rithm [49.27], the filtered-U recursive LMS algorithm
for ANC is derived as [49.28]

a(n+1)= a(n)+μx′(n)e(n) , (49.12)

b(n+1)= b(n)+μŷ′(n−1)e(n) , (49.13)

where ŷ′(n−1)= ŝ(n)∗ y(n−1) is the filtered version
of the canceling signal vector at time n−1. Real-
time experiments have been conducted to test the
system performance for various reference microphone
locations, error microphone locations, and different
time-varying sources, such as a centrifugal fan and diesel
engine [49.29].

49.2 Narrowband Feedforward Active Noise Control

Many noises generated by engines, compressors, mo-
tors, fans, and propellers are periodic. Direct observation
of the rotation of such sources is generally possible by
using an appropriate sensor, which provides information
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Fig. 49.8 Basic structure of narrowband ANC system

for generating an electrical reference signal that contains
the fundamental frequency and all the harmonics of the
primary noise.

49.2.1 Introduction

A basic block diagram of narrowband ANC for reducing
periodic acoustic noise in a duct is illustrated in Fig. 49.8.
This system uses a synthesized reference signal x(n)
internally generated by the ANC system. This technique
has the following advantages:

1. undesired acoustic feedback from the canceling
loudspeaker back to the reference microphone is
avoided,

2. nonlinearities and aging problems associated with
the reference microphone are avoided,

3. the periodicity of the noise removes the causality
constraint,
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4. the use of an internally generated reference sig-
nal results in the ability to control each harmonic
independently, and

5. it is only necessary to model the transfer function
over frequencies of the harmonic tones; thus, an FIR
filter with substantially lower order may be used.

As shown in Fig. 49.8 [49.2], the reference signal
generator is triggered by a synchronization signal from
a nonacoustic sensor, such as a tachometer from an
automotive engine. Two types of reference signals are
commonly used in narrowband ANC systems:

1. an impulse train with a period equal to the in-
verse of the fundamental frequency of the periodic
noise [49.30]

2. sine waves that have the same frequencies as the
corresponding tones to be canceled

The first technique is called the waveform synthesis
method [49.31], and the second technique is called the
adaptive notch filter, which was originally developed for
the cancelation of tonal interference [49.32].

49.2.2 Waveform Synthesis Method

The waveform synthesizer stores canceling noise wave-
form samples {wl(n), l = 0, 1, . . . , L−1} in memory,
where L is the number of samples over one cycle of
the waveform. These samples represent the required
waveform, and are sequentially sent to the secondary
loudspeaker producing the actual canceling noise wave-
form. The data pointer to the memory buffer address can
be incremented in a circular fashion between 0 and L−1
for each sampling period T , controlled by interrupts gen-
erated from the synchronization signal. It is important to
note that most advanced digital signal processors support
circular addressing in hardware [49.12].

The residual noise picked up by the error micro-
phone is also synchronously sampled with the reference
signal. In a practical system, there is a delay between
the time the signal y(n) is fed to the loudspeaker and the
time it is received at the error microphone. This delay
can be accommodated by subtracting a time offset from
the circular pointer. The waveform synthesis method is
equivalent to an adaptive FIR filter of order L = N ex-
cited by a Kronecker impulse train of period N = T0/T
samples [49.30], where T0 = 2π/ω0 is the period of the
noise with fundamental frequency ω0.

For an adaptive filter with length L = N , the transfer
function H(z) between the primary input D(z) and the

error output E(z) is derived as [49.30]

H(z)= E(z)

D(z)
= 1− z−L

1− (1−μ)z−L
. (49.14)

The zeros have constant amplitude (|z| = 1) and are
equally spaced (2π/L) on the unit circle of the z-plane
to create nulls at frequencies kω0. Therefore, the tonal
components of the periodic noise at the fundamental
and harmonic frequencies are attenuated by this mul-
tiple notch filter. The poles have the same frequencies
as the zeros, but are equally spaced on a circle at dis-
tance (1−μ) from the origin. The effect of the poles is
to reduce the bandwidth of the notch.

Equation (49.14) suggests the use of 0 < μ< 1 to
guarantee stability. The 3 dB bandwidth of each notch
for μ0 1 is approximated as B ≈ μ/πT (Hz) [49.30].
Thus, the bandwidth of the notch filter is proportional
to the step size μ. However, the time constant of the
response envelope decay is approximately τ ≈ T/μ (s).
Therefore, there is a tradeoff between the notch band-
width and the duration of the transient response, which
is determined by the step size and the sampling rate of
the narrowband ANC system.

As discussed in Sect. 49.1, the effects of the sec-
ondary path S(z) must be compensated for by using the
FXLMS algorithm. The presence of S(z) modifies the
transfer function of the controller to [49.33]

H(z)= 1− z−L

1−[1−μS(z)]z−L
. (49.15)

For the case of a single sinusoid, the secondary path
can be modeled by a pure delay. Therefore, the com-
pensator can be approximated as Ŝ(z)= z−Δ, where Δ
is the number of samples of delay from y(n) to e(n).
The behavior of the synchronous periodic ANC with
delayed coefficient update changes significantly as the
delay exceeds each integer multiple of L . The steady-
state transfer function H(z) from D(z) to E(z) for the
delayed LMS algorithm is [49.34]

H(z)= 1− z−L

1− (1−μz−5Δ/L6L )z−L
. (49.16)

This transfer function shows that the delayed coeffi-
cient adaptation changes the pole structure. In addition
to reducing the bandwidth of the notch, the inclusion of
delay shifts the angle of the poles away from kω0, and
accordingly increases the out-of-band overshoot of the
frequency response [49.35]. As the step size μ and/or
the delay in the secondary path are increased, these out-
of-band peaks become larger until the system finally
becomes unstable.
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49.2.3 Adaptive Notch Filters

An adaptive notch filter can be realized by using an
adaptive filter with a sinusoidal reference signal. The
advantages of the adaptive notch filter are that it of-
fers easy control of bandwidth, an infinite null, and
the capability to track the exact frequency of the in-
terference adaptively. The reference input is a cosine
wave x(n)= x0(n)= A cos(ω0n), where A and ω0 are
the amplitude and frequency, respectively, of the ref-
erence signal. A 90◦ phase shifter is used to produce
the quadrature reference signal x1(n)= A sin(ω0n). The
steady-state transfer function H(z) from the primary
input d(n) to the noise canceler output e(n) is [49.32]

H(z)= E(z)

D(z)

= z2−2z cos ω0+1

z2− (2−μA2)z cos ω0+1−μA2
. (49.17)

The zeros of H(z) are located on the unit circle in the
z-plane at z = e±iω0 . The adaptive noise canceler there-
fore acts as a tunable notch filter, with a notch located at
the reference frequency ω0. For a general adaptive filter
of length L , (49.17) becomes [49.36]

H(z)= z2−2z cosω0+1

z2−
(

2− μL A2

2

)
z cosω0+1− μL A2

2

.

(49.18)

The sharpness of the notch is determined by the close-
ness of the poles to the zeros. The 3 dB bandwidth of the
notch filter is estimated as [49.36]

B ≈ μL A2

4πT
(Hz) . (49.19)

When the interfering sinusoid frequency changes rapidly
or jitters around, the notch width must cover a wider
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Fig. 49.9 Single-frequency ANC system using the FXLMS algo-
rithm

frequency range. This can be accomplished by using
a larger μ, which has the effect of providing faster
tracking.

For L = 2, the autocorrelation matrix R is a diagonal
matrix where the diagonal terms are equal to A2/2 and
the off-diagonal terms are zero [49.2]. The eigenvalues
λ1 and λ2 of the R matrix are identical. Therefore, the
system has very fast convergence since the eigenvalue
spread equals 1. The 1/e time constant of the adaptation
is approximated as

τmse ≤ T

μλ
= 2T

μA2
(s) , (49.20)

which is determined by the amplitude square of the
reference sine wave and the step size μ.

The application of the adaptive notch filter to pe-
riodic ANC has been developed by Ziegler [49.37].
A recursive quadratic oscillator provides two orthog-
onal components x0(n) and x1(n), which are used as
reference inputs for the adaptive filter. These two signals
are separately weighted and then summed to produce the
canceling signal y(n). The delayed LMS algorithm up-
dates the filter weights to minimize the residual error
e(n):

wl(n+1)=wl(n)+μe(n)xl(n−Δ) , l = 0, 1 ,
(49.21)

where Δ is used to compensate for the secondary path.
This frequency-dependent delay can be determined of-
fline from the estimated secondary path.

The delay unit can be replaced by a secondary-path
estimate Ŝ(z) as in the FXLMS algorithm illustrated in
Fig. 49.9 [49.2]. The adaptive weights are updated as

wl(n+1)=wl(n)+μx′l(n)e(n), l= 0, 1 , (49.22)

where x′0(n) and x′1(n) are the filtered versions of x0(n)
and x1(n), respectively. In the limit of slow adaptation,
the transfer function of the narrowband ANC system
then becomes [49.2]

H(z)

= z2−2z cosω0+1

z2−[2 cosω0−β cos(ω0−φΔ)]z+1−β cosφΔ
,

(49.23)

where β = μA2 As, As is the amplitude of S(z) at fre-
quency ω0, and φΔ = φs−φŝ is the phase difference
between S(z) and Ŝ(z) at ω0. For small β, H(z) has
complex conjugate poles at radius rp =√1−β cosφΔ.
Since all the terms composing β are positive, the ra-
dius of the pole can be greater than 1 only if cosφΔ is
negative. Accordingly, the stability condition is

−90◦ < φΔ < 90◦ (49.24)

Part
H

4
9
.2



Active Noise Control 49.2 Narrowband Feedforward Active Noise Control 1009

and the convergence time constant is slowed down by
a factor of 1/ cosφΔ [49.15].

Another method for analyzing the stability and tran-
sient response of the adaptive notch filter using the
FXLMS algorithm is to formulate the problem in the
complex weight domain and apply standard control
theory [49.38]. Application of this analysis technique
showed that large out-of-band gain can lead to in-
stability. The origin and characteristics of asymmetric
out-of-band overshoot were investigated in [49.39] using
a perturbation technique to quantify the pole displace-
ments due the secondary path. One solution to the
out-of-band gain problem is to equalize the secondary-
path transfer function S(z) in phase and amplitude over
the entire band. An alternative solution is to control
the out-of-band response by either employing a band-
pass filter in the secondary path before demodulation or
a low-pass filter after demodulation [49.38]. However,
there is an inherent tradeoff here because in addition
to attenuating out-of-band gain, a band-pass filter will
also introduce delay. Another solution consists of two
interconnected adaptive filters using the same internally
generated reference signal [49.40].

49.2.4 Multiple-Frequency ANC

In practical ANC applications, periodic noise usually
contains multiple tones at several harmonic-related fre-
quencies. This type of noise can be attenuated by a filter
with multiple notches. An adaptive filter with multi-
ple notches can be implemented by direct, parallel,
direct/parallel, or cascade form.

A method for eliminating multiple sinusoidals
or other periodic interference was proposed by
Glover [49.36]. The reference signal is a sum of M
sinusoids:

x(n)=
M∑

m=1

Am cos(ωmn) , (49.25)

where Am and ωm are, respectively, the amplitude and
the frequency of the m-th sinusoid. When the frequen-
cies of the reference sinusoids are close together, a long
filter (L � 2M) is required to give good resolution
between adjacent frequencies. This is an undesired so-
lution since a higher-order adaptive FIR filter results in
slower convergence, higher excess mean-square error,
and larger numeric errors. An application of Glover’s
method for actively attenuating engine-generated noise
was proposed in [49.41]. The relationship between the
convergence rate and required filter length with the fre-
quency separation between two adjacent harmonics is

studied in [49.42] based on the analysis of eigenvalue
spread.

If the primary noise contains M sinusoids, M two-
weight adaptive filters can be connected in parallel to
attenuate these narrowband components [49.37]. The
canceling signal is a sum of M adaptive filter outputs
ym(n):

y(n)=
M∑

m=1

ym(n) . (49.26)

Since only one error sensor is used, there is only one
error signal e(n) to update all M adaptive filters based
on the FXLMS algorithm.

A configuration using multiple reference signal gen-
erators and corresponding adaptive filters has been
developed [49.43] to improve the performance of ANC
systems. The idea is to separate a collection of many
harmonically related sinusoids into mutually exclusive
sets that individually have frequencies spaced out as
far as possible. In general, if there are M harmonics
to be canceled and K (K < M) signal generators are
used, each reference signal xk(n), k = 1, 2, . . . , K con-
tains staggered sinusoidal frequencies of every other
K -th harmonic. These reference signals are processed
by their corresponding adaptive filters. By partitioning
signal component frequencies in this fashion, the rate of
convergence of each adaptive filter can be significantly
improved. This is because the frequency difference be-
tween any two adjacent sinusoidal components in xk(n)
is effectively increased, as compared to the direct imple-
mentation technique [49.42].

Ideally, multiple-sinusoid references are more ef-
fectively employed in a cascade of M second-order
single-frequency notch filters. The overall response of
such an arrangement is given by [49.35]

H(z)=
M∏

m=1

Hm(z)=
M∏

m=1

1

1+ S(z)Wm(z)
, (49.27)

where Wm(z) is the m-th section adaptive filter. Each
Wm(z) produces a pole at frequency ωm , and so each
Hm(z) produces a notch at ωm . If an estimate of the
secondary-path transfer function is available, it is pos-
sible to configure a pseudocascade arrangement [49.35]
that ideally performs as a true cascade but requires only
one secondary-path estimate Ŝ(z).

A rectangular wave x(t) potentially contains the
fundamental and all harmonic components of the pe-
riodic noise. The shape of the spectrum of x(t) is
dependent on the duty-cycle ratio τ/T0, where τ
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and T0 are the pulse width and the fundamental pe-
riod of the rectangular wave. When τ approaches
zero, the rectangular wave becomes an impulse train.
Usually satisfactory performance can be achieved
for [49.2]

τ

T0
≤ 1

2M
, (49.28)

where M is the largest significant harmonic index of
the primary noise. Reference-signal components above
the largest significant harmonic must be removed by
a low-pass filter in order to avoid aliasing problems.
Applications of this principle were developed for atten-
uating engine noise in an earth-moving machine [49.44]
and tonal blade passage noise in a multiple-blade
fan [49.45].

49.2.5 Active Noise Equalization

The design of an ANC system usually pursues maxi-
mal attenuation of the primary noise. However, in some
applications, it is desirable to retain a small residual er-
ror with a specified spectral shape. An ANC system that
is capable of controlling residual noise spectrum shape
is called an active noise equalizer [49.46]. The princi-

ple of narrowband active noise equalization can also be
applied to broadband noise [49.47].

In a narrowband active noise equalizer, the output of
the two-weight filter, y(n), is split into two branches. The
gains β and (1−β) are inserted in these two branches
to adjust the residual noise. If the secondary-path es-
timate is perfect (i. e., Ŝ(z)= S(z)), the pseudo-error
e′(n)= d(n)− y(n) is the residual noise of the con-
ventional ANC system. The adaptive filter minimizes
the pseudo-error using the FXLMS algorithm. After
the filter has converged, the pseudo-error e′(n) ≈ 0,
however, the real residual noise is e(n)≈ βd(n). Thus,
e(n) contains a residual narrowband noise whose am-
plitude is totally controlled by adjusting the gain
value β.

The functions of the active noise equalizer can be
classified into the following four operation modes:

1. Cancelation mode: β = 0, the active noise equalizer
attenuates the sinusoid completely at frequency ω0;

2. Attenuation mode: 0 < β < 1, the amount of atten-
uation is determined by the factor β;

3. Neutral mode: β = 1, the noise was passed without
attenuation;

4. Enhancement mode: β > 1, the active noise equal-
izer functions as an amplifier.

49.3 Feedback Active Noise Control

In a single-channel feedback ANC system, the error sen-
sor output is processed by an ANC system to generate
the secondary signal [49.1]. A single-channel adaptive
feedback ANC system was proposed in [49.48] and ex-
tended to the multichannel case in [49.49]. We view this
technique as an adaptive feedforward system that syn-
thesizes (or regenerates) its own reference signal based
only on the adaptive filter output and error signal. Adap-
tive feedback ANC has been applied in the design of
active headsets [49.50, 51].

In Fig. 49.3, the primary noise is expressed in the
z-domain as D(z)= E(z)+ S(z)Y (z), where E(z) is the
signal obtained from the error sensor and Y (z) is the
secondary signal generated by the adaptive filter. If
Ŝ(z)≈ S(z), we can estimate the primary noise d(n) and
use this as a synthesized reference signal x(n). That is,

X(z)≡ D̂(z)= E(z)+ Ŝ(z)Y (z) . (49.29)

This is the principle for reference signal synthesis (re-
generation) technique, whereby the secondary signal

y(n) is filtered by the secondary-path estimate Ŝ(z) and
then combined with e(n) to regenerate the primary noise.

The complete single-channel adaptive feedback
ANC system using the FXLMS algorithm is illustrated
in Fig. 49.10 [49.2], where Ŝ(z) is also required to com-
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Fig. 49.10 Adaptive feedback ANC system using the
FXLMS algorithm

Part
H

4
9
.3



Active Noise Control 49.4 Multichannel ANC 1011

pensate for the secondary path. The reference signal x(n)
is synthesized as

x(n)≡ d̂(n)= e(n)+
M−1∑
m=0

ŝm y(n−m) , (49.30)

where ŝm , m = 0, 1, . . . , M−1 are the coefficients of
the FIR filter Ŝ(z) used to estimate the secondary path.

From Fig. 49.10, we have x(n)= d(n) if Ŝ(z)= S(z).
If the step size μ of the LMS algorithm is small (slow
convergence), the adaptive filter W(z) can be commuted
with S(z) [49.9]. If we further assume that the sec-
ondary path S(z) can be modeled by a pure delay, that
is, S(z)= z−Δ, Fig. 49.10 is identical to the standard
adaptive prediction scheme. The system response from
d(n) to e(n) is called the prediction error filter H(z).
The adaptive filter W(z) acts as an adaptive predic-
tor of the primary noise d(n) to minimize the residual
noise e(n), so the performance of the adaptive feed-
back ANC system depends on the predictability of the
primary noise d(n).

The feedforward ANC systems discussed in
Sect. 49.1 use a reference sensor to measure the primary
noise and an error sensor to monitor the performance.
The adaptive feedback ANC system only uses an er-
ror sensor and thus cancels only the predictable noise
components of the primary noise. A combination of the
feedforward and feedback control structures is called
a hybrid ANC system with both reference and error
sensors, as illustrated in Fig. 49.11 [49.52]. The ref-
erence sensor is kept close to the noise source and
provides a coherent reference signal for the feedforward
ANC system. The error sensor is placed downstream
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Fig. 49.11 Combination of feedforward and adaptive feed-
back ANC with the FXLMS algorithm

and senses the residual noise, which is used to syn-
thesize the reference signal for the adaptive feedback
ANC filter, as well as to adapt the coefficients of
both the feedforward and feedback ANC filters. The
feedforward ANC attenuates primary noise that is cor-
related with the reference signal, while the feedback
ANC cancels the predictable components of the pri-
mary noise that are not observed by the reference
sensor.

In the hybrid ANC system, the secondary signal y(n)
is generated using the outputs of both the feedforward
and feedback ANC filters. A similar hybrid ANC sys-
tem using the adaptive IIR feedforward ANC and the
adaptive feedback ANC can be found in [49.2]. The ad-
vantage of hybrid ANC over other ANC systems is that
a lower-order filter can be used to achieve the same per-
formance. The hybrid systems also clearly demonstrate
an advantage over either the simple feedforward ANC
or adaptive feedback ANC system alone when there is
significant plant noise.

49.4 Multichannel ANC

The noise field in an enclosure or a large-dimension duct
is more complicated than in a narrow duct, so it is gener-
ally necessary to use a multichannel ANC system with
several secondary sources, error sensors, and perhaps
even several reference sensors.

49.4.1 Principles

Theoretical predictions, computer simulations, and lab-
oratory experiments on harmonic ANC in a shallow
enclosure were presented in [49.53–55]. The total acous-
tic potential energy Ep is approximated by the sum of
the squares of the outputs of many error sensors dis-

tributed throughout the enclosure. This suggests that
the multichannel ANC system should minimize a cost
function

ξ = V

4ρc2 M

M∑
m=1

|pm |2 , (49.31)

where V is the volume, ρ is the density of the acous-
tic medium, c is the propagation velocity, and pm is the
sound pressure at the m-th error sensor with a total of
M error microphones. Equation (49.31) shows that ξ is
a quadratic function, and thus allows the efficient gradi-
ent descent method to be employed in the multichannel
ANC algorithm.
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Fig. 49.12 Multichannel acoustic ANC system

For canceling low-frequency tones, only a few
error sensors are needed to achieve a substantial
reduction in total noise energy [49.56]. The loca-
tions of these error sensors are very important in
order to obtain the best estimate of the total acous-
tic potential energy. The secondary sources should
be located in positions where they can couple well
to the acoustic modes of the enclosure. To improve
the performance of the system, the distance from the
primary to the secondary sources must be less than
a quarter-wavelength at the highest frequency [49.57].
Subtle physical attributes of the multichannel ANC
system that affect convergence are the placement of
the error sensors and the location of the secondary
sources.
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Fig. 49.13 Multichannel FXLMS algorithm

49.4.2 Multichannel FXLMS Algorithms

A multichannel acoustic ANC system is illustrated in
Fig. 49.12 [49.2]. For narrowband feedforward multi-
channel ANC systems, a nonacoustic sensor can be used
as the reference sensor to generate a reference signal. For
broadband feedforward ANC, the multichannel system
employs J reference sensors to form the reference signal
vector. For adaptive feedback ANC, the reference sig-
nals are internally synthesized based on the secondary
and error signals. The multichannel ANC system gen-
erates K canceling signals to drive the corresponding
secondary sources, and M error sensors are distributed
over the desired locations to measure the residual noise
components.

A block diagram of a multichannel ANC system
that includes feedback paths from the secondary sources
to the reference sensors is shown in Fig. 49.13 [49.2].
The wide arrows represent an array of signals (acous-
tic or electrical) that are symbolically expressed as
vectors. The matrix P represents M × J primary-path
transfer functions from the primary source to each er-
ror sensor output em(n). The matrix S represents M × K
secondary-path transfer functions, Smk(z), from K sec-
ondary sources to M error sensors. Also, the matrix
F represents J × K feedback paths from K secondary
sources to J reference sensors. There are K × J possi-
ble feedforward channels, each demanding a separate
adaptive filter, and these K × J adaptive filters are repre-
sented by the matrix W. A complete set of multichannel
FXLMS algorithms for broadband feedforward, narrow-
band feedforward, and adaptive feedback ANC systems
are introduced in [49.2].

The single-reference/multiple-output ANC system
aims to control a multidimensional noise field produced
by rotating machinery such as engines [49.21]. The k-th
secondary signal yk(n) is obtained by filtering the ref-
erence signal x(n) through the corresponding adaptive
FIR filter:

yk(n)=wT
k (n)x(n) , k = 1, 2, . . . , K , (49.32)

where wk(n)≡ [wk,0(n) wk,1(n) . . . wk,L−1(n)]T is the
weight vector of the k-th adaptive filter and
x(n) = [x(n) x(n−1) . . . x(n− L+1)]T is the com-
mon reference signal vector for all adaptive filters.

The single-reference/multiple-output FXLMS algo-
rithm can be partitioned into K equations [49.2]

wk(n+1)= wk(n)+μ
M∑

m=1

x′km(n)em(n) ,

k = 1, 2, . . . , K , (49.33)
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where

x′km(n)≡ ŝmk(n)∗ x(n) , (49.34)

for k = 1, 2, . . . , K and m = 1, 2, . . . , M, are the fil-
tered reference signal vectors, which are formed by
filtering x(n) by the secondary-path estimates Ŝmk(z)
from the k-th secondary source to the m-th error sen-
sor. In (49.34), ŝmk(n) represents the impulse response
of an FIR filter Ŝmk(z) that is used to estimate Smk(z).
The multichannel leaky FXLMS algorithm is simi-
lar to (49.33), except that νwk(n) is used to replace
wk(n).

In the general multiple-reference/multiple-output
ANC system using the FXLMS algorithm, the ANC
filter W has J reference input signals x j (n). Each con-
troller in the matrix W is represented by Wk j (z), where
j is the reference input index and k is the secondary
source index. The secondary signal output to the k-th
secondary source is

yk(n)=
J∑

j=1

wT
k j (n)x j (n) ,

k = 1, 2, . . . , K , (49.35)

where x j (n)≡ [x j (n) x j (n−1) . . . x j (n− L+1)]T, j =
1, 2, . . . , J are the reference signal vectors. There are
M × K different secondary paths Smk(z) between the sec-
ondary sources and error sensors, which are modeled by
Ŝmk(z) to generate an array of filtered reference signals
x′jkm(n) for the multichannel FXLMS algorithm

wk j (n+1)=wk j (n)+μ
M∑

m=1

x′jkm(n)em(n) (49.36)

for k= 1, 2, . . . , K and j = 1, 2, . . . , J , where the vec-
tors

x′jkm(n)= ŝmk(n)∗ x j (n) (49.37)

are the filtered reference signal vectors.
A practical application of multiple-reference/mul-

tiple-output active control for propeller blade-passage
noise inside a 50 seat aircraft has been reported [49.17].
That system uses three reference signals (internally
generated sinusoids) for the fundamental frequency
and its first two harmonics, 16 secondary sources,
and 32 error sensors, resulting in a 3 × 16 × 32 mul-
tiple-reference/multiple-output ANC system. Since the
reference signal is an internally generated sinusoid,
only two coefficients are required for each of the 1536

(3 × 16 × 32) individual secondary-path models to gener-
ate the filtered reference signals.

In some cases, it is advantageous to locally mini-
mize the sum of the squared signals from only a few
error sensors. This concept is formalized by employ-
ing independent weighting factors qkm to control the
influence of the M error signals on each of the K adap-
tive filters [49.58]. The single-reference/multiple-output
FXLMS algorithm given in (49.33) is then modified by
using e′km(n) to replace ekm(n), where

e′km(n)≡ qkmem(n) (49.38)

is the error signal em(n) weighted by qkm for the adap-
tation of wk(n). Thus, the influence of the error signals
is limited by setting some of the qkm equal to zero.

49.4.3 Frequency-Domain
Convergence Analysis

The convergence behavior of a multichannel ANC sys-
tem can be analyzed in the frequency domain in terms
of the convergence of the individual secondary sig-
nals, the cost function, and the control effort [49.56].
This frequency-domain analysis provides insight into the
physical process of controlling one or more harmonics
in narrowband ANC systems.

To cancel a narrowband noise component of known
frequency, the reference signal is a pure sinusoid, which
can be considered a constant of value X = 1 in the
frequency domain. The multichannel frequency-domain
FXLMS algorithm is expressed as [49.56]

W(n+1)= (I−μSHS)W(n)+μSH D , (49.39)

where the superscript H (Hermitian) denotes conjugate
transpose. Therefore, the eigenvalues of SHS deter-
mine the convergence characteristics of the multichannel
frequency-domain FXLMS algorithm. It is noteworthy
that disparate eigenvalues arise here because of the
spatial nature of the secondary-path matrix S. Thus,
the convergence of the general broadband multichan-
nel FXLMS algorithm is limited by both the spatial and
temporal characteristics of the system.

As with the single-channel leaky FXLMS algorithm,
the cost function can be modified to include the control
effort as

ξ(n)= EH E+γWHW , (49.40)

where γ is a real constant that determines the balance
between reducing the total mean-square error EH E and
moderating the control effort WHW. The convergence
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of the multichannel frequency-domain leaky FXLMS
algorithm is guaranteed if [49.56]

μ<
2

σ2
k +γ

, k = 1, 2, . . . , K , (49.41)

where σ2
k is the k-th eigenvalue of SHS. The effect of γ

on the convergence of the ANC system is to speed up the
very slow modes of convergence, which are associated
with small values of σ2

k , by adding a constant factor γ .
Consider the unconstrained solution for γ = 0. In

this case the effort can be written [49.56]

WH(n)W(n)≈
K∑

k=1

|Pk|2
σ2

k

[
1− (1−μσ2

k

)n]2
. (49.42)

For μσ2
k 0 1, the m-th mode requires a control effort of

|Pk|2/σ2
k and it converges exponentially with a time con-

stant 1/μσ2
k and contributes to the sum of the squared

error ξ(n) by an amount |Pk|2. If σ2
k is small and |Pk|2

is not correspondingly small, a considerable control ef-
fort may be required to reduce this component of ξ(n),
even though it may not be significant compared to the
minimum mean-square error.

For the constrained solution γ = 0, the steady-state
value of the control effort for a convergent system
is [49.56]

WoH
Wo =

K∑
k=1

σ2
k |Pk|2(
σ2

k +γ
)2
. (49.43)

The first K components of the residual error are largely
removed by the action of the ANC system assuming that
σ2

k � γ , k = 1, 2, . . . , K . If σ2
k � γ , the factor γ plays

no role in the convergence of that component of ξ(n).
However, if σ2

k 0 γ , the control effort is limited for the
k-th mode to a value σ2

k |Pk|2/γ 2, so smaller σ2
k requires

smaller effort.
A suitably chosen value of γ will not only im-

prove convergence but can also prevent unreasonable
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Fig. 49.14 Multichannel ANC algo-
rithm using adaptive IIR filters

values of control effort on an insignificant noise compo-
nent. Moderating the control effort also considerably
reduces the risk of instability due to errors in the
secondary-path models [49.18]. Furthermore, the con-
strained algorithm is equivalent to the leaky FXLMS
algorithm, which has the additional benefit of reducing
the effects of numerical errors and preventing algorithm
stalling.

49.4.4 Multichannel IIR Algorithm

The broadband feedforward multiple-reference/multiple-
output ANC system uses adaptive IIR filters to provide
longer impulse responses and feedback compensa-
tion [49.23, 59]. As illustrated in Fig. 49.14 [49.2], the
controller contains two filter sections. The first section
is a block of FIR filters from each reference sensor to
each secondary source, while the second section imple-
ments matrix IIR filters. The feedforward section A(z)
consists of elements Ak j (z) from input x j (n) to the k-th
summing node to produce yk(n), the k-th component
of the output vector y(n). The transfer function matrix
B(z) represents the recursive section of the controller
with element Bki (z) from yi (n−1) to yk(n). Therefore,
the secondary signal yk(n) that drives the k-th secondary
source is expressed as

yk(n)=
J∑

j=1

aT
k j (n)x j (n)+

K∑
i=1

bT
ki (n)yi (n−1)

for k = 1, 2, . . . , K , (49.44)

where ak j (n)≡ [ak j,0(n) ak j,1(n) . . . ak j,L−1(n)]T and
bki (n)≡ [bki,0(n) bki,1(n) . . . bki,I−1(n)]T are the feed-
forward and feedback filter coefficients, respectively;
x j (n) and yk(n) are the reference input signal vectors
and output signal vectors, respectively. A multiple-
reference/multiple-output filtered-U recursive LMS
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algorithm [49.59] for the IIR filter structure minimizes
the sum of the M mean-square error signals:

ak j (n+1)= ak j (n)+μ
M∑

m=1

x′jkm(n)em(n) , (49.45)

bki (n+1)= bki (n)+μ
M∑

m=1

y′ikm(n)em(n) , (49.46)

where x′jkm(n)≡ ŝmk(n)∗ x j (n) and y′ikm(n)≡ ŝmk(n)∗
yi (n) are, respectively, the filtered reference and output
signal vectors.

Multichannel adaptive IIR filtering has been suc-
cessfully applied to the active control of random noise
in a small reverberant room [49.23]. The matrix IIR
structure results in a more-stable configuration in the
presence of feedback, especially if a small leakage fac-
tor is included. The experimental results also show that
far better performance is achieved by using IIR filters
rather than FIR filters when the primary noise source
has a lightly damped dynamic behavior.

49.4.5 Multichannel Adaptive Feedback
ANC Systems

The single-channel feedback ANC system can be ex-
tended to a K × 1 system that has K secondary sources

and one error sensor. The reference signal x(n) of the
feedback ANC system is synthesized as an estimate of
the primary noise

x(n)≡ d̂(n)

= e(n)+
K∑

k=1

ŝk(n)∗ yk(n) , (49.47)

where ŝk(n) is the impulse responses of the filter Ŝk(z)
that models the secondary path Sk(z) from the k-th sec-
ondary source to the error sensor, and the yk(n) are
the secondary signals obtained from the adaptive filters
Wk(z).

The FXLMS algorithm is used to minimize the er-
ror signal e(n) by adjusting the weight vector for each
adaptive filter Wk(z) according to

wk(n+1)= wk(n)+μx′k(n)e(n) ,

k = 1, 2, . . . , K , (49.48)

where

x′k(n)≡ ŝk(n)∗ x(n) (49.49)

is the reference signal vector filtered by the secondary-
path estimate Ŝk(z).

49.5 Summary

This chapter has reviewed the practical aspects of ANC
systems in terms of adaptive algorithms. The most
widely used ANC system using the adaptive FIR filter
and the FXLMS algorithm was introduced and analyzed
based on single-channel broadband feedforward control.

This basic system was extended to narrowband feed-
forward and adaptive feedback ANC systems. These
single-channel ANC algorithms were then expanded to
multichannel cases for controlling the noise field in an
enclosure or a large-dimension duct.
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Microphone A50. Microphone Arrays

G. W. Elko, J. Meyer

This chapter introduces various types of micro-
phone array beamforming systems and discusses
some of the fundamental theory of their opera-
tion, design, implementation, and limitations. It
is shown that microphone arrays have the ability
to offer directional gains that can significantly im-
prove the quality of signal pickup in reverberant
and noisy environments.

Hands-free audio communication is now a ma-
jor feature in mobile communication systems as
well as audio and video conferencing systems. One
problem that becomes evident to users of these
systems is the decrease in communication qual-
ity due to the pickup of room reverberation and
background noise. In the past, this problem was
dealt with by using microphones placed close to
the desired talker or source. Although this simple
solution has proven to be quite effective, it also
has its drawbacks. First, it is not always possible
or desirable to place the microphone very close
to the talker’s mouth. Second, by placing the mi-
crophone close to the talker’s mouth, one has to
deal with rapid level variation as the talker moves
his or her mouth relative to the microphone. Third
is the negative impact of speech plosives (air-
flow transients generated by plosive sounds) and
forth, microphone structure-borne handling noise
has a detrimental effect. Finally, for directional
microphone elements, there is also a nearfield
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proximity effect (where the frequency response
of the microphone is modulated by the relative
position of the microphone to the mouth). With
these issues in mind, it is of interest to investigate
other potential solutions. One solution is to use
beamforming microphone arrays, which can offer
significant directional gain so as to result in
similar audio performance to that of closely placed
microphones.

50.1 Microphone Array Beamforming

The propagation of acoustic waves in space is a function
of both space and time coordinates. In general, the math-
ematical representation of a propagating acoustic wave
is a four-dimensional function: three spatial dimensions
and one time variable. Acoustic wave propagation can
be modeled by a linearized scalar acoustic wave equa-
tion that describes the relationships between the physical
quantities of acoustic pressure and density variation of
the medium [50.1],

∇2 p= 1

c2

∂2 p

∂t2 , (50.1)

where p is the instantaneous acoustic pressure fluctu-
ation of the sound and c is the propagation speed of
sound in the medium. There are a few major underlying
assumptions in the derivation of (50.1), but this simpli-
fied linear model is adequate for laying the foundation
for array beamforming of acoustic signals. The dimen-
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sionality of the wave equation can easily be seen from
(50.1), where p is a function of three space variables
and one time variable. Therefore the scalar acoustic
pressure field in space can be represented as p(r, t),
where r is the measurement position in the acoustic
field and t is the time dependence. The scalar acoustic
pressure field must satisfy (50.1) at all points in space.
By using the spatial Fourier transform, the acoustic field
can also equivalently be represented in the wavevector–
frequency domain. This representation has been widely
used in the fields of geophysics, structural, underwater
and aeroacoustics, and can be quite useful in the analysis
and design of microphone array beamformers.

Applying the four-dimensional Fourier transform to
the time–space scalar acoustic field yields,

P(k, ω)=
∞∫

−∞

∞∫
−∞

p(r, t)e−i(ωt−kTr) dr dt , (50.2)

where the acoustic pressure P is capitalized to indicate
a transform to the frequency domain, k is the wavevector
and the superscript ‘T’ represents the transpose operator.
It may seem that this transformation has unnecessarily
complicated the description of the scalar acoustic pres-
sure field, but as will be seen later, it has transformed
the field description into a form that makes the analy-
sis of acoustic field space–time functions analogous to
the field of multidimensional signal processing. Since
the Fourier transform is a linear transformation, one can
write an inverse relationship,

p(r, t)= 1

(2π)4

∞∫
−∞

∞∫
−∞

P(k, ω)ei(ωt−kTr) dkdω .

(50.3)

Equation (50.3) directly shows that any acoustic field
p(r, t) can be represented as an infinite number of propa-
gating plane waves with appropriate complex weighting.
This interpretation can easily be seen from the equation
for a single propagating plane wave with frequency ω0
and wavevector k0,

p(r, t)= A0 e−i(ω0t−kT
0 r) , (50.4)

where A0 is the plane-wave amplitude. Note that for
generality, one can allow A0 to be complex, but for
this discussion it is assumed that A0 is real. The
wavenumber–frequency spectrum of this single prop-
agating plane wave is simply,

P(k, ω)= A0δ(k−k0)δ(ω−ω0) . (50.5)

Equation (50.5) shows the Fourier mapping of infinite
continuous functions in both time and space to be a point
in the wavevector–frequency space.

Now consider a general weighting function of
the space–time pressure distribution with a four-
dimensional linear shift-invariant filter having an
impulse response h(r, t). Then, the output signal is the
convolution of the space–time acoustic pressure signal
and the spatial weighting function such that,

y(r, t)=
∞∫

−∞

∞∫
−∞

h(r− r̂, t− τ)p(r̂, τ)dr̂ dτ . (50.6)

Equation (50.6) is a filtering operation that can equiv-
alently be represented in the wavevector–frequency
domain as,

Y (k, ω)= H(k, ω)P(k, ω) . (50.7)

Equation (50.6) and (50.7) show the direct analogy
between the space–time wavevector–frequency repre-
sentation of spatial filtering and the well-known results
from multidimensional linear systems theory. Thus, by
using specific spatial weighting functions, one can filter
the acoustic field to investigate the propagating direc-
tions, amplitude, and phases of plane waves traveling in
space. Filtering the spatiotemporal acoustic scalar pres-
sure field is known in the field of array signal processing
as beamforming. Thus, if one wants to look at plane
waves propagating from the direction of the unit vector
k0/‖k0‖, one would design a filter such that,

H(k, ω)= δ(k−k0)G(ω) , (50.8)

where G(ω) is the desired frequency response to waves
propagating in the direction of the wavevector k0.

Although it may seem limiting to use plane waves
as the underlying basis functions for the representation
of a sound-field, it should be noted that other orthogonal
representations such as spherical and cylindrical basis
functions can themselves be represented as a series of
plane waves.

The representation of the wavevector–frequency do-
main is a natural framework for analysis of the spatial
and frequency filtering of beamforming arrays, as will
be seen in the following.

In spatial filtering by beamforming, one deals with
spatial apertures. An aperture is a region over which
energy is received. Where an aperture can either be con-
tinuous, as in parabolic dishes, or discretely realized as
in microphone arrays with multiple microphones, mix-
tures of continuous and discrete apertures are possible.
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Microphone Arrays 50.1 Microphone Array Beamforming 1023

In fact, even discrete microphone arrays are a mixture
since no microphone is a perfect point receiver. Although
sampled aperture systems must generally perform more
signal processing, they offer several advantages over
continuous aperture systems. A main advantage in using
sampled apertures is that they allow for the possibility
of using digital signal processing on the individual array
signals. Arrays can be electronically steered, can form
multiple simultaneous beams, and can be made adaptive
purely by electronic means.

50.1.1 Delay-and-Sum Beamforming

Delay-and-sum beamforming, also known as classical
beamforming, is one of the simplest and oldest tech-
niques for realizing directional array systems. Although
not fundamentally limited in bandwidth, early delay-
and-sum arrays were used in narrowband operation to
focus arrays onto a particular point or direction. Since
a time delay for narrowband applications can be ac-
complished with a unique phase shift for each element,
narrowband beamforming is typically implemented with
phase shifts and is therefore commonly referred to as
phased-array beamforming. One typical application for
microphone arrays is to pick up speech or acoustic sig-
nals that are wideband (the desired signals cover many
octaves in bandwidth). Therefore most microphone
arrays for speech acquisition are implemented as delay-
sum beamformers since they are inherently wideband.

Both continuous and discrete beamformers can be
seen as implementations of wavevector–frequency fil-
tering as discussed in the previous section. It should
be noted that these two beamformers are not mutually
exclusive; one can, for instance, have a discrete set of
continuous transducers so that the beamformer is a mix
of continuous and discrete sampling. Of special interest
here is the spatial and frequency response of a finite array
of microphones that sample the acoustic field. A clas-
sic delay-sum beamformer uses the sum of weighted
and delayed samples from an array of N discretely sam-
pled points of the pressure field. In general, a delay-sum
beamformer output y is formed as,

y(t)=
N∑

n=1

wns(rn, t− τn) , (50.9)

where the weights wn are real and the time delay τn is
applied to the measured signals s(rn, t), at microphone
n. If the incident field is a planewave with wavevector
k0, amplitude A0 and frequency ω0, then,

s(rn, t)= A0 ei(ω0t−kT
0 rn ) , (50.10)

and

y(t)= A0 eiω0t
N∑

n=1

wn e−i(ω0τn+kT
0 rn ) . (50.11)

The real weights wn scale the signals measured at the
positions rn . Thus, from (50.9), the origin of the term
delay-and-sum can be seen as simply a description of
how the classical delay-sum beamformer is realized.

For a causal delay-sum beamformer, the exponent
in (50.11) must be less than or equal to zero for all n.
Typically, one element position is selected as the spatial
origin. This reference element position therefore defines
the vectors rn . Since the array can be steered to any
direction in space and one can select any position to
define rn , an additional delay may be required in order
to maintain causality. (Recall that kT

0 rn can be either
positive or negative depending on the direction of the
incident wave relative to the array.) If an end element
is selected as the spatial origin, then the causal delay is
equal to the maximum time that an acoustic wave takes to
transit the array. Smaller causal delays are also possible
depending on which microphone position in the array is
chosen as the spatial origin reference and the maximum
desired steering angle.

If we set the causal time delay equal to T0, then the
output for an incident plane wave with angular frequency
ω0 and wavevector k0 can be written as,

y(t)= A0 eiω0t
N∑

n=1

wn e−i
[
ω0(T0+τn )+kT

0 rn
]
. (50.12)

The maximum plane-wave response corresponds to the
direction where the delays τn compensate for the prop-
agation delay kT

0 rn of a plane wave propagating with
wavevector k0. This is done by setting the values of
τn such that these delays offset the time lead (or lag)
of a desired direction plane wave propagating over the
array. Thus, setting the delays to steer the array to the
direction of k0, means that the last two terms in the expo-
nential in (50.12) cancel out. The delayed and summed
output y(t) is now such that all microphone signals prop-
agating from the desired direction are added in phase.
This direction corresponds to a maximum amplitude out-
put for any selection of τn . Plane waves propagating
from directions other than k0 will result in the addition
of position-dependent phase variations, and as a result,
the output amplitude will be smaller due to destructive
interference.

To summarize, classical delay-and-sum beamform-
ing uses delays between each array element that
compensate for differences in the propagation delay of
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1024 Part I Multichannel Speech Processing

the desired signal direction across the array. Signals orig-
inating from a desired direction (or location if the source
is in the near field) are summed in phase, while other sig-
nals undergo destructive interference. By adjusting the
weights of the delay-sum beamformer, the shape of the
beam and sidelobes as well as the position of the nulls
of an array can be controlled.

Uniformly Spaced Linear Arrays
While array geometries are in principle arbitrary, cer-
tain configurations are especially useful and amenable to
mathematical analysis. For example, consider a simple
array geometry of uniformly spaced collinear elements
as shown in Fig. 50.1. Assume that an odd number of
elements, numbered from −N to N , are positioned on
the x-axis such that element n has coordinate nd, and
d is the interelement spacing. Thus, endfire directions
lie on the x-axis, while broadside directions lie in the
y–z plane. Much as linear time-domain systems are an-
alyzed by their response to complex exponential time
functions, an array response can be considered in terms
of its response to complex exponential plane waves (as
shown above).

For a collinear delay-and-sum beamformer steered
towards a direction making an angle θ0 measured clock-
wise from the y-axis, the relative time delays τn are,

τn = n
d

c
sin θ0, (50.13)

where θ0 is the steering direction, and represents the
direction from which plane waves are received with
maximum response.

Now, consider the unit-amplitude plane wave of fre-
quency ω0, arriving from a direction θ (not necessarily
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Fig. 50.1 Schematic of uniformly spaced linear array con-
taining 2N+1 microphones spaced by d

equal to θ0). This wave is represented by the expression,

p(r, t)= ei(ω0t−kT
0 r) . (50.14)

Note that it has been assumed that the microphones are
located along a line so the vector r points along the axis
of the array. Since the array is axisymmetric about the
axis of the array, the components of the wavevector can
be assumed, without loss of generality, to lie in the x–y
plane. With this assumption, one only needs to investi-
gate the array response in the plane. The wavevector can
be written into its three orthogonal components as,

k0 =−ω0

c

⎛
⎜⎝ sin θ

cos θ

0

⎞
⎟⎠ . (50.15)

Substituting the wave field for a planewave and time
delay expressions into the beamformer output expres-
sion yields,

y(t)= eiω0t
N∑

n=−N

wn ei
ω0
c nd(sin θ−sin θ0) . (50.16)

This expression can be simplified by removing the
time-varying eiω0t term and substituting u = sin θ and
u0 = sin θ0 rather than by the angle itself. This conven-
tion has several advantages beyond mere compactness.
First, a change of steering direction amounts to a single
linear translation in u-space. Thus, the shape of the beam
measured in the u-domain does not change with array
steering angle, while beams measured in θ space change
as a function of the steering direction. Second, one can
logically divide the description of the array function
into two regions: a visible and invisible region [50.2].
The visible region corresponds to values of u that have
real angles in space and corresponds mathematically to
|u| ≤ 1. Values of |u|> 1 correspond to angles that are
not physical and is therefore referred to as the invisible
region.

Making the substitutions for sin θ and sin θ0 yields
an expression for the array response,

H(u, ω)=
N∑

n=−N

wn ei ωc nd(u−u0). (50.17)

Note that the description of the array response given
in (50.17) has been written as a function of the two
independent variables u and ω instead of the variables
k, t, and ω. This change of variables allows one to better
visualize the response of the array in terms of angle and
frequency.
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Fig. 50.2 Response of a seven-element uniformly spaced
and weighted array as a function of the dimensionless vari-
able u for element spacing equal to the wavelength of the
incident acoustic signal

The array response as expressed in (50.17) is a func-
tion in a two-dimensional u–ω space. For any real
constant K the following identity holds,

H
[( u

K
+u0

)
, Kω

]
= H(u+u0, ω) . (50.18)

From (50.18), it can be seen that the spatial extent
(beamwidth) of the array becomes commensurately
smaller as the frequency increases directly proportion-
ally to the frequency ω. Thus if the incident wave
frequency is doubled, the beamwidth of the array is cut
in half and vice versa. Another important aspect of the
array function is that it is periodic in u for any given ω,

H(u, ω)= H

(
u+ 2πmc

ωd
, ω

)
, (50.19)

where m is an integer. Thus, the main lobe has an infinite
set of identical copies, which are called grating lobes.
Since the visible region [50.2] is defined for values of
−1≤ u ≤ 1, grating lobes may or may not be seen in the
array response. As can be seen in (50.19), the appearance
of grating lobes is a function of both microphone spacing
and incident frequency.

Grating lobes are visible when another lobe appears
at |u| ≤ 1. When fully visible, a grating lobe is equal in
amplitude to the main lobe of the array. This phenomena
is called spatial aliasing and is directly analogous to time
aliasing in sampled time systems. As either the element
spacing or the frequency increases, grating lobes move
in an angular direction towards the main lobe and can
be thought of as either a dilatation or contraction of the
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Fig. 50.3 u-response of a seven-element uniformly spaced
and weighted array steered 45◦ as a function of the di-
mensionless variable u for element spacing equal to the
wavelength of sound

array function as defined in (50.19). As the spacing or
frequency increases, new grating lobes become visible,
appearing first along the endfire direction. If the array is
not steered, grating lobes occur when the first periodic
replication (2πc)/ω falls into the visible region |u| ≤ 1.
In terms of the spacing d, grating lobes occur when

d ≥ 2πc

ω
= λ , (50.20)

where λ is the incident sound wavelength. As shown
above, the spatiofrequency response H(u, ω) is periodic,
and thus spatial aliasing for spatiotemporal signals will
occur before the grating lobe appears at |u| = 1. Thus,
to preclude spatial aliasing while having any steering
angle |u0| ≤ 1, the grating lobe must be be out of visual
space, |u|+ |u0| ≥ 2. With this constraint,

d <
πc

ω
= πc

2π f
= λ

2
. (50.21)

Equations (50.20) and (50.21) define the spatial sam-
pling requirement, which is analogous to the Nyquist
sampling rate for sampled time-domain signals. If the
array is steered to endfire which is the maximum steer-
ing angle in visible space, grating lobes can be avoided
if adjacent lobes are separated by a distance greater
than 2 in u-space (the same restriction as for no spa-
tial aliasing for an unsteered array). It should also be
noted that the lowest frequency at the onset of a grating
lobe can be increased if the array is composed of direc-
tional elements that have low sensitivity in the region of
|u| ≈ 1.
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Fig. 50.4 u-response of a seven-element uniformly spaced
and weighed array steered 90◦ as a function of the dimen-
sionless variable u for element spacing equal to half the
wavelength of sound

Uniformly Sampled and Weighted Linear Arrays
To better understand spatial aliasing and how H(u, ω)
changes with increased spacing or frequency, as well
as steering angle, it is instructive to examine a uni-
formly weighted linear array. Figure 50.2 shows the
response of a uniformly weighted array as a function
of the variable u for the case d = λ. The visible region
is denoted on the figure as the region between the two
vertical red lines. One can clearly see the grating lobes
beginning to move into the visible region in the fig-
ure at u =±1. This behavior was predicted by (50.20)
for an unsteered array. Figure 50.3 shows how the re-
sponse is rotated in u-space when the array is steered
45◦ from the unsteered direction (broadside). One can
now clearly see that the grating lobe is fully within
the visible region. For comparison purposes, Fig. 50.4
shows the directional response for a 90◦ steered ar-
ray for the case of d = λ/2. Equation (50.21) predicts
that for this case, a grating lobe should appear in the
opposite direction (along the axis of the array but in
the opposite of the steered direction). Figure 50.4 con-
firms that this is indeed the case as one can see the
grating lobe at 270◦ when the array is steered to 90◦
(endfire).

Figures 50.5 and 50.6 show directivity patterns when
d = λ and d = λ/2 for a seven-element uniformly spaced
and weighted unsteered array. It is not coincidental that
there are six zeros (nulls) in the response since as can be
seen in (50.17), a seven-element array response can be
written as a seventh-order polynomial. As the frequency
or spacing changes, the spatial response either contracts
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Fig. 50.5 Polar directivity pattern for a seven-element uni-
formly spaced and weighted unsteered array when d = λ.
Note the large grating lobe at θ = 90◦. Also note that the
directional response is axisymmetric around the θ = 0◦ axis
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Fig. 50.6 Polar directivity pattern for a seven-element uni-
formly spaced and weighted unsteered array for d = λ/2.
Note that compared to Fig. 50.5, there is no grating lobe in
the θ = 90◦ direction

or dilates, so at lower frequencies or smaller element
spacing, some or all of these nulls might not be contained
within the visible region |u| ≤ 1. One way to visualize
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Microphone Arrays 50.1 Microphone Array Beamforming 1027

this effect is to plot the angular response of the array as
a function of frequency.

Figure 50.7 shows a surface plot of the magnitude of
the response of a seven-element array with 8 cm spacing
versus angle and frequency. The colors indicate a log-
arithmic range limited to 40 dB. The narrowing of the
main lobe as frequency increases is clearly evident in
the figure. It can also be seen that the array is essentially
omnidirectional below 500 Hz and that the first spatial
aliasing lobe appears at around 4 kHz while a second
grating lobe appears at around 8 kHz. These two fre-
quencies correspond to sound with wavelengths of 8 and
16 cm, respectively. Thus grating lobes appear for the un-
steered array at frequencies where the element spacing
is an integer multiple of the incident sound wavelength,
as predicted by (50.20). Six distinct zeros can be seen in
the response between the grating lobes in Fig. 50.7 and
it can also be seen that they gradually disappear from the
visible region below 4 kHz. No nulls occur in the visible
region below 500 Hz.

The angular position of the first nulls on either side
of the main lobe can be computed for an unsteered uni-
formly weighted array by noting that (50.17) can be
rewritten

H(u, ω)= sin(N̂ωud/2c)

sin(ωud/2c)
, (50.22)

where N̂ = 2N+1 is the total number of elements, The
first null occurs when the argument of the numerator
of (50.22) is ±π. The beamwidth, BWnull is twice the
angle between the main lobe and the first null

BWnull = 2 sin−1
(

2πc

N̂ωd

)
= 2 sin−1(λ/L) , (50.23)

where λ is the wavelength of the incident sound and
L = N̂d is close to the array length [(N̂−1)d]. (Note
that other definitions for beamwidth are also used, such
as the angles where the response falls to half the main-
lobe level.) If the array length L is much larger than the
incident wavelength, then one can use the small-angle
approximation and obtain,

BWnull ≈ 2λ

L
. (50.24)

Equations (50.23) and (50.24) show that the
beamwidth is proportional to the wavelength and in-
versely proportional to the length of the array.

Although the above analysis is only for uniformly
weighted and spaced linear arrays, the general qualita-
tive relationships between the array length, frequency,
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Fig. 50.7 Response of a seven-element uniformly spaced and
weighted array for an element spacing of 8 cm

and beamwidth are similar for weighted and nonuni-
formly sampled arrays.

Analogy with FIR Filter Design
The discussion thus far expresses the beamformer be-
havior in terms of the array weights wn . The opposite
process, finding the weights for a given desired behav-
ior, is also extremely important. This process is now
shown to be related to finite impulse response (FIR)
filter design.

Consider the Fourier transform of the array weights,

X(eiωt )=
N∑

n=−N

wn e−iωtn , (50.25)

whereωt = (u−u0)ω0d/c. Comparing this with (50.17)
yields the identity

H

(
u0+ ωtc

ω0d
, ω0

)
= X(eiωt ) , (50.26)

for any ω0. From (50.26), it can be seen that finding
the weights wn for a given H(u, ω0) is equivalent to
an FIR filter design problem for a given desired fre-
quency response X(eiωt ). Thus, like FIR filter design,
array beamformer design is based on finding the ap-
propriate coefficients of a finite-order polynomial that
match a design goal in some desired way.
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1028 Part I Multichannel Speech Processing

Classical delay-and-sum beamformer element
weights are constants and therefore not a function of
frequency. Since the spatial response of a delay-and-
sum beamformer is a function of frequency, where the
beamwidth of the array is commensurately smaller as
the frequency increases, it is of interest to find a more-
flexible design method that allows control of the beam
pattern as a function of frequency. An obvious modifica-
tion is to generalize the delay-and-sum beamformer by
replacing the set of scalar weightings by a set of general
filters. For obvious reasons, this generalized beamformer
architecture is widely known as a filter-and-sum beam-
former.

50.1.2 Filter-and-Sum Beamforming

As discussed in the previous section, it is desirable to
enable the control of a beamformer design over a wide
frequency range. The analysis of the delay-and-sum
beamformer can be extended to a discrete-time filter-
and-sum beamformer. Thus, without a loss in generality,
the elemental filters are assumed to be FIR filters of
length M. The beamformer output sequence, for integer
κ, is

y[κ] =
N∑

n=−N

M−1∑
m=0

p [rn, (κ−m)T] hn[m] , (50.27)

where κ is the time sample, hn[m] is the impulse re-
sponse of the filter associated with the n–th element
(i. e., the n-th elemental filter), the number of micro-
phones is 2N+1, T is the sampling period, and p(r, t)
is the incident wave field. As before, we consider the
complex exponential plane wave,

p(r, κT)= ei(ω0κT−kT
0 r) , (50.28)

for some frequency ω0 and wavevector k0. A uniformly
spaced beamformer with spacing d has an output

y[κ] = eiω0κT
N∑

n=−N

M−1∑
m=0

hn[m]ei(−ω0mT+ ω0
c u0nd) ,

(50.29)

where u0 = sin θ0 as before.
Once again, the time-dependent portion is omitted

to give the array response,

H(u, ω)=
N∑

n=−N

M−1∑
m=0

hn[m]e−i(ωmT− ω
c und) . (50.30)

From (50.30) it can now be seen that a filter-sum
beamformer design problem is equivalent to a two-
dimensional FIR filter design problem.

Two-Dimensional Filter Design
Just as delay-and-sum beamformer design is related to
one-dimensional (1-D) FIR filter design, the filter-and-
sum beamformer design is related to two-dimensional
(2-D) FIR filter design that can be seen by considering an
N × M function of 2-D Dirac delta functions, weighted
according to the elemental filter coefficients,

f (x, y)=
N−1∑
n=0

M−1∑
m=0

δ(x−n, y−m)hn[m] . (50.31)

Now, the discrete 2-D Fourier transform of this function
is:

X(ω1, ω2)=
N∑

n=−N

M−1∑
m=0

hn[m]e−i(ω1n+ω2m) . (50.32)

Note that this function is periodic with period 2π in both
the ω1 and ω2 dimensions. Combining this with (50.30)
yields

H

(
ω1cT

ω2d
,
ω2

T

)
= X(ω1, ω2) . (50.33)

Equation (50.33) implies that a filter-and-sum beam-
former can be conceptualized as a 2-D filter whose
Fourier transform is closely related to the desired
array response. Note that X(ω1, ω2) is exactly the fa-
miliar wavenumber–frequency response [50.3], after
converting the wavenumber and frequency variables
kx = ‖k‖ sin θ, ω to the quantities ω1 = kxd, ω2 = ωT,
which have units of radians.

50.1.3 Arrays with Directional Elements

A microphone element frequency response can be ef-
fectively corrected with a single inverse filter placed
at the output of the beamformer. Microphone elements
with varying directivity patterns cannot generally be
compensated for, but one can mathematically model
their behavior using the pattern multiplication theo-
rem [50.2]. This principle states that the total far-field
response can be obtained from the far-field response of
an equivalent array constructed using omnidirectional
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Microphone Arrays 50.2 Constant-Beamwidth Microphone Array System 1029

elements, multiplied by the far-field response of the in-
dividual microphones. Thus, the total array response is
the product of the two array responses,

H(u, ω)= Hm(u, ω)Ha(u, ω) ,

where Hm(u, ω) is the far-field response of a single mi-
crophone element, and Ha(u, ω) is the far-field response
of the equivalent array composed of omnidirectional el-
ements. (Note that all of the directional elements must
be identical and oriented in the same manner).

50.2 Constant-Beamwidth Microphone Array System

Due to hardware limitations, early digital beam-
forming microphone arrays were implemented as
delay-sum beamformers [50.4]. As discussed previously
in (50.19), a delay-and-sum beamformer has a de-
creasing beamwidth as the frequency increases. In fact,
(50.23) showed that these functions are inversely related.
Narrowing of the beamwidth as frequency increases can
result in an undesired low-pass-colored output from an
array if it is placed into a typical room with reverberation.
This is due to the larger beamwidth at lower frequencies
that allows more input power from a reverberant acoustic
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Fig. 50.8 Diagram of nested four-
subarray microphone array
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Fig. 50.9 Frequency–wavenumber design for a constant-
beamwidth beamformer over one subarray

field. To minimize the coloration of a desired wide-band
signal, it is desirable to consider beamformers whose
directivity is constant over frequency.

By examining the results given in (50.23)
and (50.24), an obvious solution towards attaining
a constant-beamwidth beamformer design would be to
design a filter-sum beamformer where the ratio of the
acoustic wavelength to effective array length was held
constant or nearly constant.

One proposed solution to this problem was to
split the array into subarrays that covered different
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Fig. 50.10 Array response over one octave for a constant
directivity array using a fan filter as shown in Fig. 50.9
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1030 Part I Multichannel Speech Processing

frequency bands [50.4]. Some early microphone ar-
rays were hybrid digital systems composed of three
harmonically-nested subarrays covering a bandwidth
from 300 Hz to 4 kHz [50.4, 5], but were later mod-
ified to include four harmonically nested subarrays
(200–8 kHz). A four-band harmonically nested subarray
is shown diagrammatically in Fig. 50.8. One interesting
observation that can be made here is that, by har-
monically nesting the subarrays, many elements are
commonly shared in the array. Thus, the total number of
array elements can be significantly reduced.

Further refinements were made on the multi-octave
arrays to allow experimentation with a filter-sum config-
uration [50.6, 7]. These were developed to allow inves-
tigation into array algorithms for constant-beamwidth
and dynamic control of the array beamwidth [50.7, 8].
Figure 50.9 shows the frequency–wavenumber response
of the fan filter used to keep the beamwidth constant
over the bandwidth of one octave subarray. A basic de-

tail to notice here is that, as the frequency rises, the
wavenumber bandwidth commensurately increases so
that the beamwidth remains essentially constant. Fig-
ure 50.10 shows the array response over the 1–2 kHz
octave when using the fan-filter design as shown in
Fig. 50.9. It can be seen that the directivity is effec-
tively constant over the whole octave. Similar fan filters
are used for all octaves of the microphone array result-
ing in a constant beamwidth over most of the frequency
range [50.6, 7].

The fan-filter design is equivalent to constant di-
rectivity beamformers based on the use of different
low-pass filters on each element where the low-pass cut-
off frequency is proportional the position of the element
relative to the center of the array [50.9]. Intuitively the
low-pass design acts to shorten the length of the ar-
ray inversely proportional to frequency, thereby exactly
counteracting the inverse relationship between array
beamwidth and frequency.

50.3 Constrained Optimization of the Directional Gain

Directional gain is a common measure used in the design
and analysis of microphone arrays. Optimization of the
directional gain may not yield practical or realizable
array designs, and therefore it is necessary to constrain
the optimization to attain a useful design.

The directivity factor metric is typically used in
quantifying the change in the acoustic signal-to-noise
ratio (SNR) of a beamforming array in an isotropic
noise field. The directivity factor (Q) expresses the
ratio of sound energy received from the steered direc-
tion to the average energy received from all directions.
Mathematically, the definition is,

Q(r, θ0, φ0)= 4π|y(r, θ0, φ0)|2∫ 2π
0

∫ π
0 |y(r, θ, φ)|2 sin θ dθ dφ

,

(50.34)

where y(r, θ, φ) is the response to a wave arriving from
spherical coordinate directions (r, θ, φ), and (θ0, φ0) the
steering directions. It can be shown that this function can
be maximized for any array geometry by solving for the
maximum of the ratio of two Hermitian forms [50.10].
Although it is not always the goal to maximize the direc-
tivity factor, this quantity is typically used to quantify
beamforming acoustic SNR gains for far-field sources
in isotropic noise fields. It is standard engineering prac-
tice to express the directivity factor in decibels, and this

form is called the directivity index. The directivity index
(DI) is defined as

DI(r, θ0, φ0)= 10 log [Q(r, θ0, φ0)] . (50.35)

Optimization of the directional gain at frequen-
cies where the array size is smaller than the acoustic
wavelength results in array designs that are referred
to as superdirectional arrays. Superdirectional arrays
obtain directivity by forming the differences between
subarray beampatterns. Superdirectional arrays have el-
ement weighting functions that oscillate in and out
of phase between elements and can have directional
indices (DI) potentially twice as high as classical delay-
sum beamformers [20 log(N) versus 10 log(N)] [50.11].
Pattern-differencing beamformers result in a reduced
acoustic signal output relative to microphone self-noise
and electronics. Thus the array output SNR that can
be significantly compromised. This problem has been
known in the past and many authors have written on the
subject [50.12]. The earliest publication containing a so-
lution that constrains the gain to deal with the problem
was a paper by Gilbert and Morgan [50.13]. However,
it was not until a publication by Cox et al. [50.14] that
a practical design methodology emerged. The following
development follows that of Cox et al.

Consider a linear array of N sensors with desired
signal and noise spatial cross-correlation matrices de-
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Microphone Arrays 50.4 Differential Microphone Arrays 1031

noted by P and Q, respectively. If one assumes that the
signal and noise signals are stationary and independent
processes, then the spatial cross-correlation matrix for
the array can be written as

R(ω)= σ2
s P(ω)+σ2

n Q(ω) , (50.36)

where the frequency domain is denoted by the ex-
plicit use of the temporal frequency ω. Thus the input
signal-to-noise ratio is simply σ2

s /σ
2
n . The output power

spectrum of the beamformer that combines each micro-
phone signal by a weight w(ω) can be written

Y =wH Rw, (50.37)

where w is the complex weight vector containing the
beamformer weights for each microphone element at
frequency ω0, and H denotes the complex conjugate
transpose. Also note that the explicit frequency de-
pendence has been omitted for compactness of the
expression. The array gain (equivalent to the directiv-
ity index for an isotropic noise field) can now be defined
as the relative gain in SNR at the beamformer output,
and can be written as,

G = wH Pw

wH Qw
, (50.38)

Note that in general, Q can also contain components of
sensor self-noise.

In order to quantify the gain in SNR through
a beamformer, Cox [50.14] proposed a measure called
white-noise gain (WNG), which simplifies the above
equations by assuming that the noise matrix can be as-
sumed as an identity matrix. An expression of the WNG
is then simply

Gw = wH Pw

wHw
(50.39)

From (50.39), it can be seen that lower values of WNG
imply a higher relative sensitivity to white-noise signals

in each microphone relative to the sensitivity of acoustic
signals. Therefore, the term WNG is best understood
when interpreted as the gain of the array over white
noise.

A constrained design can be obtained by the use of
Lagrange multipliers such that

arg min
w

{
1

G
+ ε 1

Gw

}

= arg min
w

{
wH[Q+ εI]w

wH Pw

}
. (50.40)

Equation (50.40) is a generalized eigenvalue prob-
lem and the constrained optimum weight can also be
found [50.10] as the eigenvector corresponding to the
largest eigenvalue of the middle term in the numerator
in (50.40). For a single desired source propagating from
a known direction θ relative to the array, one can obtain
the optimum weight as,

wopt = [Q+ εI]−1s∗(θ), (50.41)

where s∗ is the complex-conjugate signal across the
array generated by the desired signal at angle θ. Equa-
tion (50.41) can be seen to be the constrained optimum
beamformer that operates by the process of whiten then
match. The whitening is done by the inverse of the term
in the brackets where areas of higher spatial noise are
commensurately attenuated by the beamformer. The sec-
ond term within the brackets is a regularization of the
inverse of the noise correlation matrix and acts as a con-
straint on the inverse. Matching to waves propagating
from the desired direction is accomplished by the steer-
ing vector s∗ that steers the array in the direction of the
desired sound source.

By adjusting the Lagrange multiplier between the
values of 0 and ∞, one can obtain a monotonic change
in directional gain from an unconstrained array for ε= 0
to that of a uniformly weighted array (ε ≈∞).

50.4 Differential Microphone Arrays

Differential microphone arrays are part of a regime of
arrays that are of general interest due to their small size
relative to the acoustic wavelength. For a given number
of microphone elements in an array, differential arrays
theoretically have the potential to attain maximum di-
rectional gain [50.11]. However, as will be shown later
in this section, there are some significant caveats in
realizing high directional gain with small differential
arrays.

Earlier discussion on delay and filter-sum beam-
formers showed that these arrays operate as FIR spatial
low-pass filters. As a result, directional gain is obtained
when the array length is large or on the order of the in-
cident sound wavelength. On the contrary, differential
arrays operate as spatial high-pass filters, and as such,
can be developed and analyzed differently than the de-
lay and filter-sum arrays. (To be precise, a differential
array does fall into the general filter-sum beamformer
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1032 Part I Multichannel Speech Processing

category. However, since the analysis of differential ar-
ray operation can be developed more compactly, it will
be assumed that these arrays are different.)

Differential array output can be understood as
a finite-difference approximation to the sum of spatial
derivatives of the scalar acoustic pressure field. The term
first-order differential array applies to any array whose
response is proportional to the combination of two com-
ponents: a zeroth-order (acoustic pressure) signal and
another proportional to the first-order spatial derivative
of a scalar acoustic pressure field. Similarly, the term
n-th-order differential array is used for arrays that have
a response proportional to a linear combination of sig-
nal derived from spatial derivatives up to, and including
order n.

Before discussing various implementations of
n-th-order finite-difference arrays, expressions are de-
veloped for the n-th-order spatial acoustic pressure
derivative in a direction r. Since realizable differential
arrays are approximations to acoustic pressure differen-
tials, equations for general order differentials provide
significant insight into the operation of these arrays.

The acoustic pressure field for a propagating acoustic
plane wave can be written

p(r, t)= A0 ei(ω0t−kT
0 r) = A0 ei(ω0t−k0r cosφ) ,

(50.42)

where A0 is the plane-wave amplitude. The angleφ is the
angle between the position vector r and the wavevector
k0 (note that the angle φ here is not the same as the
standard spherical coordinate angle used to describe the
angle in the x–y plane). Dropping the time dependence
and taking the n-th-order spatial derivative along the
direction of the position vector r yields:

dn

drn p(k, r)= A0(−ik cosφ)n e−ikr cosφ . (50.43)

The plane-wave solution is valid for the response to
sources that are far from the microphone array. The
term far implies that the distance between the source
and receiver is many times the square of the relevant di-
mension divided by the acoustic wavelength where the
relevant dimension is the greater of the source or re-
ceiver dimension. Using (50.43) one can interpret that
the n-th-order differential has a bidirectional pattern
component with the shape of (cosφ)n . It can also be
seen that the frequency response of a differential micro-
phone is high-pass with a slope of 6n dB per octave.
If the far-field assumption is relaxed, the response of
the differential system to a point source located at the

coordinate origin is

p(k, r)= A0
e−i(kr cosφ)

r
, r > 0. (50.44)

The n-th-order spatial derivative in the radial direction
r is

dn

drn p(k, r, φ)

= A0
n!

rn+1
e−ikr cosφ(−1)n

n∑
m=0

(ikr cosφ)m

m! .

(50.45)

As can be seen in (50.45), a fundamental property for
differential arrays is that the general n-th-order array
response is a weighted sum of bidirectional terms of the
form cos(φ)n .

Implicit in the development of differential arrays is
the inherent assumption that the true differential can be
approximated by discrete microphones that are used to
estimate the pressure differentials by finite differences.
For reasonable estimation of the differential by finite dif-
ferences of the acoustic pressure, the microphones must
be placed such that the element spacing is much less
than the acoustic wavelength over the desired frequency
range. With the small-spacing requirements, one can see
both the main advantage and disadvantage of differen-
tial arrays: they can attain high directional gain with
small size, but also have commensurately small WNG
values, indicating a high sensitivity to self-noise as well
as microphone amplitude and phase mismatch.
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Fig. 50.11 Construction of a generalized second-order dif-
ferential array as first-order differential combinations
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Microphone Arrays 50.4 Differential Microphone Arrays 1033

An n-th-order differential array can be written as
a sum of the n-th-order spatial differences and lower-
order terms. An n-th-order array can also be written as
the product of n first-order response terms as

yn(ω, φ)= A0

n∏
i=1

(
1− e−iω(Ti+di/c cosφ)

)
, (50.46)

where the di relate to the microphone spacings, and the
Ti relate to the chosen time delays. There is a design
advantage in expressing the array response in terms of
the products of first-order terms: it is now simple to
represent higher-order systems as cascaded systems of
lower order. Figure 50.11 shows how differential arrays
can be constructed for up to second order. Extension of
the design technique to higher orders is straightforward.

Values of Ti can easily be determined from the
microphone spacing and the desired null angle. The or-
dering of Ti is not important as long asωTi 0 π. If again
it is assumed that kdi 0 π and ωTi 0 π, then (50.46)
can be approximated as

yn(ω, φ)≈ A0ω
n

n∏
i=1

(Ti +di/c cosφ) . (50.47)

Equation (50.47) can be further simplified by mak-
ing some simple substitutions for the arguments in the
product term. Setting αi = Ti/(Ti +di/c), then

yn(ω, φ)≈ A0ω
n

n∏
i=1

[αi + (1−αi ) cosφ] . (50.48)

If the product in (50.48) is expanded, a power series in
cosφ can be written for the response of the n-th-order
array to an incident plane wave

yn(ω, φ)

= A0Gωn(a0+a1 cosφ+a2 cos2 φ+ . . .
+an cosn φ

)
, (50.49)

where the constant G is an overall gain factor. The only
frequency-dependent term in (50.49) isωn . Thus the fre-
quency response of an n-th-order differential array can
be easily compensated by a low-pass filter whose fre-
quency response is proportional to ω−n . By choosing
a structure that places only a delay behind each ele-
ment in a differential array, the coefficients in the power
series in (50.49) are independent of frequency, result-
ing in an array whose beampattern is independent of
frequency.

To simplify the following exposition on the direc-
tional properties of differential arrays, it is assumed that

the amplitude factor can be neglected. Also, since the di-
rectional pattern described by the power series in cosφ
can have any general scaling, the directional response
can be written as solely a function of φ:

yn(φ)= a0+a1 cosφ+a2 cos2 φ+ . . .
+an cosn φ . (50.50)

Without loss of generality, the coefficients ai can be
defined to attain a normalized response at φ= 0◦, which
implies

n∑
i=0

ai = 1. (50.51)

In general, n-th-order differential microphones have, at
most, n nulls (zeros). This follows directly from (50.50)
and the fundamental theorem of algebra.

As an instructive example, let us examine the specific
case for a second-order array,

y2 (φ)= a0+a1 cosφ+a2 cos2 φ . (50.52)

Equation (50.52) can also be factored into two first-order
terms and written as

y2 (φ)= [α1+ (1−α1) cosφ][α2+ (1−α2) cosφ] ,
(50.53)
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Fig. 50.12a–d Directional patterns that have maximum directional
gain for differential microphone arrays for up to forth-order arrays
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1034 Part I Multichannel Speech Processing

where

a0 = α1α2,

a1 = α1(1−α2)+α2(1−α1),

a2 = (1−α1)(1−α2) , (50.54)

or

α1 = a0+a1/2±
√

(a0+a1/2)2−a0 ,

α2 = a0+a1/2∓
√

(a0+a1/2)2−a0 . (50.55)

As shown, the general form of the second-order system is
the sum of second-, first-, and zero-order terms. If certain
constraints are placed on the values of a0 and a1, it can
be seen that there are two nulls (zeros) in the interval
0≤ φ < π. The array response pattern is axisymmetric
about φ = 0. These zeros can be explicitly found at the
angles φ1 and φ2:

φ1 = cos−1
( −α1

1−α1

)
, (50.56)

φ2 = cos−1
( −α2

1−α2

)
, (50.57)

where now α1 and α2 can take on either positive or neg-
ative values where the magnitude of the inverse cosine
is less than or equal to one. If the resulting beam pat-
tern is constrained to have a maximum at φ = 0◦, then
the values of α1 and α2 are also constrained. One inter-
esting thing to note is that negative values of α1 or α2
correspond to a null moving into the front half-plane.
Negative values of α1 for the first-order microphone can
be shown to have a rear-lobe sensitivity that exceeds
the sensitivity at 0◦. Since (50.53) is the product of
two first-order terms, emphasis of the rear lobe caused
by a negative value of α2 can be counteracted by the
zero from the term containing α1. As a result, a beam-
pattern can be found for the second-order microphone
that has maximum sensitivity at φ = 0◦ and a null in
the front-half plane. This result also implies that the
beamwidth of a second-order microphone with a nega-
tive value of α2 is narrower than that of the second-order
dipole (cos2(φ) directional dependence). Figure 50.12
shows the beam patterns that have the highest attain-
able directivity for first through forth-order differential
arrays [50.11].

50.5 Eigenbeamforming Arrays

The scalar acoustic pressure sound field obeys the
Helmholtz equation [50.1], which states that the dis-
tribution of acoustic pressure and particle velocity on
a surface uniquely defines the sound field within this
surface if no sources or obstacles are enclosed within
the surface. One can also use the Helmholtz equation to
compute the external sound field if there are no obstacles
or sources external to the measured surface. Thus, the in-
terior and exterior sound field is uniquely determined if
the sound pressure and particle velocity on a closed sur-
face are known. Therefore it follows that only the sound
pressure and particle velocity on a closed surface is re-
quired to capture all information of the sound field. This
observation leads to a different beamformer implemen-
tation where, instead of forming beams in the classical
sense by combining filtered individual microphone sig-
nals, one can use spatially decomposed eigenbeams to
realize a general beamformer.

50.5.1 Spherical Array

Although the array surface can be any general surface,
one can greatly simplify the analysis and array construc-
tion by using microphones placed on a rigid surface.

Using a rigid body has the advantage that the radial
particle velocity on its surface is zero. This greatly sim-
plifies the general solution since only the sound pressure
needs to be measured. Using a spherical geometry also
simplifies the mathematics and allows for a design that
puts equal weight on all directions due to its spherical
symmetry. Theoretically many other shapes are possi-
ble, but the most amenable are shapes that are congruous
to separable coordinate systems like cylindrical, oblate,

�
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Fig. 50.13 Definition of the spherical coordinate system
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Fig. 50.14 Block diagram of the
functional blocks of the spherical
array

prolate, etc. Fig. 50.13 shows the notation for the stan-
dard spherical coordinate system that is used for the
spherical array.

50.5.2 Eigenbeamformer

The overall structure of the spherical array can be de-
composed into two main cascaded sections as shown
in Fig. 50.14: an eigenbeamformer and a modal beam-
former [50.15, 16].

The task of the eigenbeamformer is to transform the
microphone signals into an orthonormal beam space.
Since these beams are characteristic of the sound field
in a similar way as eigenvectors are for a matrix, they
are referred to as eigenbeams. Hence, the beamform-
ing preprocessor is referred to as an eigenbeamformer.
The second stage is a modal beamformer that linearly
combines the eigenbeams to form a desired output beam
pattern. In the following sections, it is shown that a spher-
ical harmonic decomposition of the sound field leads
to a computationally simple realization of the modal
beamformer.

To begin an analysis of the spherical eigenbeam-
former, we first need to introduce the orthonormal
spherical harmonic eigenfunctions Ym

n (ϑ, ϕ) which have
order n and degree m, and are functions of the spheri-
cal angles ϑ, ϕ. The spherical harmonics Ym

n are defined
as [50.17],

Ym
n (ϑ, ϕ)=

√
(2n+1)

4π

(n−m)!
(n+m)! P

m
n (cosϑ)eimϕ,

(50.58)

where Pm
n (cosϑ) are the standard associated Legendre

functions. To calculate the response of the spherical
eigenbeamformer to a planewave with incident angle
ϑ, ϕ, and wavenumber k, it is judicious to express the
plane wave in terms of spherical harmonics. By match-
ing the boundary conditions of the rigid sphere of radius
a to the impinging plane wave from the direction (ϑ,

ϕ), one can compute the total acoustic pressure on the
surface at location (a, ϑs ,ϕs) as

ps(ϑs, ϕs, ka, ϑ, ϕ)

= 4π
∞∑

n=0

inbn(ka)
n∑

m=−n

Ym
n (ϑ, ϕ)Ym∗

n (ϑs, ϕs) .

(50.59)

The bn are the modal coefficients, defined as

bn(ka)=
[

jn(ka)− j ′n(ka)

h(2)′
n (ka)

h(2)
n (ka)

]
, (50.60)

where jn(ka) are the spherical Bessel functions, and the
prime indicates the derivative with respect to its argu-
ment, and the function h(2)

n (k) is the spherical Hankel of
the second kind.

From the previous development, it can be seen that
the rigid spherical baffle has a unique pressure field for
plane waves impinging from different angles. A desired
beam in a specific direction can be formed by filtering the
surface pressure by a general weighting of the acoustic
pressure on the surface. The spherical eigenbeamformer
operates by decomposing this general surface weighting
function into spherical harmonics. Thus, the output of
an eigenbeamforming microphone to an incident plane
wave for a spherical harmonic weighting function of
Ym′

n′ (ϑs, ϕs) can be written

Fn′,m′ (ϑ, ϕ, ka)

=
∫
Ωs

ps(ϑs, ϕs, ka, ϑ, ϕ)Ym′
n′ (ϑs, ϕs)dΩs,

= 4πin′bn′ (ka)Ym′
n′ (ϑ, ϕ) (50.61)

where dΩs represents an integration over the surface of
the sphere. The far-field directivity of the microphone
has the same directional dependence as the applied
spherical harmonic sensitivity function, namely Ym′

n′ .
Thus, it can now be seen that forming a desired beam
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can be accomplished by using spherical harmonics as the
basis functions expansion of the general surface weight-
ing and then appropriately weighting and summing the
outputs of these basis functions. The paragraph below
on eigenbeams gives a detailed analysis of these eigen-
beams. One final thing to note here is that the modal
coefficients bn introduce a frequency dependance. In or-
der to combine different eigenbeams appropriately to
form a desired beam, the bn coefficients must be equal-
ized so that they have the same amplitude and frequency
response.

Discrete Orthonormality
In order to realize a spherical array, the continuous aper-
ture has to be sampled. To achieve the same result as
obtained in (50.61), the sample positions must fulfill the
following discrete orthonormality condition:

Anm

S−1∑
s=0

Ym
n (ϑs, ϕs)Y

m′
n′ (ϑs, ϕs)= δnn′δmm′ . (50.62)

where the Anm are scale factors that are required to
fullfill the discrete orthonomality condition. Although
is not trivial to find a set of sensor locations that ful-
fill this discrete orthonormality, one sensor arrangement
that fulfills this constraint up to fourth-order spherical
harmonics are sample points at the center of the 32 faces
of a truncated icosahedron [50.16].

The resulting structure of the eigenbeamformer can
be derived from (50.62): for a specific eigenbeam Ym

n the
microphone signals are weighted by the sampled values
of the corresponding surface sensitivity, Ym

n (ϑs, ϕs). It
can therefore be seen that the eigenbeamformer is ef-
fectively a set of simple delay-sum beamformers per
eigenbeam (with no delay required).

*2/

*3/

*�/ *�/

Fig. 50.15 Real and imaginary components of the spherical harmon-
ics from zero to third order
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Fig. 50.16 Modal coefficients bn for the first four orders

Besides the orthonormal constraint, spatial aliasing
has to be taken into account when sampling a discrete
aperture as in the design of classical beamforming ar-
rays. Since there are (N+1)2 spherical harmonics for
a spatial resolution of order N , a minimum of (N+1)2

sample locations are required to distinguish the spherical
harmonics.

Eigenbeams
The outputs of the eigenbeamformer are a set of
orthonormal beampatterns that are referred to as
eigenbeams. These eigenbeams represent a spatially
orthonormal decomposition of the sound field and rep-
resent a complete description of the original sound field
up to the highest-order spherical harmonic used in the
orthonormal expansion.

Figure 50.15 shows some example eigenbeams.
From (50.58), it can be seen that the elevation depen-
dence follows the Legendre function while the azimuth
dependence has a sine-cosine dependance. The order n
determines the number of zeros in the ϑ-direction while
two times the degree m gives the number of zeros in the
ϕ-direction.

The total number of eigenbeams required to cap-
ture N-th-order spherical harmonics of the sound field
is (N+1)2. As noted previously, the maximum achiev-
able directional gain is 20 log(N+1). Thus, to obtain
a maximum directional gain of 12 dB for any arbitrary
direction, one would require eigenbeams up to third or-
der. Note here that the term order has the same context
as that used in differential arrays.

Similar to differential arrays, eigenbeams have the
desirable quality that their directional response is fre-
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Fig. 50.17 Generating a second order hypercardioid pattern (note that only the directional properties are shown)

quency independent; however, as shown in Fig. 50.16
and (50.60), the magnitude response of the eigenbeams
are dependent on the eigenbeam order and have high-
pass responses that are 6n dB per octave. Thus one needs
to equalize the different eigenbeams when combining
them to realize a desired beampattern.

50.5.3 Modal Beamformer

The modal beamformer forms the second stage of the
overall eigenbeamformer processing structure and com-
prises a simple weight-and-sum beamformer

D(ϑ, ϕ)=
N∑

n=0

cnYn(ϑ, ϕ) , (50.63)

where the beamformer multiplies each input beam by
a factor cn and adds up all weighted beams. As an exam-
ple, Fig. 50.17 shows the generation of a second-order
hypercardioid pattern steered along the z-axis.

To steer the resulting beam pattern towards a de-
sired look-direction [ϑ0, ϕ0] one can use the Legendre
polynomial addition theorem [50.1],

Pn(cosΘ)

=
n∑

m=−n

(n−m)!
(n+m)! P

m
n (cosϑ)Pm

n (cosϑs)eim(ϕ−ϕs)

(50.64)

and (50.63) to write the overall steered array response as

Dϑ0ϕ0 (ϑ, ϕ)

=
N∑

n=0

cn

︸ ︷︷ ︸
combine

n∑
m=−n

√
(n−m)!
(n+m)! P

m
n (cosϑ0)e−imϕ0

︸ ︷︷ ︸
steer

× Ym
n (ϑ, ϕ) . (50.65)

Although modal beamforming arrays seem quite
different from classical arrays, they are equivalent in
operation but offer a more-intuitive and efficient way
to realize beamforming arrays. As noted earlier, eigen-
beamforming is not limited to using a spherical harmonic
expansion to realize a modal beamformer, and any other
spatially orthogonal basis function expansion can be
used. Modal beamforming offers the capability of re-
ducing the number of signals that need to be stored
for processing since, in principal, the number of eigen-
beams required can be much less than the number of
microphone elements. Modal beamforming also has the
desirable property that forming multiple simultaneous
beams is computationally very efficient since the modal
beamformer requires M multiply-adds, where M is the
number of eigenbeams to form each unique output. Fi-
nally, the inherent computational simplicity of modal
beamformers leads to efficient dynamic and adaptive
microphone array implementations based on multiple
beams and not on individual elements.

50.6 Adaptive Array Systems

The microphone arrays described in the previous sec-
tions are beamformers whose spatial responses are static
since the weights, once designed, are fixed. Designs of

fixed beamformers are done with assumptions of the
signal and noise temporal and spatial statistics. This ap-
proach often leads to good designs when the a priori

Part
I

5
0
.6



1038 Part I Multichannel Speech Processing

H
��
�
��%���

H
��
�

>)
�@�%���
B%���A����*����C

��%���

�

�

� !

���

���

���

 "

�

� 2

�

� �

�

�!

���

���

���

	 ��

�

�2

�

��

�

�

�

�

��!

���

���

���

"

�

��2

�

���

�

�2!

���

���

���

2"

�

�22

�

�2�

Fig. 50.18 Block diagram of a broad-
band adaptive microphone array
implemented as an FIR filter-sum
beamformer

assumptions match the acoustic conditions in which the
array is placed. However, in acoustic and noise environ-
ments that dynamically change, it can be advantageous
to use arrays that self-optimize their performance based
on the sound field that the array is placed. Arrays that
self-optimize their spatial response are generally re-
ferred to as adaptive arrays. There are many forms of
adaptive array systems [50.18], but only a constrained
broadband array is described here since most other
schemes are based on similar approaches.

50.6.1 Constrained Broadband Arrays

Adaptive beamformers typically optimize a quadratic
metric that is related to the output SNR. A common op-
timization is to minimize the output power under the
constraint that the desired signal is not affected or only
minor modifications are imparted to the signal. Thus one
needs to minimize the output power under a constraint
that the desired signal is not harmed. In most cases,
like that of speech pickup in a room, the statistics of the
desired source are not precisely known or are highly non-
stationary. For this case, common adaptive array designs
are based on the assumption that the position or direction
of the desired source is known. The position can be found
by beam-steering techniques based on power or known
signal statistics, or by more sophisticated methods such
as eigendecomposition [50.3] or other time-delay esti-
mation direction-finding schemes [50.19]. It is further
assumed that the locations of the desired source and

noise sources change slowly. In a typical scenario, there
may be a desired source at one angle and undesired in-
terferers at other angles. In view of these requirements,
adaptive optimization of the array output can result in
better performance than designs based on assumed noise
field models.

A block diagram of an adaptive filter-sum array is
shown in Fig. 50.18. Each microphone feeds a weighted
tapped delay line (FIR filter) whose intermediate outputs
are summed. If there are N microphones and M taps on
each delay line, there are a total of NM tap weights hnm .
All weights are adapted to optimize the output according
to some specified criterion which, as mentioned above, is
typically based on minimizing the output power under
the constraint that the desired source direction is not
affected or only slightly degraded.

The considerations governing the choice of N and M
for a uniform linear array are described as follows. A lin-
ear combination of the microphone signals can produce
at most N−1 controllable nulls in the directivity pattern
of the array at a single frequency. If an M-tap FIR filter is
placed behind each microphone, then the same number
of nulls can be produced at M frequencies (M/2 if the
weights are real). Thus, for broadband sources, N is gov-
erned by the expected number of noise sources and M
by the frequency range over which the desired signal has
appreciable energy. The goal of the adaptive algorithm
is to search for the optimum location of the nulls un-
der the constraints that signals arriving from the desired
direction are not too distorted in frequency response.
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Adaptive arrays of this type have been considered in
the past. Constrained optimization of an adaptive array
like the one shown in Fig. 50.18 can be written in matrix
form as

min
h

hT Rh subject to Ch= c , (50.66)

where R is the input cross-correlation matrix, the M × N
matrix C describes the M linearly independent con-
straints, and c is the set of M constraining values.
Frost [50.20] developed an algorithm that minimizes
the output power of the array while maintaining a flat
magnitude and linear phase response for signals arriving
from the desired source direction. The Frost algorithm
uses a hard constraint such that the output contains
only a delayed version of the signal arriving from the
look direction (the look direction is the direction that
is known a priori and is set by the delay values δ in
Fig. 50.18). Constraints are enforced by noting that for
signals propagating from the look direction, the signals
moving through the FIR tapped-delay lines are all in
phase. The matrix C sums all of the columns to form
an equivalent vector c which is the response of the array
to the look direction. The look-direction equivalent fil-
ter is the column sum and is shown in Fig. 50.18 as the
rightmost FIR filter. For the Frost hard constraint of flat
magnitude and linear phase, the vector c must be a Dirac
delta function (where all taps but one tap are zero and
the single nonzero tap is set to the desired gain of sig-
nals propagating from the look direction). Although the
Frost algorithm is straightforward, one can extend the
degrees of freedom by softening the constraint, which is
useful when the number of taps is small.
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Fig. 50.19 Schematic of a generalized sidelobe canceler
(GSC) adaptive array

One variant of the Frost beamformer that can sim-
plify the computational cost by forcing the constraint
into the front-end of the array processing, was pro-
posed by Griffiths and Jim [50.21]. Their solution
was to preform a set of N−1 difference beams that
have nulls in the look direction. These prebeams are
then used to adjust an adaptive filter-sum beamformer
to minimize the total output power. Since the pre-
beams do not contain any look-direction signal, they
implicitly invoke the look-direction constraint when
combined adaptively with the main adaptive beam-
former. Figure 50.19 shows a general schematic of how
the Griffiths–Jim beamformer operates. In Fig. 50.19
the fixed filter-sum beamformer is denoted as Wf , the
subtractive prebeamformer blocking matrix as Wb, and
the adaptive beamformer as Wa. The general structure
shown in Fig. 50.19 is known as a generalized sidelobe
canceler (GSC) [50.18] and this structure was actu-
ally the basis of the first adaptive beamformers, which
predated the development of the Frost beamformer. In-
tuitively, the GSC structure is appealing since it allows
one to directly visualize the operation of the adaptive
beamformer.

A GSC beamformer generally has one fixed main
beam steered in the known look direction, and one or
more secondary beams that have nulls in the look direc-
tion. These secondary beams are used to identify spatial
noise sources not in the look-direction and then linearly
combined with the main beam to adaptively minimize
the output power or some other defined performance
measure. Specific works on GSC-based beamformers for
microphone arrays have been presented by Hoshuyama
et al. [50.22], and Herbordt et al. [50.23].

It is well known that the Frost beamformer and GSC
beamformers are sensitive to multiple paths [50.24],
which manifest themselves as signal cancelation. Sig-
nal cancelation is due to correlated off-axis signals that
cancel the desired look-direction signal by destructive
interference within the filter-sum beamformer. This ef-
fect can be easily visualized by considering the operation
of a GSC beamformer. In GSC beamforming, reflected
look-direction signals pass the blocking matrix and can
therefore be used by the adaptive beamformer to can-
cel the look-direction signal. The exact amount of signal
cancelation depends on the geometry of the array as well
as the acoustic environment. One practical implementa-
tion to mitigate this multipath effect is to use a smaller
number of taps so that reflected signals do not enter into
the adaptive FIR tapped-delay lines [50.24].

Kaneda and Ohga [50.25] replaced the Frost hard
constraint with a softer constraint. Since they were
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mainly interested in speech signals and realized that
small perturbations to magnitude and phase were not
detectable on a speech signal, their soft constraint al-
lowed for some deviation in magnitude and phase for
signals propagating from the look direction.

The soft constraint can be seen if one writes the
transfer function G(iω) from the desired source to the
output,

D=
∫
|G(iω)−1|2 dω≤ D0, (50.67)

where D0 is some specified positive number.
Neither the Frost or Kaneda approaches exploited

the fact that the quality of speech is less sensitive to the
phase of the transfer function from the desired source di-
rection to the array output. In order to capitalize on this
property, a different soft-constraint algorithm was pro-
posed by Sondhi et al. [50.24] that places a constraint on
only the magnitude of the transfer function. This mod-
ified constraint results in an output magnitude response
variation defined as

D=
∫ [

|G(iω)|2−1
]2

dω. (50.68)

Fortunately a computationally simple algorithm can be
found that uses a gradient search to minimize the nor-
malized output power with the constraint that

D ≤ D0 . (50.69)
A constraint such as (50.69) is difficult to impose di-
rectly. Therefore a search to minimize another cost

function C defined as

C = P+ εD (50.70)

leads to a solution, where P is the normalized output
power and ε is a Lagrange multiplier. The value D
obtained at the optimum setting of the filters is then
implicitly a function of the parameter ε. By varying ε,
a desired value of the distortion is realized.

Figure 50.18 contains a block labeled output fil-
ter. The purpose of this filter is to compensate for
the frequency response deviation that occurs in the
softly constrained adaptive beamformer. In order for
the array to steer nulls at frequencies where wave-
lengths are longer than the array length, the array must
resort to pattern differencing, which results in a com-
mensurate high-pass response in the look direction.
If one constrains the array too tightly, the adaptive
algorithm focuses on maintaining flat array response
and not on minimizing the output power. By allow-
ing larger-magnitude distortion at lower frequencies, the
adaptive algorithm focuses on minimizing the output
power at these lower frequencies. The inverse filter acts
to compensate the commensurate low-frequency roll-off
distortion. An approach that accomplishes a similar re-
sult was introduced by Gooch and Shynk [50.26], who
proposed an adaptive array containing both pole and
zero filters. This can effectively handle the constrained
adaptive array and the frequency response change due
to superdirectional operation.

50.7 Conclusions

This chapter has introduced various types of beam-
forming microphone array systems and discussed some
of the fundamental theory of their operation, de-
sign, and implementation. With the continuing trend
of lower cost electronics, it is now feasible to
implement microphone arrays in a variety of low-

cost consumer audio communication devices. It was
shown that appropriately designed microphone ar-
rays have the ability to offer directional gains that
can significantly improve the quality of hands-free
speech pickup in reverberant and noisy environ-
ments.
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Time Delay Es51. Time Delay Estimation and Source Localization

Y. Huang, J. Benesty, J. Chen

A fundamental requirement of microphone ar-
rays is the capability of instantaneously locating
and continuously tracking a speech sound source.
The problem is challenging in practice due to the
fact that speech is a nonstationary random process
with a wideband spectrum, and because of the
simultaneous presence of noise, room reverber-
ation, and other interfering speech sources. This
Chapter presents an overview of the research and
development on this technology in the last three
decades. Focusing on a two-stage framework for
speech source localization, we survey and analyze
the state-of-the-art time delay estimation (TDE)
and source localization algorithms.

This chapter is organized into two sections. In
Sect. 51.2, we will study the TDE problem and review
a number of cutting-edge TDE algorithms, ranging
from the generalized cross-correlation methods
to blind multichannel-identification-based al-
gorithms and the second-order statistics-based
multichannel cross-correlation coefficient method
to the higher-order statistics-based entropy-
minimization approach. In Sect. 51.3, we will
investigate the source localization problem from
the perspective of estimation theory. The emphasis
is on least-squares estimators with closed-form
estimates. The spherical intersection, spheri-
cal interpolation, and linear-correction spherical
interpolation algorithms will be presented.
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51.1 Technology Taxonomy

Thanks to the explosive growth in computing power
and the continuous drop in the cost and size of acous-
tic electric transducers, a growing number of speech
processing and communication systems can afford to
employ multiple microphones. There are two major ap-
plication areas that are driving the interest in microphone
array technologies:

• distant speech acquisition that permits good-quality
sound pickup due to the capability to mitigate the

effects of room reverberation, ambient noise, and
other interfering sound sources; and• acoustic surveillance and monitoring where sound
caused by the events of particular interest is detected,
localized, and tracked.

In both applications, there is a primary need to local-
ize a speech source by analyzing the acoustic signals
captured by various microphones placed at different po-
sitions. A good example of the former is microphone
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array beam steering [51.1–4] and a good example of the
latter is automatic camera pointing for videoconferenc-
ing [51.5–8].

The problem of locating radiative point sources
using sensor arrays has long been of great research
interest given its theoretical as well as practical
importance in a great variety of applications, e.g.,
radar [51.9,10], underwater sonar [51.11], and seismol-
ogy [51.12]. In these applications, source localization
is more commonly referred to as direction of arrival
(DOA) estimation. A class of celebrated approaches
is based on high-resolution spectral analysis, including
Capon’s minimum variance (MV) spectral estimation
method [51.13], and eigenanalysis-based techniques,
such as the popular multiple signal classification
(MUSIC) algorithm [51.14]. These methods perform
statistical fit for DOA with respect to a spatiospectral
correlation matrix derived from the signals received at
the sensors. By assumption, the source signal needs to be
statistically stationary and narrowband, and the source is
located in the far field of the sensor array. However, these
basic premises are barely met by speech sources. More-
over, the multipath effect is not taken into account in the
formulation of DOA estimation. Therefore, the high-
resolution DOA estimation algorithms were found to be
incompetent for speech source localization, particularly
in reverberant acoustic environments.

For speech source localization, microphone array
beam scanning and time delay estimation (TDE)-based
localization methods are the two most widely used
approaches. A beamformer is a spatial filter that op-
erates on the microphone outputs in order to enhance
the signal coming from one direction while suppressing
noise and interference from other directions. Therefore,
steering a microphone array beamformer and scan-
ning across a room for the highest-energy output leads
to an estimate of the direction of an active speech
source. Using two arrays and by intersecting the two
corresponding direction estimates, the source location

is determined [51.15, 16]. While the beam scanning
method has the remarkable advantage that it can eas-
ily be extended to the case of simultaneously localizing
multiple speech sources [51.17], it has some intrinsic
drawbacks. Since speech is a typical broadband signal,
ideally a broadband beamformer whose beam pattern
would be the same across the entire speech spectrum
needs to be developed, which is a technically challeng-
ing problem. In addition, most beamforming algorithms
assume that the speech sound source is in the far field in
order to make the design problem analytically tractable.
When the speech source is close to the microphone ar-
ray, performance degradation can be expected. On the
contrary, if the speech source is in the far field, the
localization resolution may not be satisfactory as the
source direction is only selected from a set of discrete
beam scanning angles. The number of beam scanning
angles is therefore a trade-off between resolution and
computational complexity.

Alternatively, a TDE-based source localization algo-
rithm involves a two-step procedure [51.18]. In the first
step, a set of relative time differences of arrival (TDOAs)
for different microphone pairs are calculated. In the sec-
ond step, the acoustic source location is estimated from
the TDOAs and using the a priori knowledge about the
locations of the microphones. TDE-based source local-
ization algorithms have many merits: they cope well with
both narrowband and broadband source signals; their lo-
calization resolution can be flexibly adjusted by varying
the sampling rate and microphone array size; the effect
of room reverberation is only of concern in the first-
step TDE and several recently developed robust TDE
algorithms are promising for future practical use; and
in general they are computationally efficient. Therefore,
after continuous investigation over the last two decades,
TDE-based speech source localization schemes have be-
come the technique of choice, especially in recent digital
systems. In this chapter, an overview of the state of the art
of this class of source localization methods is presented.

51.2 Time Delay Estimation

51.2.1 Problem Formulation
and Signal Models

Suppose that there is one speech sound source and N
microphones. The TDE problem is concerned with the
computation of the relative time difference of arrival
(TDOA) between different microphone signals.

Depending on the surrounding acoustic environ-
ment, there are two signal models for the TDE problem:
the ideal free-field model and the real reverberant model.
The former assumes no room reverberation while the lat-
ter uses an acoustic channel impulse response, usually a
finite impulse response (FIR) filter, to describe the effect
of room reverberation.
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Ideal Free-Field Model
In an anechoic open space, as shown in Fig. 51.1a, the
speech source signal s(k) propagates radiatively and the
sound level falls off as a function of distance from the
source. Then the signal captured by the n-th microphone
at time k can be expressed as follows:

xn(k)= αns(k− τn)+bn(k), n = 1, 2, · · · , N ,

(51.1)

where αn (0 ≤ αn ≤ 1) is an attenuation factor due to
propagation loss, τn is the propagation time, and bn(k)
is additive noise. The time difference of arrival (TDOA)
between the i-th and j-th microphones is defined as,

τij � τi − τ j , i, j = 1, 2, · · · , N . (51.2)

The noise signal bn(k) is presumed to be a zero-
mean, white, Gaussian random process, and is
uncorrelated with the source signal as well as the noise
signals at other microphones.
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Fig. 51.1a,b Illustration of the two acoustic signal mod-
els for time delay estimation: (a)ideal free-field model and
(b)real reverberant model

Real Reverberant Model
While the ideal free-field model has the merit of being
simple, it does not take into account room reverberation.
Therefore, in a real reverberant environment, the ideal
free-field model is inadequate and problematic, and we
need a more-comprehensive and more-informative al-
ternative to describe the effect of multipath propagation.
The real reverberant model treats the acoustic impulse
response with an FIR filter, as illustrated by Fig. 51.1b.
In such a single-input multiple-output (SIMO) system,
the n-th microphone signal is given by

xn(k)= hn ∗ s(k)+bn(k), n = 1, 2, · · · , N ,

(51.3)

where hn is the n-th channel impulse response, and the
symbol ∗ denotes the linear convolution operator. In
vector/matrix form, (51.3) can be rewritten as

xn(k)= Hn · s(k)+bn(k), n = 1, 2, · · · , N ,

(51.4)

where

xn(k)=
[
xn(k) · · · xn(k− L+1)

]T
,

Hn =

⎛
⎜⎜⎝

hn,0 · · · hn,L−1 · · · 0
...

. . .
. . .

. . .
...

0 · · · hn,0 · · · hn,L−1

⎞
⎟⎟⎠ ,

s(k)=
[
s(k) s(k−1) · · · s(k− L+1)

· · · s(k−2L+2)
]T
,

bn(k)=
[
bn(k) · · · bn(k− L+1)

]T
,

where [·]T denotes the transpose of a vector or a ma-
trix, and L is the length of the longest channel impulse
response in this SIMO system.

In contrast to the ideal free-field model, the time
delay τn in the real reverberant model is an implicit
or hidden parameter. Using such a model, TDE can
be performed only after the SIMO system is blindly
identified (since the source signal is unknown), which
looks like a more-difficult problem but is fortunately not
insurmountable.

51.2.2 The Family of the Generalized
Cross-Correlation Methods

The generalized cross-correlation (GCC) algorithm pro-
posed by Knapp and Carter [51.19] is so far the most
widely used approach to TDE. It employs the ideal free-
field model (51.1) and considers only two microphones,
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1046 Part I Multichannel Speech Processing

i. e., N = 2. Then the TDOA estimate between the two
microphones is obtained as the time lag that maximizes
the cross-correlation between the filtered signals of the
microphone outputs:

τ̂GCC
12 = arg max

τ
rGCC

x1x2
(τ) , (51.5)

where

rGCC
x1x2

(τ)� F −1 {Ψx1x2 ( f )
}

=
∞∫

−∞
Ψx1x2 ( f )ei2π f τ d f

=
∞∫

−∞
Φ( f )Sx1x2 ( f )ei2π f τ d f (51.6)

is the GCC function, F −1{·} stands for the inverse
discrete-time Fourier transform (IDTFT),

Sx1x2 ( f )� E
{

X1( f )X∗2( f )
}

(51.7)

is the cross spectrum, Φ( f ) is a frequency-domain
weighting function,

Ψx1x2 ( f )=Φ( f )Sx1x2 ( f ) (51.8)

is the generalized cross spectrum,

Xn( f )=
∑

k

xn(k)e−i2π fk, n = 1, 2 ,

where E{·} denotes mathematical expectation, and (·)∗
denotes complex conjugate.

There are many different choices of the frequency-
domain weighting functionΦ( f ), leading to a variety of
different GCC methods for TDE. In the following, sev-
eral most known and practically most useful algorithms
in this family will be discussed.

Classical Cross-Correlation
The classical cross-correlation (CCC) method takes
Φ( f )= 1. We know from the ideal free-field model
(51.1) that

Xn( f )= αn e−i2π f τn S( f )+ Bn( f ), n = 1, 2 .
(51.9)

Substituting (51.9) into (51.8) and noting that the noise
signal at one microphone is uncorrelated with the source
signal and the noise signal at the other microphone by
assumption, we have

ΨCCC
x1x2

( f )= α1α2 e−i2π f τ12 E
{
|S( f )|2

}
. (51.10)

The fact that ΨCCC
x1x2

( f ) depends on the source sig-
nal is detrimental for TDE since speech is inherently
nonstationary.

Smoothed Coherence Transform
In order to overcome the impact of fluctuating levels of
the speech source signal on TDE, an effective way is
to pre-whiten the microphone outputs before their cross
spectrum is computed. This is equivalent to choosing

Φ( f )= 1√
E
{|X1( f )|2}E{|X2( f )|2} , (51.11)

which leads to the so-called smoothed coherence trans-
form (SCOT) method [51.20]. Substituting (51.9) and
(51.11) into (51.8) produces the SCOT cross-spectrum:

Ψ SCOT
x1x2

( f )= α1α2 e−i2π f τ12 E
{|S( f )|2}√

E
{|X1( f )|2}E

{|X2( f )|2}
= α1α2 e−i2π f τ12 E{|S( f )|2}√

α2
1 E{|S( f )|2}+σ2

b1
( f )·

×
1√

α2
2 E{|S( f )|2}+σ2

b2
( f )

= e−i2π f τ12√
1+ 1

SNR1( f )
·
√

1+ 1
SNR2( f )

,

(51.12)

where

σ2
bn

( f )= E
{|Bn( f )|2},

SNRn( f )= αn E{|S( f )|2}
E
{|Bn( f )|2} , n = 1, 2 .

If the signal-to-noise ratios (SNRs) are the same at the
two microphones, then we get

Ψ SCOT
x1x2

( f )=
(

SNR( f )

1+SNR( f )

)
· e−i2π f τ12 . (51.13)

Therefore, the performance of the SCOT algorithm for
TDE would vary with the SNR. But when the SNR is
large enough,

Ψ SCOT
x1x2

( f )≈ e−i2π f τ12 ,

which implies independent TDE performance of the
power of the source signal. The SCOT method is the-
oretically superior to the CCC method only when the
noise level is low.
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Phase Transform
It becomes clear by examining (51.6) that the TDOA
information is conveyed in the phase rather than the am-
plitude of the cross-spectrum. Therefore, we can simply
discard the amplitude and only keep the phase. By setting

Φ( f )= 1∣∣Sx1x2 ( f )
∣∣ , (51.14)

we get the phase transform (PHAT) method [51.19]. In
this case, the generalized cross spectrum is given by

Ψ PHAT
x1x2

( f )= e−i2π f τ12, (51.15)

which depends only on the TDOA τ12. Substituting
(51.15) into (51.6), we obtain an ideal GCC function:

rPHAT
x1x2

(τ)=
∞∫

−∞
ei2π f (τ−τ12) d f =

{
∞, τ = τ12,

0, otherwise.

(51.16)

As a result, the PHAT method in general performs better
than the CCC and SCOT methods for TDE with respect
to a speech sound source.

Discussion: The GCC methods are computation-
ally efficient. They induce very short decision delays
and hence have good tracking capability: an estimate
is produced almost instantaneously. The GCC methods
have been well studied and are found to perform fairly
well in moderately noisy and nonreverberant environ-
ments [51.21, 22]. In order to improve their robustness
to additive noise, many amendments have been pro-
posed [51.6, 23–25]. However, these methods still tend
to break down when room reverberation is high. This is
insightfully explained by the fact that the GCC meth-
ods model the surrounding acoustic environment as an
ideal free field and thus have a fundamental weakness in
their inability to cope with room reverberation. Cepstral
prefiltering was suggested to overcome the multipath
propagation effect of room reverberation in [51.26].
However, the improvement is limited and shortcom-
ings still remain. Therefore, the main focus of current
research in TDE is on combating the effect of room
reverberation.

51.2.3 Adaptive Eigenvalue Decomposition
Algorithm

The adaptive eigenvalue decomposition (AED) al-
gorithm [51.27] approaches the TDE problem from
a different point of view from the traditional GCC
methods. While the AED also considers only two mi-
crophones, it adopts the real reverberant rather than the

ideal free-field model. It first identifies the two channel
impulse responses, and then measures the time differ-
ence between the two recognized direct paths as the
TDOA estimate. Since the source signal is unknown,
the channel identification has to be a blind method.

Following the real reverberant model (51.3) and the
fact that, in the absence of additive noise,

x1(k)∗h2 = s(k)∗h1 ∗h2 = x2(k)∗h1 , (51.17)

we deduce the following cross relation in vector/matrix
form at time k:

xT(k)u= xT
1 (k)h2− xT

2 (k)h1 = 0, (51.18)

where

x(k)=
[
xT

1 (k) xT
2 (k)

]T
,

u=
[
hT

2 −hT
1

]T
,

hn =
[
hn,0 hn,1 · · · hn,L−1

]T
, n = 1, 2 .

Multiplying (51.18) by x(k) from the left-hand side
and taking the expectation yields

Rxxu= 0 , (51.19)

where Rxx � E
{

x(k)xT(k)
}

is the covariance matrix of
the two microphone signals. This indicates that the vec-
tor u, which consists of the two impulse responses, is
in the null space of R. More specifically, u is the eigen-
vector of Rx corresponding to its eigenvalue 0. If Rx is
rank deficient by 1, u can be uniquely determined up
to a scale, which is equivalent to saying that the two-
channel SIMO system can be blindly identified. Using
what has been proved in [51.28], we know that such
a two-channel acoustic SIMO system is blindly iden-
tifiable using only the second-order statistics (SOS) of
the microphone outputs if and only if the following two
conditions hold:

• The polynomials formed from h1 and h2 are co-
prime , i. e., their channel transfer functions share no
common zeros ,• The autocorrelation matrix Rss = E{s(k)sT(k)} of
the source signal is of full rank (such that the SIMO
system can be fully excited).

In practice, noise always exists and the covariance
matrix Rxx is positively definite rather than positively
semidefinite. As a consequence, u is found as the nor-
malized eigenvector of Rxx corresponding to its smallest
eigenvalue:

û= arg min
u

uT Rxxu, subject to ‖u‖2 = 1 . (51.20)
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In the AED algorithm, solving (51.20) is carried out
adaptively using a constrained LMS algorithm:

Initialize

ĥn(0)=
[√

2
2 0 · · · 0

]T
, n = 1, 2 ;

û(0)=
[
ĥT

2 (0) −ĥT
1 (0)

]T ;
Compute, k = 0, 1, · · ·

e(k)= ûT(k)x(k),

û(k+1)= û(k)−μe(k)x(k)

‖û(k)−μe(k)x(k)‖ , (51.21)

where the adaptation step size μ is a small positive
constant.

After the AED algorithm converges, the time dif-
ference between the direct paths of the two identified
channel impulse responses ĥ1 and ĥ2 is measured as the
TDOA estimate:

τ̂AED
12 = arg max

l
|ĥ1,l|− arg max

l
|ĥ2,l| . (51.22)

51.2.4 Adaptive Blind Multichannel
Identification Based Methods

The AED algorithm provides us with a new way to look
at the TDE problem, which was found to be particularly
useful to combat room reverberation. It applies the more-
realistic real-reverberant model to a two-microphone
acoustic system at a time and attempts to blindly iden-
tify the two-channel impulse responses, from which
the embedded TDOA information of interest is then
extracted. Clearly the blind two-channel identification
technique plays a central role in such an approach.
The more accurately the two impulse responses are
blindly estimated, the more precisely the TDOA can
be inferred. However, for a two-channel system, the ze-
ros of the two channels can be close, especially when
their impulse responses are long, which leads to an
ill-conditioned system that is difficult to identify. If
they share some common zeros, the system becomes
unidentifiable (using only second-order statistics) and
the AED algorithm may completely fail. It was sug-
gested in [51.29] that this problem can be alleviated
by employing more microphones. When more micro-
phones are employed, it is less likely that all channels
will share a common zero. As such, blind identification
deals with a more well-conditioned SIMO system and
the solutions can be globally optimized over all channels.
The resulting algorithm is referred to as the adaptive

blind multichannel identification (ABMCI)-based TDE
algorithm.

The generalization of blind SIMO identification
from two channels to multiple (> 2) channels is not
straightforward and in [51.30] a systematic way was
proposed. Consider a SIMO system with N channels
whose outputs are described by (51.3). Each pair of the
system outputs has a cross-relation similar to (51.18) in
the absence of noise:

xT
i (k)h j = xT

j (k)hi , i, j = 1, 2, · · · , N . (51.23)

When noise is present or the channel impulse responses
are improperly modeled, the cross-relation does not hold
and the a priori error signal can be defined as

eij (k+1)= xT
i (k+1)ĥ j (k)− xT

j (k+1)ĥi (k)

‖ĥ(k)‖ ,

i, j = 1, 2, · · · , N , (51.24)

where ĥi(k) is the model filter for the i-th channel at
time k and

ĥ(k)=
[
ĥT

1 (k) ĥT
2 (k) · · · ĥT

N (k)
]T

.

The model filters are normalized to avoid a trivial so-
lution whose elements are all zeros. Based on the error
signal defined here, a cost function at time k+1 is given
by

J(k+1)=
N−1∑
i=1

N∑
j=i+1

e2
ij (k+1) . (51.25)

The multichannel LMS (MCLMS) algorithm updates
the estimate of the channel impulse responses as follows:

ĥ(k+1)= ĥ(k)−μ∇ J(k+1), (51.26)

where μ is again a small positive step size. As shown
in [51.30], the gradient of J(k+1) is computed as:

∇ J(k+1)= ∂J(k+1)

∂ĥ(k)

=
2
[

R̃x+(k+1)ĥ(k)− J(k+1)ĥ(k)
]

‖ĥ(k)‖2
,

(51.27)
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where

R̃x+(k)�

⎛
⎜⎜⎜⎜⎝

∑
n =1 R̃xn xn (k) −R̃x2x1 (k)

−R̃x1x2 (k)
∑

n =2 R̃xn xn (k)
...

...

−R̃x1xN (k) −R̃x2xN (k)

· · · −R̃xN x1 (k)

· · · −R̃xN x2 (k)
. . .

...

· · · ∑n =N R̃xn xn (k)

⎞
⎟⎟⎟⎟⎠

and

R̃xi x j (k)� xi (k)xT
j (k) , i, j = 1, 2, · · · , N .

If the model filters are always normalized after each
update, then a simplified MCLMS algorithm is obtained:

ĥ(k+1)

=
ĥ(k)−2μ

[
R̃x+(k+1)ĥ(k)− J(k+1)ĥ(k)

]
∥∥∥ĥ(k)−2μ

[
R̃x+(k+1)ĥ(k)− J(k+1)ĥ(k)

]∥∥∥ .
(51.28)

A number of other adaptive blind SIMO identification
algorithms with faster convergence and lower com-
putational complexity have also been developed, e.g.,
[51.31, 32]. Due to space limitations, we choose not to
present the development of those algorithms and refer
the reader to [51.33] and references therein for more
details.

After the adaptive algorithm converges, the TDOA
between any two microphones can be inferred as

τ̂ABMCI
ij = arg max

l
|ĥi,l|− arg max

l
|ĥ j,l| ,

i, j = 1, 2, · · · , N , (51.29)

which implies that in every channel the direct path is al-
ways dominant. This is generally true for acoustic waves,
which would be considerably attenuated by wall reflec-
tion. But sometimes two or more reverberant signals via
multipaths of equal delay could add coherently such that
the direct-path component no longer dominates the im-
pulse response. Therefore a more-robust way to pick
the direct-path component is to identify the Q (Q > 1)
strongest elements in the impulse responses and choose

the one with the smallest delay [51.29]:

τ̂ABMCI
ij =min

{
arg max

l

q|ĥi,l|
}

−min

{
arg max

l

q|ĥ j,l|
}
,

i, j = 1, 2, · · · , N , q = 1, 2, · · · , Q ,

(51.30)

where maxq computes the q-th largest element.

51.2.5 Multichannel Spatial Prediction
and Interpolation Methods

While the blind SIMO identification-based TDE algo-
rithms cope well with room reverberation, they have
relatively poor tracking capability. As a result, in
a rapidly varying acoustic environment, they will have
a problem. From this perspective, cross-correlation-
based methods do have some advantages and so there
have been continuous efforts to improve their robustness
against noise and reverberation.

In Sect. 51.2, only two microphones was consid-
ered. In this section, we explore the possibility of using
multiple microphones (greater than two) to improve
the estimate accuracy of the TDOA between the first
two microphones in adverse acoustic environments. For
a three-microphone system, the three TDOAs, namely
τ12, τ13, and τ23, are apparently not independent but
obey the following relation: τ13 = τ12+τ23. The idea of
exploiting TDOA redundancy in sensor arrays was first
conceived in [51.34] and a Kalman-filtering-based two-
stage TDE algorithm was proposed. Recently, following
a similar line of thoughts, several fusion algorithms have
been developed [51.35–37]. In what follows, we present
a multichannel TDE algorithm using spatial prediction
and interpolation [51.38, 39], which takes advantage of
the TDOA redundancy among multiple microphones in
a more-intuitive way.

Suppose that there are N (N > 2) microphones in
an open space to which the ideal free field can be
properly applied. The N microphones are positioned in
a prespecified geometric pattern such that the TDOA of
a microphone pair can be expressed as a function of the
TDOAs of a small number of other microphone pairs.
The number depends on the distance of the source from
the microphone array and on whether the microphones
constitute a two-dimensional (2-D) or three-dimensional
(3-D) array. For ease of presentation, let us consider
a linear array and a far-field speech source. Then we
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have

τ1n = τ1− τn = fn(τ12) , n = 1, 2, · · · , N ,

(51.31)

where

f1(τ12)= 0 , f2(τ12)= τ12 .

Substituting (51.31) into (51.1) gives

xn(k)= αns[k− τ1+ fn(τ12)]+bn(k) . (51.32)

In the absence of noise, since it can be easily checked
that

xn[k+ fN (τ12)− fn(τ12)] = αns(k− τN ) ,

∀n = 1, 2, · · · , N , (51.33)

we know that x1[k+ fN (τ12)] is aligned with xn[k+
fN (τ12)− fn(τ12)]. Therefore, a forward spatial predic-
tion error signal can be defined as:

e1(k, τ)� x1[k+ fN (τ)]− xT
a,2:N (k, τ)a2:N (τ) ,

(51.34)

where τ is a dummy variable for the hypothesized TDOA
τ12,

xa,2:N (k, τ)

=
[
x2[k+ fN (τ)− f2(τ)] · · · xN (k)

]T
(51.35)

is the aligned (subscript ‘a’) signal vector, and

a2:N (τ)=
[
a2(τ) a3(τ) · · · aN (τ)

]T

contains the forward spatial linear prediction coef-
ficients. Minimizing the mean-square value of the
prediction error signal

J1(τ)� E
{

e2
1(k, τ)

}
(51.36)

leads to the Wiener–Hopf equation

Ra,2:N (τ)a2:N (τ)= ra,2:N (τ) , (51.37)

where

Ra,2:N (τ)

� E
{

xa,2:N (k, τ)xT
a,2:N (k, τ)

}

=

⎛
⎜⎜⎜⎜⎝

σ2
x2

ra,x2x3 (τ) · · · ra,x2xN (τ)

ra,x3x2 (τ) σ2
x3

· · · ra,x3xN (τ)
...

...
. . .

...

ra,xN x2 (τ) ra,xN x3 (τ) · · · σ2
xN

⎞
⎟⎟⎟⎟⎠

is the spatial correlation matrix of the aligned signals
with

σ2
xn
= E

{
x2

n(k)
}
, n = 1, 2, · · · , N ,

ra,xi x j (τ)= E
{

xi [k+ fN (τ)− fi (τ)]
× x j [k+ fN (τ)− f j (τ)]}

= E
{

xi [k− fi (τ)]x j [k− f j (τ)]} ,
i, j = 1, 2, · · · , N ,

and

ra,2:N (τ)�
[
ra,x1x2 (τ) ra,x1x3 (τ) · · · ra,x1xN (τ)

]T
.

Substituting the solution of the Wiener–Hopf (51.37),
which is

a2:N (τ)= R−1
a,2:N (τ) ra,2:N (τ) ,

into (51.34) gives the minimum forward prediction error

e1,min(k, τ)

= x1[k+ fN (τ)]− xT
a,2:N (k, τ)R−1

a,2:N (τ)ra,2:N (τ) .
(51.38)

Accordingly, we have

J1,min(τ)� E
{

e2
1,min(k, τ)

}
= σ2

x1
−rT

a,2:N (τ)R−1
a,2:N (τ)ra,2:N (τ) .

(51.39)

Then we can argue that the time lag τ that induces a min-
imum J1,min(τ) would be the TDOA between the first
two microphones:

τ̂FSP
12 = arg min

τ
J1,min(τ) , (51.40)

where the superscript ‘FSP’ stands for forward spatial
predication .

Similarly, the multichannel TDE algorithm can be
developed using backward prediction or interpolation
with any one of the N microphone outputs being re-
garded as the reference signal.

51.2.6 Multichannel Cross-Correlation
Coefficient Algorithm

The idea of using the spatial prediction (or interpolation)
error to measure the correlation among multiple signals
is intuitive and helpful. However in statistics and signal
processing, the cross-correlation coefficient is a more
widely used concept for this purpose. Since the cross-
correlation coefficient is defined traditionally only for
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two random processes, it first needs to be generalized
to multiple random processes before being employed in
the development of a multichannel TDE algorithm.

The definition of a multiple coherence function,
derived from the concepts of the ordinary coherence
function between two signals and the partial (condi-
tioned) coherence function, was presented in [51.40]
to measure the correlation among the output of
a multiple-input signal-output (MISO) system and its
inputs. In [51.38] and [51.39], the multichannel cross-
correlation coefficient (MCCC) was constructed in
a new way from the multichannel correlation matrix;
this provides a seamless generalization of the classical
cross-correlation coefficient to the case where there are
multiple random processes.

Following (51.35), we denote

xa(k, τ)�
[
x1[k+ fN (τ)] xT

a,2:N (k, τ)
]T

, (51.41)

and

Ra(τ)� E
{

xa(k, τ)xT
a (k, τ)

}

=

⎛
⎜⎜⎜⎜⎝

σ2
x1

ra,x1x2 (τ) · · · ra,x1xN (τ)

ra,x2x1 (τ) σ2
x2

· · · ra,x2xN (τ)
...

...
. . .

...

ra,xN x1 (τ) ra,xN x2 (τ) · · · σ2
xN

⎞
⎟⎟⎟⎟⎠ .

(51.42)

The spatial correlation matrix Ra(τ) can be factored as
follows:

Ra(τ)=Σ R̃a(τ)Σ, (51.43)

where

Σ =

⎛
⎜⎜⎜⎜⎝
σx1 0 · · · 0

0 σx2 · · · 0
...

...
. . .

...

0 · · · 0 σxN

⎞
⎟⎟⎟⎟⎠

is a diagonal matrix,

R̃a(τ)=

⎛
⎜⎜⎜⎜⎝

1 ρa,x1x2 (τ) · · · ρa,x1xN (τ)

ρa,x2x1 (τ) 1 · · · ρa,x2xN (τ)
...

...
. . .

...

ρa,xN x1 (τ) ρa,xN x2 (τ) · · · 1

⎞
⎟⎟⎟⎟⎠

is a symmetric matrix, and

ρa,xi x j (τ)�
ra,xi x j (τ)

σiσ j
, i, j = 1, 2, · · · , N ,

is the cross-correlation coefficient between the i-th and
j-th aligned microphone signals.

Since matrix R̃a(τ) is symmetric, positively semidef-
inite, and its diagonal elements are all equal to one, it
was shown in [51.38] and [51.39] that

0≤ det
[
R̃a(τ)

]≤ 1 , (51.44)

where det(·) stands for determinant.
In the two-channel case, it can easily be checked that

the squared cross-correlation coefficient is linked to the
normalized spatial correlation matrix by

ρ2
a,x1x2

(τ)= 1−det
[
R̃a,1:2(τ)

]
. (51.45)

Then by analogy the squared MCCC among the N
aligned signals xn[k+ fN (τ)− fn(τ)], n = 1, 2, · · · , N ,
is constructed as:

ρ2
a,x1:xN

(τ)�1−det
[
R̃a(τ)

]
.

=1− det [Ra(τ)]∏N
n=1 σ

2
xn

. (51.46)

The MCCC has the following properties (presented
without proof) [51.41].

1. 0≤ ρ2
a,x1:xN

(τ)≤ 1.
2. If two or more signals are perfectly correlated, then

ρ2
a,x1:xN

(τ)= 1.
3. If all the signals are completely uncorrelated with

each other, then ρ2
a,x1:xN

(τ)= 0.
4. If one of the signals is completely uncorrelated with

the N−1 other signals, then the MCCC will mea-
sure the correlation among those N−1 remaining
signals.

Using the definition of MCCC, we deduce an esti-
mate of the TDOA between the first two microphone
signals as

τ̂MCCC
12 = arg max

τ
ρ2

a,x1:xN
(τ) , (51.47)

which is equivalent to computing

τ̂MCCC
12 = arg max

τ

{
1− det [Ra(τ)]∏N

n=1 σ
2
xn

}

= arg min
τ

det [Ra(τ)] . (51.48)

To investigate the link of the MCCC method to the
FSP method, let us revisit the spatial prediction error
function given by (51.39). We define

a(τ)�
[
a1(τ) a2(τ) · · · aN (τ)

]T

=
[
a1(τ) aT

2:N (τ)
]T

. (51.49)
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1052 Part I Multichannel Speech Processing

Then, for a1(τ)=−1, the forward spatial prediction
error signal (51.34) can be written as

e1(k, τ)=−xT
a (k, τ)a(τ) , (51.50)

and (51.36) can be expressed as

J1(τ)= E
{

e2
1(k, τ)

}
+κ

[
vT

1 a(τ)+1
]

= aT(τ)Ra(τ)a(τ)+κ
[
vT

1 a(τ)+1
]
,

(51.51)

where κ is a Lagrange multiplier introduced to force
a1(τ) to have value −1 and

v1 �
[
1 0 · · · 0

]T
.

Taking the derivative of (51.51) with respect to a(τ) and
setting the result to zero yields

∂J1(τ)

∂a(τ)
= 2Ra(τ)a(τ)+ kv1 = 0 . (51.52)

Solving (51.52) for a(τ) produces

a(τ)=−κR−1
a (τ)v1

2
. (51.53)

Substituting (51.53) into (51.51) leads to

J1(τ)= κ

(
1− vT

1 R−1
a (τ)v1

4
κ

)
, (51.54)

from which we know that

J1,min(τ)= 1

vT
1 R−1

a (τ)v1
. (51.55)

Substituting (51.43) into (51.55) and using the fact that

Σ−1v1 = v1

σx1

,

we have

J1,min(τ)= σ2
x1

vT
1 R̃−1

a (τ)v1
. (51.56)

Note that vT
1 R̃−1

a (τ)v1 is the (1, 1)-th element of matrix
R̃−1

a (τ), which is computed using the adjoint method as
the (1, 1)-th cofactor of R̃a(τ) divided by the determinant
of R̃a(τ), i. e.,

vT
1 R̃−1

a (τ)v1 = det
[
R̃a,2:N(τ)

]
det

[
R̃a(τ)

] , (51.57)

where R̃a,2:N(τ) is the lower-right submatrix of R̃a(τ)
formed by removing the first row and the first column.
By substituting (51.57) into (51.56), we get

J1,min(τ)= σ2
x1
· det

[
R̃a(τ)

]
det

[
R̃a,2:N(τ)

] . (51.58)

Therefore, the FSP estimate of τ12 is found as

τ̂FSP
12 = arg min

τ
J1,min(τ)

= arg min
τ

det
[
R̃a(τ)

]
det

[
R̃a,2:N(τ)

] . (51.59)

Comparing (51.48) to (51.59) reveals a clear distinction
between the two methods in spite of the strong similarity
in principle. In practice, the FSP method has a numerical
stability problem since the calculation of the FSP cost
function (51.58) involves division by det

[
R̃a,2:N (τ)

]
,

while the MCCC method is found to be fairly stable.
It is worth pointing out that the microphone outputs

can be pre-whitened before computing their MCCC as
was done in the SCOT algorithm in the two-channel sce-
nario. Using this approach, the TDE algorithms become
more robust to volume variations of the speech source
signal.

51.2.7 Minimum-Entropy Method

While the MCCC-based TDE algorithm performs well
in the presence of noise and reverberation, the MCCC is
by no means the only choice for developing the concept
of multichannel TDE. MCCC is a second-order-statistics
(SOS) measure of dependence among multiple random
variables and is ideal for Gaussian source signals. How-
ever for non-Gaussian source signals such as speech,
MCCC is not sufficient and higher-order statistics (HOS)
have more to say about their dependence.

The concept of entropy, which is a statistical (ap-
parently HOS) measure of randomness or uncertainty of
a random variable, was introduced by Shannon in the
context of communication theory [51.42]. For a random
variable x with a probability density function (PDF) p(x)
(in this chapter, we choose not to distinguish between
random variables and their realizations for the concise-
ness of presentation), the entropy is defined as [51.43]:

H(x)=−
∫

p(x) ln p(x)dx

=−E {ln p(x)} . (51.60)

The entropy (in the continuous case) is a measure of
the structure contained in the PDF [51.44]. As far as the
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multivariate random variable xa(k, τ) given by (51.41)
is concerned, the joint entropy is:

H [xa(k, τ)]

=−
∫

p [xa(k, τ)] ln p [xa(k, τ)] dxa(k, τ) .

(51.61)

It was then argued in [51.45] that the time lag τ that
gives the minimum of H [xa(k, τ)] corresponds to the
TDOA between the two microphones:

τ̂ME
12 = arg min

τ
H [xa(k, τ)] , (51.62)

where the superscript ‘ME’ refers to the minimum-
entropy method.

Gaussian Source Signal
If the source is Gaussian, so are the microphone outputs
in the absence of noise. Suppose that the aligned micro-
phone signals are zero-mean and joint Gaussian random
signals. Their joint PDF is then given by

p [xa(k, τ)]= exp [−ηa(k, τ)/2]√
(2π)N det [Ra(τ)]

, (51.63)

where

ηa(k, τ)� xT
a (k, τ)R−1

a (τ)xa(k, τ) . (51.64)

By substituting (51.63) into (51.61), the joint entropy
can be computed [51.45] as:

H [xa(k, τ)]= 1

2
ln
{

(2π e)N det [Ra(τ)]
}
. (51.65)

Consequently, (51.62) becomes

τ̂ME
12 = arg min

τ
det [Ra(τ)] . (51.66)

It is clear from (51.48) and (51.66) that minimizing
the entropy is equivalent to maximizing the MCCC for
Gaussian source signals.

Speech Source Signal
Speech is a complicated random process and there is no
rigorous mathematical formula for its entropy. However,
in speech research it was found that speech can be fairly
well modeled by a Laplace distribution [51.46, 47].

The univariate Laplace distribution with zero mean
and variance σ2

x is given by

p(x)=
√

2

2σx
e−
√

2|x|/σx , (51.67)

and the corresponding entropy is [51.43],

H(x)= 1+ ln
(√

2 σx

)
. (51.68)

Suppose that xa(k, τ) has a multivariate Laplace
distribution with mean 0 and covariance matrix
Ra(τ) [51.48], [51.49]:

p [xa(k, τ)]= 2 [ηa(k, τ)/2]P/2 K P
[√

2ηa(k, τ)
]

√
(2π)N det [Ra(τ)]

,

(51.69)

where P = (2− N)/2 and K P(·) is the modified Bessel
function of the third kind (also called the modified Bessel
function of the second kind) given by

K P(a)= 1

2

(a

2

)P
∞∫

0

z−P−1 exp

(
−z− a2

4z

)
dz ,

a > 0 . (51.70)

The joint entropy is

H [xa(k, τ)]= 1

2
ln

(
(2π)N det [Ra(τ)]

4

)

− P

2
E

{
ln

(
ηa(k, τ)

2

)}

− E
{

ln K P

[√
2ηa(k, τ)

]}
. (51.71)

The two quantities E {ln [ηa(k, τ)/2]} and E
{

ln K P

×
[√

2ηa(k, τ)
] }

do not seem to have a closed form.
So a numerical scheme needs to be developed to esti-
mate them. One possibility to do this is the following.
Assume that all processes are ergodic . As a result, en-
semble averages can be replaced by time averages. If
there are K samples for each element of the observation
vector xa(k, τ), the following estimators were proposed
in [51.45]:

E {ln [ηa(k, τ)/2]} ≈ 1

K

K−1∑
k=0

ln [ηa(k, τ)/2] ,

(51.72)

E
{

ln K P

[√
2ηa(k, τ)

]}
≈ 1

K

K−1∑
k=0

ln K P

×
[√

2ηa(k, τ)
]
. (51.73)

The simulation results presented in [51.45] show that
the ME algorithm performs in general comparably to
or better than the MCCC algorithm. Apparently the
ME algorithm is computationally intensive, but the idea
of using entropy expands our horizon of knowledge in
pursuit of new TDE algorithms.
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1054 Part I Multichannel Speech Processing

51.3 Source Localization

51.3.1 Problem Formulation

The problem addressed here is the estimation of the loca-
tion of an acoustic point source given the array geometry
and the relative TDOA measurements between different
microphone pairs. The problem is stated mathematically
as follows.

Consider an array that consists of N microphones.
As shown in Fig. 51.2, these microphones are located in
a 3-D Cartesian coordinate system at positions

γ n �
[
xn yn zn

]T
, n = 1, 2, · · · , N . (51.74)

Without loss of generality, the first microphone (n = 1)
is regarded as the reference and is placed at the origin of
the coordinate system, i. e., γ 1 = [0 0 0]T. The acoustic
source is located at γ s � [xs ys zs]T. The distances from
the origin to the n-th microphone and the source are
denoted by Ωn and Ωs, respectively, where

Ωn � ‖γ n‖ =
√

x2
n+ y2

n+ z2
n, n = 1, 2, · · · , N,

(51.75)

Ωs � ‖γ s‖ =
√

x2
s + y2

s + z2
s . (51.76)

The distance between the source and the n-th micro-
phone is denoted by

Dn �‖γ n−γ s‖
=
√

(xn− xs)2+ (yn− ys)2+ (zn− zs)2 . (51.77)

The difference in the distances of microphones i and j
from the source is given by

dij � Di −D j , i, j = 1, 2, · · · , N . (51.78)
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Fig. 51.2 Spatial diagram illustrating variables defined in
the source localization problem

This difference is usually termed the range difference; it
is proportional to the time difference of arrival τij . If the
speed of sound is c, then

dij = c · τij . (51.79)

The speed of sound (in m/s) can be estimated from the
air temperature tair (in degrees Celsius) according to the
following approximate (first-order) formula,

c≈ 331+0.610 tair . (51.80)

The localization problem is then to estimate γ s given
the set of γ n and τij . Note that there are N(N−1)/2 dis-
tinct TDOA estimates τij , which exclude the case i = j
and counts the τij =−τ ji pair only once. However, in
the absence of noise, the space spanned by these TDOA
estimates is (N−1)-dimensional. Any N−1 linearly in-
dependent TDOAs determine all of the others. In a noisy
environment, the TDOA redundancy can be used to im-
prove the accuracy of the source localization algorithms,
but this would increase their computational complexity.
For simplicity and also without loss of generality, we
choose τn1, n = 2, · · · , N as the basis for this �

N−1

space in this Chapter.

51.3.2 Measurement Model
and Cramèr–Rao Lower Bound

When the source localization problem is examined us-
ing estimation theory, the measurements of the range
differences are modeled by

dn1 = gn(γ s)+ εn, n = 2, · · · , N , (51.81)

where

gn(γ s)= ‖γ n−γ s‖−‖γ s‖ ,
and the εn are measurement errors. In vector form, such
an additive measurement error model becomes,

d = g(γ s)+ ε , (51.82)

where

d =
[
d21 d31 · · · dN1

]T
,

g(γ s)=
[
g2(γ s) g3(γ s) · · · gN (γ s)

]T
,

ε =
[
ε2 ε3 · · · εN

]T
.

Furthermore, it was postulated that the additive mea-
surement errors have zero mean and are independent of
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the range difference observation, as well as the source
location γ s [51.50]. For a continuous-time estimator,
the corrupting noise, as indicated in [51.16], is jointly
Gaussian distributed. The PDF of d conditioned on γ s
is subsequently given by,

p
(
d|γ s

)
=

exp
{
− 1

2

[
d− g(γ s)

]T R−1
εε

[
d− g(γ s)

]}
√

(2π)N det(Rεε)
,

(51.83)

where Rεε � E
{
εεT

}
is the covariance matrix of ε.

Note that Rεε is independent of γ s by assumption.
Since digital equipment is used to sample the micro-
phone waveforms and estimate the TDOAs, the error in-
troduced by discrete-time processing also has to be taken
into account. When this is done, the measurement error
is no longer Gaussian and is more-properly modeled as
a mixture of Gaussian noise and noise that is uniformly
distributed over [−Tsc/2, Tsc/2], where Ts is the sam-
pling period. As an example, for a digital source location
estimator with an 8 KHz sampling rate operating at room
temperature (25 ◦C, implying that c≈ 346.25 m/s), the
maximum error in range difference estimates due to
sampling is about ±2.164 cm, which leads to consid-
erable errors in the location estimate, especially when
the source is far from the microphone array.

Under the measurement model given by (51.82), we
are now faced with the parameter estimation problem of
extracting the source location information from the mis-
measured range differences or the equivalent TDOAs.
For an unbiased estimator, a Cramèr–Rao lower bound
(CRLB) can be placed on the variance of each esti-
mated coordinate of the source location. However, since
the range difference function g(γ s) in the measurement
model is nonlinear in the parameters under estimation,
it is very difficult (or even impossible) to find an unbi-
ased estimator that is mathematically simple and attains
the CRLB. The CRLB is usually used as a benchmark
against which the statistical efficiency of any unbiased
estimators can be compared.

In general, without any assumptions made about the
PDF of the measurement error ε, the CRLB of the i-
th (i = 1, 2, 3) parameter variance is found as the [i, i]
element of the inverse of the Fisher information matrix
defined by [51.51]:

[I(γ s)]ij �−E

(
∂2 ln p

(
d|γ s

)
∂γs,i∂γs, j

)
, i, j = 1, 2, 3 ,

(51.84)

where the three parameters of γ s, i. e., γs,1, γs,2, and γs,3,
are the x, y, and z coordinates of the source location,
respectively.

In the case of a Gaussian measurement error, the
Fisher information matrix becomes [51.52]:

I(γ s)=
(
∂g(γ s)

∂γ s

)T

R−1
εε

(
∂g(γ s)

∂γ s

)
, (51.85)

where ∂g(γ s)/∂γ s is an (N−1) × 3 Jacobian matrix
defined as,

∂g(γ s)

∂γ s
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂g2(γ s)

∂xs

∂g2(γ s)

∂ys

∂g2(γ s)

∂zs
∂g3(γ s)

∂xs

∂g3(γ s)

∂ys

∂g3(γ s)

∂zs
...

...
...

∂gN (γ s)

∂xs

∂gN (γ s)

∂ys

∂gN (γ s)

∂zs

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎝

(u2→s−u1→s)T

(u3→s−u1→s)T

...

(uN→s−u1→s)T

⎞
⎟⎟⎟⎟⎠ , (51.86)

and

un→s �
γ s−γ n

‖γ s−γ n‖
= γ s−γ n

Dn
, n = 1, 2, · · · , N,

(51.87)

is the normalized vector of unit length pointing from the
n-th microphone to the sound source.

51.3.3 Maximum-Likelihood Estimator

The measurement model for the source localization
problem is apparently nonlinear; an efficient estimator
that attains the CRLB may not exist or otherwise might
be impossible to identify. In practice, the maximum-
likelihood estimator is often used since it has the
well-proven advantage of asymptotic efficiency for
a large sample space.

To apply the maximum-likelihood principle, the sta-
tistical characteristics of the measurements need to be
known or properly assumed prior to any processing.
From the central limit theorem and also for mathematical
simplicity, the measurement error is usually modeled as
Gaussian and the likelihood function is given by (51.83),
which is considered as a function of the source position
γ s under estimation.

Since the exponential function is monotonically
increasing, the MLE is equivalent to minimizing a (log-
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likelihood) cost function defined as,

L(γ s)�
[
d− g(γ s)

]T R−1
εε

[
d− g(γ s)

]
. (51.88)

Direct estimation of the minimizer is generally not prac-
tical. If the noise signals at different microphones are
assumed to be uncorrelated, the covariance matrix is
diagonal

Rεε = diag(σ2
ε2
, σ2

ε3
, · · · , σ2

εN
), (51.89)

where σ2
εn
= E{ε2

n} (n = 2, 3, · · · , N) is the variance of
εn , and the cost function (51.88) becomes,

L(γ s)=
N∑

n=2

[
dn1− gn(γ s)

]2

σ2
εn

. (51.90)

Among other approaches, the steepest-descent algorithm
can be used to find γ̂MLE

s iteratively with

γ̂ s(k+1)= γ̂ s(k)− 1

2
μ∇L[γ̂ s(k)] , (51.91)

where μ is the step size.
The foregoing MLE can be determined and is

asymptotically optimal for this problem only if its two
assumptions (Gaussian and uncorrelated measurement
noise) hold. However, this is not the case in practice,
as discussed in Sect. 51.3. Furthermore, the number of
microphones in an array for camera pointing or beam-
former steering is always limited, which makes the
source localization a finite-sample rather than a large-
sample problem. In addition, the cost function (51.90)
is generally not strictly convex. In order to avoid a local
minimum with the steepest-descent algorithm, we need
to select a good initial guesstimate of the source loca-
tion, which is difficult to do in practice, and convergence
of the iterative algorithm to the desired solution cannot
be guaranteed.

51.3.4 Least-Squares Estimators

Two limitations of the MLE are that probabilistic as-
sumptions have to be made about the measured range
differences and that the iterative algorithm to find the
solution is computationally intensive. An alternative
method is the well-known least-squares estimator (LSE).
The LSE makes no probabilistic assumptions about the
data and hence can be applied to the source localization
problem in which a precise statistical characterization of
the data is hard to determine. Furthermore, an LSE usu-
ally produces a closed-form estimate, which is desirable
in real-time applications.

51.3.5 Least-Squares Error Criteria

In the least-squares (LS) approach, we attempt to mini-
mize a squared error function that is zero in the absence
of noise and model inaccuracies. Various error functions
can be defined for closeness from the assumed (noise-
less) signal based on hypothesized parameters for the
observed data. When these are applied, various LSEs
can be derived. For the source localization problem two
LS error criteria have been proposed.

Hyperbolic LS Error Function
The first LS error function is defined as the difference
between the observed range difference and that gener-
ated by a signal model depending upon the unknown
parameters:

eh(γ s)� d− g(γ s) , (51.92)

and the corresponding LS criterion is given by

Jh = eT
h eh = [d− g(γ s)]T[d− g(γ s)] . (51.93)

In the source localization problem, an observed
range difference dn1 defines a hyperboloid in 3-D space.
All points lying on such a hyperboloid are potential
source locations and all have the same range differ-
ence dn1 to the two microphones n and 1. Therefore,
a sound source that is located by minimizing (51.93)
has the shortest distance to all hyperboloids associated
with different microphone pairs and specified by the
estimated range differences, after which fact the error
criterion (51.93) is termed the hyperbolic error criterion
(subscript ‘h’).

In (51.92), the signal model g(γ s) consists of a set
of hyperbolic functions. Since they are nonlinear, min-
imizing (51.93) leads to a mathematically intractable
solution as N becomes large. Moreover, the hyperbolic
function is very sensitive to noise, especially for far-field
sources. As a result, it is rarely used in practice.

When the statistical characteristics of the corrupting
noise are unknown, uncorrelated white Gaussian noise
is one reasonable assumption. In this case, it is not sur-
prising that the hyperbolic LSE and the MLE minimize
(maximize) similar criteria.

Spherical LS Error Function
The second LS criterion is based on the errors found in
the distances from a hypothesized source location to the
microphones. In the absence of measurement errors, the
correct source location is preferably at the intersection of
a group of spheres centered at the microphones. When
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measurement errors are present, the best estimate of
the source location would be the point that yields the
shortest distance to those spheres defined by the range
differences and the hypothesized source range.

Consider the distance Dn from the n-th microphone
to the source. From the definition of the range difference
(51.78) and the fact that D1 =Ωs, we have:

D̂n =Ωs+dn1 , (51.94)

where D̂n denotes an observation based on the meas-
ured range difference. From the inner product, we can
derive the true value for D2

n , the square of the noise-free
distance generated by a spherical signal model:

D2
n = ‖γ n−γ s‖2 =Ω2

n −2γT
n γ s+Ω2

s . (51.95)

The spherical (subscript ‘sp’) LS error function is
then defined as the difference between the measured
and hypothesized values

esp,n(γ s)�
1

2

(
D̂2

n−D2
n

)
= γT

n γ s+dn1Ωs− 1

2
(Ω2

n −d2
n1) ,

n = 2, 3, · · · , N . (51.96)

Putting the N−1 errors together and writing them in
vector form gives,

esp(rs)= Aθ− ξ , (51.97)

where

A�
[
S | d], S�

⎛
⎜⎜⎜⎜⎝

x2 y2 z2

x3 y3 z3
...

xN yN zN

⎞
⎟⎟⎟⎟⎠ ,

θ �

⎛
⎜⎜⎜⎝

xs

ys

zs

Ωs

⎞
⎟⎟⎟⎠ , ξ � 1

2

⎛
⎜⎜⎜⎜⎝
Ω2

2 −d2
21

Ω2
3 −d2

21
...

Ω2
N −d2

21

⎞
⎟⎟⎟⎟⎠ ,

and [S | d] indicates that S and d are stacked side by
side. The corresponding LS criterion is then given by:

Jsp = eT
spesp = [Aθ− ξ]T[Aθ− ξ] . (51.98)

In contrast to the hyperbolic error function (51.92),
the spherical error function (51.97) is linear in γ s given
Ωs and vice versa. Therefore, the computational com-
plexity to find a solution will not dramatically increase
as N gets large.

51.3.6 Spherical Intersection (SX) Estimator

The SX source location estimator employs the spherical
error and solves the problem in two steps [51.53]. It first
finds the least-squares solution for γ s in terms of Ωs,

γ s = S†(ξ−Ωsd) , (51.99)

where S† �
(
STS

)−1
ST is the pseudo-inverse of the

matrix S. Then, substituting (51.99) into the constraint
Ω2

s = γT
s γ s yields a quadratic equation as follows

Ω2
s =

[
S† (ξ−Ωsd)

]T [
S† (ξ−Ωsd)

]
. (51.100)

After expansion, this becomes

α1Ω
2
s +α2Ωs+α3 = 0 , (51.101)

where

α1 = 1−‖S†d‖2, α2 = 2ξTS†
T

S†d ,

α3 =−‖S†ξ‖2 .

The valid (real, positive) root is taken as an estimate of
the source range Ωs and is then substituted into (51.99)
to calculate the SX estimate γ̂SX

s of the source location.
In the SX estimation procedure, the solution of the

quadratic equation (51.101) for the source range Ωs is
required. This solution must be a positive value. If a real
positive root is not available, the SX solution does not
exist. On the contrary, if both of the roots are real and
greater than 0, then the SX solution is not unique. In both
cases, the SX source location estimator fails to produce
a reliable estimate, which is not desirable for a real-time
implementation.

51.3.7 Spherical Interpolation (SI) Estimator

In order to overcome this drawback of the SX algo-
rithm, a spherical interpolation estimator was proposed
in [51.54], which attempts to relax the restriction
Ωs = ‖γ s‖ by estimating Ωs in the least-squares sense.

To begin, we substitute the least-squares solution
(51.99) into the original spherical equation Aθ = ξ to
obtain

Ωs PS⊥d = PS⊥ξ , (51.102)

where

PS⊥ � IN×N − SS† , (51.103)

and IN×N is the N × N identity matrix. The matrix PS⊥
is a projection matrix that projects a vector, when mul-
tiplied by the matrix, onto a space that is orthogonal
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to the column space of S. Such a projection matrix
is symmetric (i. e., PS⊥ = PT

S⊥ ) and idempotent (i. e.,
PS⊥ = PS⊥ · PS⊥ ). Then the least-squares solution to
(51.102) is given by

Ω̂SI
s = dT PS⊥ξ

dT PS⊥d
. (51.104)

Substituting this solution into (51.99) yields the SI
estimate

γ̂SI
s = S†

[
IN×N −

(
ddT PS⊥
dT PS⊥d

)]
ξ . (51.105)

In practice, the SI estimator performs better, but is
computationally slightly more complex, than the SX
estimator.

51.3.8 Linear-Correction Least-Squares
Estimator

Finding the LSE based on the spherical error criterion
(51.98) is a linear minimization problem, i. e.,

θ̂
LSE = arg min

θ
(Aθ− ξ)T(Aθ− ξ) (51.106)

subject to a quadratic constraint

θTΞθ = 0 , (51.107)

where Ξ � diag(1, 1, 1,−1) is a diagonal and orthonor-
mal matrix.

For such a constrained minimization problem, the
technique of Lagrange multipliers will be used and
the source location is determined by minimizing the
Lagrangian

L(θ, κ)= Jsp+κθTΞθ

= (Aθ− ξ)T(Aθ− ξ)+κθTΞθ , (51.108)

where κ is a Lagrange multiplier. Expanding this expres-
sion yields

L(θ, κ)= θT
(

AT A+κΞ
)

θ−2ξT Aθ+ ξTξ .

(51.109)

The necessary conditions for minimizing (51.109) can
be obtained by taking the gradient of L(θ, κ) with re-
spect to θ and equating the result to zero. This produces:

∂L(θ, κ)

∂θ
= 2

(
AT A+κΞ

)
θ−2ATξ = 0 .

(51.110)

Solving (51.110) for θ yields the constrained least-
squares estimate

θ̂ =
(

AT A+κΞ
)−1

ATξ , (51.111)

where κ is yet to be determined.

In order to find κ, we can impose the quadratic con-
straint directly by substituting (51.111) into (51.107),
which leads to

ξT A
(

AT A+κΞ
)−1

Ξ
(

AT A+κΞ
)−1

ATξ = 0 .

(51.112)

With eigenvalue analysis, the matrix AT AΞ can be
decomposed as

AT AΞ =UΛU−1 , (51.113)

where Λ = diag(λ1, · · · , λ4) and λi , i = 1, · · · , 4, are
the eigenvalues of the matrix AT AΞ . Substituting
(51.113) into (51.112), we may rewrite the constraint
as:

pT(Λ+κ I)−2q = 0, (51.114)

where

p=UTΞ ATξ,

q =UT ATξ .

Let us define a function of the Lagrange multiplier as
follows

f (κ)� pT(Λ+κ I)−2q =
4∑

i=1

piqi

(κ+λi )2
. (51.115)

This is a polynomial of degree eight and, because of
its complexity, numerical methods need to be used for
root searching. Since the root of (51.115) for κ is not
unique, a two-step procedure will be followed such that
the desired source location could be found.

Unconstrained Spherical Least-Squares
Estimator

In the first step, we assume that xs, ys, zs, and Ωs are
mutually independent or equivalently we disregard the
quadratic constraint (51.107) intentionally. Then the LS
solution minimizing (51.98) for θ (the source location
as well as its range) is given by

θ̂1 = A†ξ , (51.116)

where A† = (
AT A

)−1
AT is the pseudo-inverse of the

matrix A.
A good parameter estimator first and foremost needs

to be unbiased. For such an unconstrained spherical
least-squares estimator, the bias and covariance matrix
can be approximated by using the following perturbation
analysis method.
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When measurement errors are present in the range
differences, A, ξ , and the parameter estimate θ̂1 deviate
from their true values and can be expressed as:

A= At+ΔA, ξ = ξ t+Δξ, θ̂1 = θ t+Δθ ,

(51.117)

where variables with superscript ‘t’ denote the true
values, which also satisfy

θ t = At†ξ t . (51.118)

If the magnitudes of the perturbations are small, the
second-order errors are insignificant compared to their
first-order counterparts and therefore can be neglected
for simplicity, which then yields:

ΔA= [0 ε] , Δξ ≈−dt� ε , (51.119)

where � denotes the Schur (element-by-element) prod-
uct. Substituting (51.117) into (51.116) gives,(

At+ΔA
)T (At+ΔA

) (
θ t+Δθ

)
= (

At+ΔA
)T (

ξ t+Δξ
)
. (51.120)

Retaining only the linear perturbation terms and using
(51.118) and (51.119) produces:

Δθ ≈−At†Dε, (51.121)

where D� diag(D2, D3, · · · , DN ) is a diagonal matrix.
Since the measurement error ε in the range differences
has zero mean, θ̂1 is an unbiased estimate of θ t when the
small-error assumption holds:

E{Δθ} ≈ E
{
−At†Dε

}
= 04×1 . (51.122)

The covariance matrix of Δθ is then found as,

RΔθΔθ = E
{
ΔθΔθT

}
= At†DRεεDAt†T

,

(51.123)

where Rεε is known or is properly assumed a priori.
Theoretically, the covariance matrix RΔθΔθ cannot be
calculated since it contains true values. Nevertheless,
it can be approximated by using the values in θ̂1 with
sufficient accuracy, as suggested by numerical studies.

In the first unconstrained spherical LS estimate
(51.116), the range information is redundant because of
the independence assumption on the source location and
range. If that information is simply discarded, the source
location estimate is the same as the SI estimate but with
less computational complexity [51.55]. To demonstrate
this, we first write (51.116) in block form as

θ̂1 =
(

STS STd
dTS dTd

)−1 (
ST

dT

)
ξ . (51.124)

It can easily be shown that:(
STS STd
dTS dTd

)−1

=
(

Q v

vT �

)
, (51.125)

where

v=−
(

STS− STddTS
dTd

)−1
STd
dTd

,

Q =
(

STS
)−1 [

I−
(

STd
)

vT
]
,

�= 1− (dTS)v

dTd
.

Next, we define another projection matrix Pd⊥ associ-
ated with the d-orthogonal space:

Pd⊥ � I− ddT

dTd
, (51.126)

and find

v=−
(

ST Pd⊥S
)−1 STd

dTd
, (51.127)

Q =
(

ST Pd⊥S
)−1

. (51.128)

Substituting (51.125) together with (51.127) and
(51.128) into (51.124) yields the unconstrained spherical
LS estimate for the source coordinates:

γ̂ s,1 =
(

ST Pd⊥S
)−1

ST Pd⊥ξ , (51.129)

which is the minimizer of

J1(γ s)=
∥∥Pd⊥ξ− Pd⊥Sγ s

∥∥2
, (51.130)

or the least-squares solution to the linear equation

Pd⊥Sγ s = Pd⊥ξ . (51.131)

In fact, the first unconstrained spherical LS estima-
tor tries to approximate the projection of the observation
vector ξ with the projections of the column vectors of
the microphone location matrix S onto the d-orthogonal
space. The source location estimate is the coefficient
vector associated with the best approximation. Clearly
from (51.131), this estimation procedure is the general-
ization of the plane intersection (PI) method proposed
in [51.56].

By using the Sherman–Morrison formula [51.57]

(
A+ xyT

)−1 = A−1− A−1xyT A−1

1+ yT A−1x
, (51.132)
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we can expand the item in (51.129) as

(
ST Pd⊥S

)−1 =
[

STS−
(

STd
dTd

)
(STd)T

]−1

,

and finally show that the unconstrained spherical LS es-
timate (51.129) is equivalent to the SI estimate (51.105),
i. e., γ̂ s,1 ≡ γ̂SI

s .
Although the unconstrained spherical LS and the SI

estimators are mathematically equivalent, they are quite
different in computational efficiency due to their dif-
ferent approaches to the source localization problem.
The complexities of the SI and unconstrained spheri-
cal LS estimators are O

(
N3
)

and O(N), respectively. In
comparison, the unconstrained spherical LS estimator
reduces the complexity of the SI estimator by a fac-
tor of N2, which is significant when N is large (more
microphones are used).

Linear Correction
In the previous subsection, we developed the uncon-
strained spherical LS estimator (USLSE) for source
localization and demonstrated that it is mathematically
equivalent to the SI estimator but with less computa-
tional complexity. Although the USLSE/SI estimates
can be accurate, as indicated in [51.55] among others,
it is helpful to exploit the redundancy of source range
to improve the statistical efficiency (i. e., to reduce the
variance of source location estimates) of the overall es-
timation procedure. Therefore, in the second step, we
intend to correct the USLS estimate θ̂1 to make a bet-
ter estimate θ̂2 of θ. This new estimate should be in
the neighborhood of θ̂1 and should obey the constraint
(51.107). We expect that the corrected estimate will still
be unbiased and have a smaller variance.

To begin, we substitute θ̂1 = θ t+Δθ into (51.110)
and expand the expression to find

AT Aθ̂1+κΞθ̂1− (AT A+κΞ)Δθ = ATξ .

(51.133)

Combined with (51.116), (51.133) becomes

(AT A+κΞ)Δθ = κΞθ̂1 , (51.134)

and hence

Δθ = κ
(

AT A
)−1

Ξθ t . (51.135)

Substituting (51.135) into θ̂1 = θ t+Δθ yields

θ̂1 =
[

I+κ
(

AT A
)−1

Ξ

]
θ t . (51.136)

Solving (51.136) for θ t produces the corrected estimate
θ̂2 and also the final output of the linear-correction least-
squares (LCLS) estimator:

θ̂2 =
[

I+κ
(

AT A
)−1

Ξ

]−1

θ̂1 . (51.137)

Equation (51.137) suggests how the second-step pro-
cessing updates the source location estimate based on
the first unconstrained spherical least squares result,
or equivalently the SI estimate. If the regularity con-
dition [51.58]

lim
i→∞

[
κ(AT A)−1Ξ

]i = 0 (51.138)

is satisfied, then the estimate θ̂2 can be expanded in
a Neumann series :

θ̂2 =
{

I+
[
−κ

(
AT A

)−1
Ξ

]

+
[
−κ

[
AT A

]−1
Ξ

]2

+· · ·
}
θ̂1

= θ̂1+
∞∑

i=1

[
−κ

(
AT A

)−1
Ξ

]i

θ̂1 , (51.139)

where the second term is the linear correction. Equa-
tion (51.138) implies that, in order to avoid divergence,
the Lagrange multiplier κ should be small. In addition,
κ needs to be determined carefully such that θ̂2 obeys
the quadratic constraint (51.107).

Because the function f (κ) is smooth near κ = 0 (cor-
responding to the neighborhood of θ̂1), as suggested by
numerical experiments, the secant method [51.59] can
be used to determine its desired root. Two reasonable
initial points can be chosen as:

κ0 = 0, κ1 = β , (51.140)

where the small number β depends on the array ge-
ometry. Five iterations should be sufficient to give an
accurate approximation to the root.

The idea of exploiting the relationship between
a sound source’s range and its location coordinates to
improve the estimation efficiency of the SI estimator was
first suggested by Chan and Ho [51.52] with a quadratic
correction. Accordingly, they constructed a quadratic
data model for θ̂1.

θ̂1� θ̂1 = T(γ s�γ s)+ν , (51.141)
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where

T =

⎛
⎜⎜⎜⎝

1 0 0

0 1 0

0 0 1

1 1 1

⎞
⎟⎟⎟⎠

is a constant matrix, and n is the corrupting noise. In
contrast to the linear correction technique based on the
Lagrange multiplier, the quadratic counterpart needs to
know the covariance matrix Rεε of measurement errors
in the range differences a priori. In a real-time digi-
tal source localization system, a poorly estimated Rεε
will lead to performance degradation. In addition, the
quadratic-correction least-squares estimation procedure
uses the perturbation approaches to linearly approxi-
mate Δθ and ν in (51.117) and (51.141), respectively.
Therefore, the approximations of their corresponding
covariance matrices RΔθΔθ and Rνν can be good only
when the noise level is low. When noise is at a practically
high level, the quadratic-correction least squares esti-
mate has a large bias and a high variance. Furthermore,
since the true value of the source location that is nec-
essary for calculating RΔθΔθ and Rνν cannot be known
theoretically, the estimated source location has to be uti-

lized for approximation. It was suggested in [51.52] that
several iterations in the second correction stage would
improve estimation accuracy. However, while the bias
is suppressed after iterations, the estimate is closer to
the SI solution and the variance is boosted, as reported
in [51.50]. Finally, the direct solutions of the quadratic-
correction least-squares estimator are the squares of the
source location coordinates γ s�γ s. In 3-D space, these
correspond to eight positions, which introduce decision
ambiguities. Other physical criteria, such as the domain
of interest, were suggested, but these are hard to de-
fine in practical situations, particularly when one of the
source coordinates is close to zero.

In comparison, the linear-correction method updates
the source location estimate of the first unconstrained
spherical LS estimator without making any assumption
about the error covariance matrix and without resorting
to a linear approximation. Even though we need to find
a small root of function (51.115) for the Lagrange mul-
tiplier κ that satisfies the regularity condition (51.138),
the function f (κ) is smooth around zero and the solu-
tion can easily be determined using the secant method.
The linear-correction method achieves a better balance
between computational complexity and estimation ac-
curacy.

51.4 Summary

In this chapter, we have explained why TDE-based two-
stage approaches have become the technique of choice
for real-time speech source localization using micro-
phone arrays. We presented a comprehensive overview
of the research and development on this technology over
the last three decades.

The chapter consists of two parts. The first part was
devoted to the TDE problem. We began with a close
examination of two signal models used in this prob-
lem. Their strengths and drawbacks were discussed. We
reviewed the well-known generalized cross-correlation
(GCC) methods and intended to treat this class of
methods as a benchmark for a number of recently de-
veloped new algorithms. We made it clear by analysis
that the GCC methods cannot cope well with room
reverberation and described two strategies to combat
this effect. One strategy is to employ the more-realistic
real reverberant model in the formulation of the TDE
problem and try to blindly identify the acoustic chan-
nel impulse responses from which the time difference

of arrival (TDOA) is inferred. The adaptive eigenvalue
decomposition algorithm and the adaptive blind multi-
channel identification algorithms were developed. The
other strategy is to exploit the TDOA redundancy among
different microphone pairs. This leads to the multi-
channel spatial predication and interpolation methods,
the multichannel cross-correlation coefficient method,
and the minimum-entropy method, which have all been
thoroughly explored.

The second part of the Chapter surveyed the source
localization techniques. The localization problem was
postulated from the perspective of estimation theory,
and the Cramèr–Rao lower bound for unbiased loca-
tion estimators was derived. After an insightful review
of conventional approaches ranging from maximum-
likelihood to least-squares estimators, we presented
a recently developed linear-correction least-squares al-
gorithm that is more robust to measurement errors and
that is computationally as well as statistically more
efficient.
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Convolutive B52. Convolutive Blind Source Separation Methods

M. S. Pedersen, J. Larsen, U. Kjems, L. C. Parra

In this chapter, we provide an overview of existing
algorithms for blind source separation of convo-
lutive audio mixtures. We provide a taxonomy in
which many of the existing algorithms can be or-
ganized and present published results from those
algorithms that have been applied to real-world
audio separation tasks.
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During the past decades, much attention has been given
to the separation of mixed sources, in particular for the
blind case where both the sources and the mixing process
are unknown and only recordings of the mixtures are
available. In several situations it is desirable to recover
all sources from the recorded mixtures, or at least to
segregate a particular source. Furthermore, it may be
useful to identify the mixing process itself to reveal
information about the physical mixing system.

In some simple mixing models each recording con-
sists of a sum of differently weighted source signals.
However, in many real-world applications, such as in
acoustics, the mixing process is more complex. In such
systems, the mixtures are weighted and delayed, and
each source contributes to the sum with multiple delays
corresponding to the multiple paths by which an acoustic
signal propagates to a microphone. Such filtered sums
of different sources are called convolutive mixtures. De-
pending on the situation, the filters may consist of a few
delay elements, as in radio communications, or up to

several thousand delay elements as in acoustics. In these
situations the sources are the desired signals, yet only
the recordings of the mixed sources are available and the
mixing process is unknown.

There are multiple potential applications of con-
volutive blind source separation. In acoustics different
sound sources are recorded simultaneously with pos-
sibly multiple microphones. These sources may be
speech or music, or underwater signals recorded in pas-
sive sonar [52.1]. In radio communications, antenna
arrays receive mixtures of different communication sig-
nals [52.2,3]. Source separation has also been applied to
astronomical data or satellite images [52.4]. Finally, con-
volutive models have been used to interpret functional
brain imaging data and biopotentials [52.5–8].

This chapter considers the problem of separating
linear convolutive mixtures focusing in particular on
acoustic mixtures. The cocktail-party problem has come
to characterize the task of recovering speech in a room of
simultaneous and independent speakers [52.9,10]. Con-
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Fig. 52.1 Overview of important areas within blind separation of convolutive sources

volutive blind source separation (BSS) has often been
proposed as a possible solution to this problem as it
carries the promise to recover the sources exactly. The
theory on linear noise-free systems establishes that a sys-
tem with multiple inputs (sources) and multiple output
(sensors) can be inverted under some reasonable as-
sumptions with appropriately chosen multidimensional
filters [52.11]. The challenge lies in finding these con-
volution filters.

There are already a number of partial reviews avail-
able on this topic [52.12–22]. The purpose of this chapter

is to provide a complete survey of convolutive BSS
and identify a taxonomy that can organize the large
number of available algorithms. This may help prac-
titioners and researchers new to the area of convolutive
source separation obtain a complete overview of the
field. Hopefully those with more experience in the field
can identify useful tools, or find inspiration for new algo-
rithms. Figure 52.1 provides an overview of the different
topics within convolutive BSS and in which section they
are covered. An overview of published results is given
in Sect. 52.7.

52.1 The Mixing Model

First we introduce the basic model of convolutive mix-
tures. At the discrete time index t, a mixture of N source
signals s(t)= [s1(t), . . . , sN (t)]T are received at an ar-
ray of M sensors. The received signals are denoted
by x(t)= [x1(t), . . . , xM(t)]T. In many real-world ap-
plications the sources are said to be convolutively (or
dynamically) mixed. The convolutive model introduces

the following relation between the m-th mixed signal,
the original source signals, and some additive sensor
noise vm(t):

xm(t)=
N∑

n=1

K−1∑
k=0

amnksn(t− k)+vm(t) (52.1)
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Convolutive Blind Source Separation Methods 52.1 The Mixing Model 1067

The mixed signal is a linear mixture of filtered versions
of each of the source signals, and amnk represent the cor-
responding mixing filter coefficients. In practice, these
coefficients may also change in time, but for simplicity
the mixing model is often assumed stationary. In theory
the filters may be of infinite length, which may be im-
plemented as infinite impulse response (IIR) systems,
however, in practice it is sufficient to assume K <∞. In
matrix form the convolutive model can be written:

x(t)=
K−1∑
k=0

Aks(t− k)+v(t) , (52.2)

where Ak is an M × N matrix that contains the k-th filter
coefficients. v(t) is the M × 1 noise vector. In the z-
domain the convolutive mixture (52.2) can be written:

X(z)= A(z)S(z)+V(z) , (52.3)

where A(z) is a matrix with finite impulse response (FIR)
polynomials in each entry [52.23].

52.1.1 Special Cases

There are some special cases of the convolutive mixture
which simplify (52.2).

Instantaneous Mixing Model
Assuming that all the signals arrive at the sensors at
the same time without being filtered, the convolutive
mixture model (52.2) simplifies to

x(t)= As(t)+v(t) . (52.4)

This model is known as the instantaneous or delayless
(linear) mixture model. Here, A= A0, is an M × N ma-
trix containing the mixing coefficients. Many algorithms
have been developed to solve the instantaneous mixture
problem, see e.g., [52.17, 24].

Delayed Sources
Assuming a reverberation-free environment with prop-
agation delays the mixing model can be simplified to

xm(t)=
N∑

n=1

amnsn(t− kmn)+vm(t) , (52.5)

where kmn is the propagation delay between source n
and sensor m.

Noise Free
In the derivation of many algorithms, the convolutive
model (52.2) is assumed to be noise-free, i. e.,

x(t)=
K−1∑
k=0

Aks(t− k) . (52.6)

Over- and Underdetermined Sources
Often it is assumed that the number of sensors equals
(or exceeds) the number of sources in which case
linear methods may suffice to invert the linear mix-
ing. However, if the number of sources exceeds the
number of sensors the problem is underdetermined,
and even under perfect knowledge of the mixing sys-
tem linear methods will not be able to recover the
sources.

52.1.2 Convolutive Model
in the Frequency Domain

The convolutive mixing process (52.2) can be simplified
by transforming the mixtures into the frequency domain.
The linear convolution in the time domain can be written
in the frequency domain as separate multiplications for
each frequency:

X(ω)= A(ω)S(ω)+V(ω) . (52.7)

At each frequency, ω= 2π f , A(ω) is a complex M × N
matrix, X(ω) and V(ω) are complex M × 1 vectors, and
similarly S(ω) is a complex N × 1 vector. The frequency
transformation is typically computed using a discrete
Fourier transform (DFT) within a time frame of length
T starting at time t:

X(ω, t)= DFT([x(t), · · · , x(t+T −1)]) , (52.8)

and correspondingly for S(ω, t) and V(ω, t). Often
a windowed discrete Fourier transform is used:

X(ω, t)=
T−1∑
τ=0

w(τ)x(t+ τ)e−iωτ/T , (52.9)

where the window function w(τ) is chosen to minimize
band overlap due to the limited temporal aperture. By
using the fast Fourier transform (FFT) convolutions can
be implemented efficiently in the discrete Fourier do-
main, which is important in acoustics as it often requires
long time-domain filters.
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1068 Part I Multichannel Speech Processing

52.1.3 Block-Based Model

Instead of modeling individual samples at time t one
can also consider a block consisting of T samples. The
equations for such a block can be written as:

x(t)= A0s(t)+· · ·+ AK−1s(t−K +1) ,

x(t−1)= A0s(t−1)+· · ·+ AK−1s(t−K ) ,

x(t−2)= A0s(t−2)+· · ·+ AK−1s(t−K −1) ,
... .

The M-dimensional output sequence can be written as
an MT × 1 vector:

x̂(t)= [xT(t), xT(t−1), · · · , xT(t−T +1)]T ,
(52.10)

where xT(t)= [x1(t), · · · , xM(t)]. Similarly, the N-di-
mensional input sequence can be written as an N(T +
K −1) × 1 vector:

ŝ(t)= [sT(t), sT(t−1), · · · , sT(t−T −K +2)]T
(52.11)

From this the convolutive mixture can be expressed
formally as:

x̂(t)= Âŝ(t)+ v̂(t), (52.12)

where Â has the following form:

Â=

⎛
⎜⎜⎝

A0 · · · AK−1 0 0

0
. . .

. . .
. . . 0

0 0 A0 · · · AK−1

⎞
⎟⎟⎠ . (52.13)

The block-Toeplitz matrix Â has dimensions MT ×
N(T + K −1). On the surface, (52.12) has the same
structure as an instantaneous mixture given in (52.4), and
the dimensionality has increased by a factor T . However,
the models differ considerably as the elements within Â
and ŝ(t) are now coupled in a rather specific way.

The majority of the work in convolutive source sep-
aration assumes a mixing model with a finite impulse
response as in (52.2). A notable exception is the work by
Cichocki, which also considers an autoregressive (AR)
component as part of the mixing model [52.18]. The au-
toregressive moving-average (ARMA) mixing system
proposed there is equivalent to a first-order Kalman filter
with an infinite impulse response.

52.2 The Separation Model

The objective of blind source separation is to find an
estimate y(t) that is a model of the original source signals
s(t). For this, it may not be necessary to identify the
mixing filters Ak explicitly. Instead, it is often sufficient
to estimate separation filters Wl that remove the cross-
talk introduced by the mixing process. These separation
filters may have a feed-back structure with an infinite
impulse response, or may have a finite impulse response
expressed as feedforward structure.

52.2.1 Feedforward Structure

An FIR separation system is given by

yn(t)=
M∑

m=1

L−1∑
l=0

wnml xm(t− l) (52.14)

or in matrix form

y(t)=
L−1∑
l=0

Wlx(t− l) . (52.15)

As with the mixing process, the separation system can
be expressed in the z-domain as

Y(z)=W(z)X(z) , (52.16)

and can also be expressed in block-Toeplitz form with
the corresponding definitions for ŷ(t) and Ŵ [52.25]:

ŷ(t)= Ŵx̂(t) . (52.17)

Table 52.1 summarizes the mixing and separation equa-
tions in the different domains.

52.2.2 Relation Between Source
and Separated Signals

The goal in source separation is not necessarily to re-
cover identical copies of the original sources. Instead,
the aim is to recover model sources without interfer-
ences from other sources, i. e., each separated signal
yn(t) should contain signals originating from a single
source only (Fig. 52.3). Therefore, each model source
signal can be a filtered version of the original source
signals, i. e.,

Y(z)=W(z)A(z)S(z)= G(z)S(z) , (52.18)
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Table 52.1 The convolutive mixing equation and its corresponding separation equation for different domains in which
blind source separation algorithms have been derived

Mixing process Separation model

Time xm (t)=
N∑

n=1

K−1∑
k=0

amnksn(t− k)+vm (t) yn(t)=
M∑

m=1

L−1∑
l=0

wnml xm (t− l)

x(t)=
K−1∑
k=0

Aks(t− k)+v(t) y(t)=
L−1∑
l=0

Wl x(t− l)

z-domain X(z)= A(z)S(z)+V(z) Y(z)=W(z)X(z)

Frequency X(ω)= A(ω)S(ω)+V(ω) Y(ω)=W(ω)X(ω)

domain

Block-Toeplitz x̂(t)= Âŝ(t) ŷ(t)= Ŵx̂(t)

form

� ���
� ��� � ���

� ���
� ��� � ���

� ���
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Fig. 52.2 The source signals Y(z) are mixed with the mix-
ing filter A(z). An estimate of the source signals is obtained
through an unmixing process, where the received signals
X(z) are unmixed with the filter W(z). Each estimated
source signal is then a filtered version of the original source,
i. e., G(z)=W(z)A(z). Note that the mixing and the un-
mixing filters do not necessarily have to be of the same
order
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Fig. 52.3 Illustration of a speech source. It is not always
clear what the desired acoustic source should be. It could
be the acoustic wave as emitted from the mouth. This cor-
responds to the signal as it would have been recorded in an
anechoic chamber in the absence of reverberations. It could
be the individual source as it is picked up by a microphone
array, or it could be the speech signal as it is recorded on
microphones close to the two eardrums of a person. Due to
reverberations and diffraction, the recorded speech signal
is most likely a filtered version of the signal at the mouth

as illustrated in Fig. 52.2. The criterion for separation,
i. e., interference-free signals, is satisfied if the recovered
signals are permuted, and possibly scaled and filtered
versions of the original signals, i. e.,

G(z)= P�(z) , (52.19)

where P is a permutation matrix, and �(z) is a diagonal
matrix with scaling filters on its diagonal. If one can
identify A(z) exactly, and choose W(z) to be its (stable)
inverse, then �(z) is an identity matrix, and one recovers
the sources exactly. In source separation, instead, one is
satisfied with convolved versions of the sources, i. e.,
arbitrary diagonal �(z).

52.2.3 Feedback Structure

The mixing system given by (52.2) is called a feed-
forward system. Often such FIR filters are inverted by
a feedback structure using IIR filters. The estimated
sources are then given by the following equation, where
the number of sources equals the number of receivers:

yn(t)= xn(t)+
L−1∑
l=0

M∑
m=1

unml ym(t− l) , (52.20)

� ��� � ���

� ���

'

Fig. 52.4 Recurrent unmixing (feedback) network given by
equation (52.21). The received signals are separated by an
IIR filter to achieve an estimate of the source signals

Part
I

5
2
.2



1070 Part I Multichannel Speech Processing

�2� ���

'
'
'

	2 ��� �2 ���

'
''	� ��� �� ���

��2 ���

��2� ���

'
'
�

%2 ���

�
'' %� ���

���2 ���

N�����2 �����2� ���O��

N�����2 �����2� ���O��

Fig. 52.5 The two mixed sources s1 and s2 are mixed by an FIR mixing system. The system can be inverted by an
alternative system if the estimates ā12(z) and ā21(z) of the mixing filters a12(z) and a12(z) are known. Furthermore,
if the filter [1− ā12(z)ā21(z)]−1 is stable, the sources can be perfectly reconstructed as they were recorded at the
microphones

and unml are the IIR filter coefficients. This can also be
written in matrix form

y(t)= x(t)+
L−1∑
l=0

U(l)y(t− l) . (52.21)

The architecture of such a network is shown in Fig. 52.4.
In the z-domain, (52.21) can be written as [52.26]

Y(z)= [I+U(z)]−1 X(z) , (52.22)

provided [I+U(z)]−1 exists and all poles are within the
unit circle. Therefore,

W(z)= [I+U(z)]−1 . (52.23)

The feedforward and the feedback network can be com-
bined to a so-called hybrid network, where a feedforward
structure is followed by a feedback network [52.27,28].

52.2.4 Example: The TITO System

A special case, which is often used in source separa-
tion work is the two-input-two-output (TITO) system
[52.29]. It can be used to illustrate the relationship be-
tween the mixing and unmixing system, feedforward
and feedback structures, and the difference between
recovering sources versus generating separated signals.

Figure 52.5 shows a diagram of a TITO mixing
and unmixing system. The signals recorded at the two
microphones are described by the following equations:

x1(z)= s1(z)+a12(z)s2(z) , (52.24)

x2(z)= s2(z)+a21(z)s1(z) . (52.25)

The mixing system is thus given by

A(z)=
(

1 a12(z)

a21(z) 1

)
, (52.26)

which has the following inverse

[A(z)]−1 = 1

1−a12(z)a21(z)

(
1 −a12(z)

−a21(z) 1

)
.

(52.27)

If the two mixing filters a12(z) and a21(z) can be iden-
tified or estimated as ā12(z) and ā21(z), the separation
system can be implemented as

y1(z)= x1(z)− ā12(z)x2(z) (52.28)

y2(z)= x2(z)− ā21(z)x1(z) . (52.29)

A sufficient FIR separating filter is

W(z)=
(

1 −a12(z)

−a21(z) 1

)
. (52.30)

However, the exact sources are not recovered un-
til the model sources y(t) are filtered with the IIR
filter [1− ā12(z)ā21(z)]−1. Thus, the mixing process
is invertible, provided that the inverse IIR filter is
stable. If a filtered version of the separated sig-
nals is acceptable, we may disregard the potentially
unstable recursive filter in (52.27) and limit sepa-
ration to the FIR inversion of the mixing system
with (52.30).
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52.3 Identification

Blind identification deals with the problem of estimat-
ing the coefficients in the mixing process Ak. In general,
this is an ill-posed problem, and no unique solution ex-
ists. In order to determine the conditions under which
the system is blindly identifiable, assumptions about the
mixing process and the input data are necessary. Even
though the mixing parameters are known, this does not
imply that the sources can be recovered. Blind identi-
fication of the sources refers to the exact recovery of
sources. Therefore one should distinguish between the

conditions required to identify the mixing system and
the conditions necessary to identify the sources. The
limitations for the exact recovery of sources when the
mixing filters are known are discussed in [52.11,30,31].
For a recent review on identification of acoustic sys-
tems see [52.32]. This review considers systems with
single and multiple inputs and outputs for the case of
completely known sources as well as blind identifica-
tion, where both the sources and the mixing channels
are unknown.

52.4 Separation Principle

Blind source separation algorithms are based on differ-
ent assumptions on the sources and the mixing system.
In general, the sources are assumed to be independent
or at least uncorrelated. The separation criteria can be
divided into methods based on higher-order statistics
(HOS), and methods based on second-order statistics
(SOS). In convolutive separation it is also assumed that
sensors receive N linearly independent versions of the
sources. This means that the sources should originate
from different locations in space (or at least emit sig-
nals into different orientations) and that there are at
least as many sources as sensors for separation, i. e.,
M ≥ N .

Instead of spatial diversity a series of algorithms
make strong assumptions on the statistics of the sources.

Table 52.2 Assumptions made for separation

N < M N = M N > M

• Subspace methods • Asymmetric sources by second- and third-order cumulants [52.33] • Nonstationary,

[52.25] column-wise

co-prime sources [52.34]

• Reduction of problem • Separation criteria based on SOS and HOS for 2 × 2 system • Cross-cumulants

to instantaneous mixture [52.35] [52.36, 37]

[52.25, 38–43]

• Uncorrelated sources with distinct power spectra [52.44] • Sparseness in time and

frequency [52.45–47]

• 2 × 2, temporally colored sources [52.48]

• Cumulants of order > 2, ML principle [52.49]

• Known cross filters [52.35]

• 2 × 2, each with different correlation [52.50, 51], extended

to M × M in [52.52]

• Nonlinear odd functions [52.26, 53–58]

• Nonlinearity approximating the cumulative distribution
function (CDF), see [52.59]

For instance, they may require that sources do not over-
lap in the time–frequency domain, utilizing therefore
a form of sparseness in the data. Similarly, some al-
gorithms for acoustic mixtures exploit regularity in the
sources such as common onset, harmonic structure, etc.
These methods are motivated by the present understand-
ing on the grouping principles of auditory perception
commonly referred to as auditory scene analysis. In
radio communications a reasonable assumption on the
sources is cyclo-stationarity or the fact that source sig-
nals take on only discrete values. By using such strong
assumptions on the source statistics it is sometimes pos-
sible to relax the conditions on the number of sensors,
e.g., M < N . The different criteria for separation are
summarized in Table 52.2.

Part
I

5
2
.4



1072 Part I Multichannel Speech Processing

52.4.1 Higher-Order Statistics

Source separation based on higher-order statistics is
based on the assumption that the sources are statistically
independent. Many algorithms are based on minimiz-
ing second and fourth order dependence between the
model signals. A way to express independence is that all
the cross-moments between the model sources are zero,
i. e.,

E
[
yn(t)α, yn′ (t− τ)β

]= 0 , (52.31)

for all τ , α, β = {1, 2, . . . }, and n = n′. Here E[·] de-
notes the statistical expectation. Successful separation
using higher-order moments requires that the underly-
ing sources are non-Gaussian (with the exception of
at most one), since Gaussian sources have zero higher
cumulants [52.60] and therefore equations (52.31) are
trivially satisfied without providing useful conditions.

Fourth-Order Statistics
It is not necessary to minimize all cross-moments in or-
der to achieve separation. Many algorithms are based on
minimization of second- and fourth-order dependence
between the model source signals. This minimization
can either be based on second and fourth order cross-
moments or second- and fourth-order cross-cumulants.
Whereas off-diagonal elements of cross-cumulants van-
ish for independent signals the same is not true for
all cross-moments [52.61]. Source separation based on
cumulants has been used by several authors. Separa-
tion of convolutive mixtures by means of fourth-order
cumulants has also been addressed [52.35, 61–71].
In [52.72–74], the joint approximate diagonalization
of eigenmatrices (JADE) algorithm for complex-valued
signals [52.75] was applied in the frequency domain
in order to separate convolved source signals. Other
cumulant-based algorithms in the frequency domain are
given in [52.76, 77]. Second- and third-order cumulants
have been used by Ye et al. [52.33] for separation of
asymmetric signals. Other algorithms based on higher-
order cumulants can be found in [52.78, 79]. For
separation of more sources than sensors, cumulant-based
approaches have been proposed in [52.70, 80]. An-
other popular fourth-order measure of non-Gaussianity
is kurtosis. Separation of convolutive sources based on
kurtosis has been addressed in [52.81–83].

Nonlinear Cross-Moments
Some algorithms apply higher-order statistics for sepa-
ration of convolutive sources indirectly using nonlinear

functions by requiring:

E[ f (yn(t)), g(yn′ (t− τ))] = 0 , (52.32)

where f (·) and g(·) are odd, nonlinear functions. The
Taylor expansion of these functions captures higher-
order moments and this is found to be sufficient
for separation of convolutive mixtures. This approach
was among of the first for separation of convolutive
mixtures [52.53] extending an instantaneous blind sep-
aration algorithm by Herault and Jutten (H–J) [52.84].
In Back and Tsoi [52.85], the H–J algorithm was ap-
plied in the frequency domain, and this approach was
further developed in [52.86]. In the time domain, the
approach of using nonlinear odd functions has been
used by Nguyen Thi and Jutten [52.26]. They present
a group of TITO (2 × 2) algorithms based on fourth-
order cumulants, nonlinear odd functions, and second-
and fourth-order cross-moments. This algorithm has
been further examined by Serviere [52.54], and also
been used by Ypma et al. [52.55]. In Cruces and
Castedo [52.87] a separation algorithm can be found,
which can be regarded as a generalization of previous
results from [52.26,88]. In Li and Sejnowski [52.89], the
H–J algorithm has been used to determine the delays in
a beamformer. The H–J algorithm has been investigated
further by Charkani and Deville [52.57,58,90]. They ex-
tended the algorithm further to colored sources [52.56,
91]. Depending on the distribution of the source sig-
nals, optimal choices of nonlinear functions were also
found. For these algorithms, the mixing process is as-
sumed to be minimum-phase, since the H–J algorithm is
implemented as a feedback network. A natural gradient
algorithm based on the H–J network has been applied in
Choi et al. [52.92]. A discussion of the H–J algorithm
for convolutive mixtures can be found in Berthommier
and Choi [52.93]. For separation of two speech signals
with two microphones, the H–J model fails if the two
speakers are located on the same side, as the appropriate
separating filters can not be implemented without delay-
ing one of the sources and the FIR filters are constrained
to be causal. HOS independence obtained by applying
antisymmetric nonlinear functions has also been used
in [52.94, 95].

Information-Theoretic Methods
Statistical independence between the source signals can
also be expressed in terms of the joint probability func-
tion (PDF). If the model sources y are independent, the
joint PDF can be written as

p(y)=
∏

n

p(yn) . (52.33)
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This is equivalent to stating that model sources yn
do not carry mutual information. Information-theoretic
methods for source separation are based on maximiz-
ing the entropy in each variable. Maximum entropy is
obtained when the sum of the entropy of each vari-
able yn equals the total joint entropy in y. In this limit
variables do not carry any mutual information and are
hence mutually independent [52.96]. A well-known al-
gorithm based on this idea is the Infomax algorithm
by Bell and Sejnowski [52.97], which was significantly
improved in convergence speed by the natural gradient
method of Amari [52.98]. The Infomax algorithm can
also be derived directly from model equation (52.33) us-
ing maximum likelihood [52.99], or equivalently, using
the Kullback–Leibler divergence between the empirical
distribution and the independence model [52.100].

In all instances it is necessary to assume, or
model, the probability density functions ps(sn) of
the underlying sources sn . In doing so, one cap-
tures higher-order statistics of the data. In fact, most
information-theoretic algorithms contain expressions
rather similar to the nonlinear cross-statistics in (52.32)
with f (yn)= ∂ ln ps(yn)/∂yn , and g(yn)= yn . The PDF
is either assumed to have a specific form or it is estimated
directly from the recorded data, leading to paramet-
ric and nonparametric methods, respectively [52.16].
In nonparametric methods the PDF is captured implic-
itly through the available data. Such methods have been
addressed [52.101–103]. However, the vast majority
of convolutive algorithms have been derived based on
explicit parametric representations of the PDF.

Infomax, the most common parametric method,
was extended to the case of convolutive mixtures by
Torkkola [52.59] and later by Xi and Reilly [52.104,105].
Both feedforward and feedback networks were used. In
the frequency domain it is necessary to define the PDF
for complex variables. The resulting analytic nonlinear
functions can be derived as [52.106, 107]

f (Y )=−∂ ln p(|Y |)
∂|Y | ej arg(Y ) , (52.34)

where p(Y ) is the probability density of the model source
Y ∈ � . Some algorithms assume circular sources in
the complex domain, while other algorithms have been
proposed that specifically assume noncircular sources
[52.108, 109].

The performance of the algorithm depends to a cer-
tain degree on the selected PDF. It is important to
determine if the data has super-Gaussian or sub-
Gaussian distributions. For speech commonly a Laplace
distribution is used. The nonlinearity is also known

as the Bussgang nonlinearity [52.110]. A connection
between the Bussgang blind equalization algorithms
and the Infomax algorithm is given in Lambert and
Bell [52.111]. Multichannel blind deconvolution algo-
rithms derived from the Bussgang approach can be found
in [52.23, 111, 112]. These learning rules are similar to
those derived in Lee et al. [52.113].

Choi et al. [52.114] have proposed a nonholo-
nomic constraint for multichannel blind deconvolution.
Nonholonomic means that there are some restrictions
related to the direction of the update. The nonholo-
nomic constraint has been applied for both a feedforward
and a feedback network. The nonholonomic constraint
was applied to allow the natural gradient algorithm by
Amari et al. [52.98] to cope with overdetermined mix-
tures. The nonholonomic constraint has also been used
in [52.115–122]. Some drawbacks in terms of stabil-
ity and convergence in particular when there are large
power fluctuations within each signal (e.g., for speech)
have been addressed in [52.115].

Many algorithms have been derived from (52.33) di-
rectly using maximum likelihood (ML) [52.123]. The
ML approach has been applied in [52.99, 124–132].
Closely related to the ML are the maximum a posteri-
ori (MAP) methods. In MAP methods, prior information
about the parameters of the model are taken into account.
MAP has been used in [52.23, 133–141].

The convolutive blind source separation problem has
also been expressed in a Bayesian formulation [52.142].
The advantage of a Bayesian formulation is that one can
derive an optimal, possibly nonlinear, estimator of the
sources enabling the estimation of more sources than the
number of available sensors. The Bayesian framework
has also been applied [52.135, 137, 143–145].

A strong prior on the signal can also be real-
ized via hidden Markov models (HMMs). HMMs can
incorporate state transition probabilities of different
sounds [52.136]. A disadvantage of HMMs is that
they require prior training and they carry a high com-
putational cost [52.146]. HMMs have also been used
in [52.147, 148].

52.4.2 Second-Order Statistics

In some cases, separation can be based on second-order
statistics (SOS) by requiring only uncorrelated sources
rather then the stronger condition of independence. In-
stead of assumptions on higher-order statistics these
methods make alternate assumptions such as the nonsta-
tionarity of the sources [52.149], or a minimum-phase
mixing system [52.50]. By itself, however, second-order
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conditions are not sufficient for separation. Sufficient
conditions for separation are given in [52.15, 150]. The
main advantage of SOS is that they are less sensitive
to noise and outliers [52.13], and hence require less
data for their estimation [52.34, 50, 150–152]. The re-
sulting algorithms are often also easier to implement
and computationally efficient.

Minimum-Phase Mixing
Early work by Gerven and Compernolle [52.88] had
shown that two source signals can be separated by
decorrelation if the mixing system is minimum-phase.
The FIR coupling filters have to be strictly causal
and their inverses stable. The condition for stability is
given as |a12(z)a21(z)|< 1, where a12(z) and a21(z) are
the two coupling filters (Fig. 52.5). These conditions
are not met if the mixing process is non-minimum-
phase [52.153]. Algorithms based on second-order
statistic assuming minimum-phase mixing can be found
in [52.41, 42, 50–52, 154–158].

Nonstationarity
The fact that many signals are nonstationary has been
successfully used for source separation. Speech sig-
nals in particular can be considered non-stationary on
time scales beyond 10 ms [52.159,160]). The temporally
varying statistics of nonstationarity sources provides
additional information for separation. Changing lo-
cations of the sources, on the other hand, generally
complicate source separation as the mixing channel
changes in time. Separation based on decorrelation
of nonstationary signals was proposed by Weinstein
et al. [52.29], who suggested that minimizing cross-
powers estimated during different stationarity times
should give sufficient conditions for separation. Wu and
Principe proposed a corresponding joint diagonalization
algorithm [52.103,161] extending an earlier method de-
veloped for instantaneous mixtures [52.162]. Kawamoto
et al. extend an earlier method [52.163] for instantaneous
mixtures to the case of convolutive mixtures in the time
domain [52.153, 164] and frequency domain [52.165].
This approach has also been employed in [52.166–169]
and an adaptive algorithm was suggested by Aichner
et al. [52.170]. By combining this approach with a con-
straint based on whiteness, the performance can be
further improved [52.171].

Note that not all of these papers have used si-
multaneous decorrelation, yet, to provide sufficient
second-order constraints it is necessary to minimize
multiple cross-correlations simultaneously. An effective
frequency-domain algorithm for simultaneous diagonal-

ization was proposed by Parra and Spence [52.149].
Second-order statistics in the frequency domain is cap-
tured by the cross-power spectrum,

Ryy(ω, t)= E[Y(ω, t)YH(ω, t)] (52.35)

=W(ω)Rxx(ω, t)WH(ω) , (52.36)

where the expectations are estimated around some time t.
The goal is to minimize the cross-powers represented
by the off-diagonal elements of this matrix, e.g., by
minimizing:

J =
∑
t,ω

‖Ryy(ω, t)−�y(ω, t)‖2 , (52.37)

where Λy(ω, t) is an estimate of the cross-power spec-
trum of the model sources and is assumed to be diagonal.
This cost function simultaneously captures multiple
times and multiple frequencies, and has to be mini-
mized with respect to W(ω) and Λy(ω, t) subject to some
normalization constraint. If the source signals are non-
stationary the cross-powers estimated at different times t
differ and provide independent conditions on the fil-
ters W(ω). This algorithm has been successfully used
on speech signals [52.172, 173] and investigated fur-
ther by Ikram and Morgan [52.174–176] to determine
the trade-offs between filter length, estimation accu-
racy, and stationarity times. Long filters are required
to cope with long reverberation times of typical room
acoustics, and increasing filter length also reduces prob-
lems associated with the circular convolution in (52.36)
(see Sect. 52.5.3). However, long filters increase the
number of parameters to be estimated and extend the
effective window of time required for estimating cross-
powers, thereby potentially losing the benefit of the
nonstationarity of speech signals. A number of varia-
tions of this algorithm have been proposed subsequently,
including time-domain implementations [52.177–179],
and other methods that incorporate additional assump-
tions [52.174, 180–187]. A recursive version of the
algorithm was given in Ding et al. [52.188]. In Robeldo-
Arnuncio and Juang [52.189], a version with noncausal
separation filters was suggested. Based on a different
way to express (52.36), Wang et al. [52.148, 190–192]
proposed a slightly different separation criterion that
leads to a faster convergence than the original algorithm
by Parra and Spence [52.149].

Other methods that exploit nonstationarity have been
derived by extending the algorithm of Molgedey and
Schuster [52.193] to the convolutive case [52.194, 195]
including a common two-step approach of sphering and
rotation [52.159, 196–199]. (Any matrix, for instance
matrix W, can be represented as a concatenation of a ro-
tation with subsequent scaling, which can be used to
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remove second-order moments, i. e., sphering, and an
additional rotation.)

In Yin and Sommen [52.160] a source separation
algorithm was presented based on nonstationarity and
a model of the direct path. The reverberant signal paths
are considered as noise. A time-domain decorrelation
algorithm based on different cross-correlations at dif-
ferent time lags is given in Ahmed et al. [52.200]. In
Yin and Sommen [52.201] the cost function is based
on minimization of the power spectral density between
the source estimates. The model is simplified by as-
suming that the acoustic transfer function between the
source and closely spaced microphones is similar. The
simplified model requires fewer computations. An al-
gorithm based on joint diagonalization is suggested in
Rahbar and Reilly [52.152,152]. This approach exploits
the spectral correlation between the adjacent frequency
bins in addition to nonstationarity. Also in [52.202,203]
a diagonalization criterion based on nonstationarity was
used.

In Olsson and Hansen [52.138, 139] the nonsta-
tionary assumption has been included in a state-space
Kalman filter model.

In Buchner et al. [52.204], an algorithm that uses
a combination of non-stationarity, non-Gaussianity, and
nonwhiteness has been suggested. This has also been
applied in [52.205–207]. In the case of more source sig-
nals than sensors, an algorithm based on nonstationarity
has also been suggested [52.70]. In this approach, it is
possible to separate three signals: a mixture of two non-
stationary source signals with short-time stationarity and
one signal that is long-term stationary. Other algorithms
based on the nonstationary assumptions can be found
in [52.208–214].

Cyclo-Stationarity
If a signal is assumed to be cyclo-stationary, its cumu-
lative distribution is invariant with respect to time shifts
of some period T multiples thereof. Further, a signal
is said to be wide-sense cyclo-stationary if the signals
mean and autocorrelation is invariant to shifts of some
period T [52.215], i. e.,

E[s(t)] = E[s(t+αT )] , (52.38)

E[s(t1), s(t2)] = E[s(t1+αT ), s(t2+αT )] . (52.39)

An example of a cyclo-stationary signal is a random-
amplitude sinusoidal signal. Many communication
signals have the property of cyclo-stationarity, and
voiced speech is sometimes considered approximately
cyclo-stationary [52.216]. This property has been used
explicitly to recover mixed sources in, e.g., [52.34,

55, 118, 216–222]. In [52.220] cyclo-stationarity is
used to solve the frequency permutation problem (see
Sect. 52.5.1) and in [52.118] it is used as additional
criteria to improve separation performance.

Nonwhiteness
Many natural signals, in particular acoustic signals, are
temporally correlated. Capturing this property can be
beneficial for separation. For instance, capturing tem-
poral correlations of the signals can be used to reduce
a convolutive problem to an instantaneous mixture prob-
lem, which is then solved using additional properties
of the signal [52.25, 38–43]. In contrast to instanta-
neous separation where decorrelation may suffice for
nonwhite signals, for convolutive separation additional
conditions on the system or the sources are required. For
instance, Mei and Yin [52.223] suggest that decorrelation
is sufficient provided the sources are an ARMA process.

52.4.3 Sparseness
in the Time/Frequency Domain

Numerous source separation applications are limited by
the number of available microphones. It is in not al-
ways guaranteed that the number of sources is less than
or equal to the number of sensors. With linear filters it
is in general not possible to remove more than M−1
interfering sources from the signal. By using nonlin-
ear techniques, in contrast, it may be possible to extract
a larger number of source signals. One technique to sepa-
rate more sources than sensors is based on sparseness. If
the source signals do not overlap in the time–frequency
(T–F) domain it is possible to separate them. A mask can
be applied in the T–F domain to attenuate interfering sig-
nal energy while preserving T–F bins where the signal of
interest is dominant. Often a binary mask is used giving
perceptually satisfactory results even for partially over-
lapping sources [52.224,225]. These methods work well
for anechoic (delay-only) mixtures [52.226]. However,
under reverberant conditions, the T–F representation of
the signals is less sparse. In a mildly reverberant envi-
ronment (T60 ≤ 200 ms) underdetermined sources have
been separated with a combination of independent com-
ponent analysis (ICA) and T–F masking [52.47]. The
first N−M signals are removed from the mixtures by ap-
plying a T–F mask estimated from the direction of arrival
of the signal (Sect. 52.6.1). The remaining M sources are
separated by conventional BSS techniques. When a bi-
nary mask is applied to a signal, artifacts (musical noise)
are often introduced. In order to reduce the musical
noise, smooth masks have been proposed [52.47, 227].
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Sparseness has also been used as a postprocessing
step. In [52.77], a binary mask has been applied as
post-processing to a standard BSS algorithm. The mask
is determined by comparison of the magnitude of the
outputs of the BSS algorithm. Hereby a higher signal-to-
interference ratio is obtained. This method was further
developed by Pedersen et al. in order to segregate un-
derdetermined mixtures [52.228,229]. Because the T–F
mask can be applied to a single microphone signal, the
segregated signals can be maintained as, e.g., in stereo
signals.

Most T–F masking methods do not effectively utilize
information from more than two microphones because
the T–F masks are applied to a single microphone
signal. However, some methods have been proposed
that utilize information from more than two micro-
phones [52.225, 230].

Clustering has also been used for sparse source
separation [52.140, 141, 230–236]. If the sources are
projected into a space where each source groups to-
gether, the source separation problem can be solved with
clustering algorithms. In [52.45, 46] the mask is deter-
mined by clustering with respect to amplitude and delay
differences.

In particular when extracting sources from sin-
gle channels sparseness becomes an essential criterion.
Pearlmutter and Zador [52.237] use strong prior infor-
mation on the source statistic in addition to knowledge
of the head-related transfer functions (HRTF). An a pri-
ori dictionary of the source signals as perceived through
a HRTF makes it possible to separate source signals with
only a single microphone. In [52.238], a priori know-
ledge is used to construct basis functions for each source
signals to segregate different musical signals from their
mixture. Similarly, in [52.239,240] sparseness has been
assumed in order to extract different music instruments.

Techniques based on sparseness are further dis-
cussed in the survey by O’Grady et al. [52.21].

52.4.4 Priors from Auditory Scene Analysis
and Psychoacoustics

Some methods rely on insights gained from studies of
the auditory system. The work by Bergman [52.241]

on auditory scene analysis characterized the cues used
by humans to segregate sound sources. This moti-
vated computational algorithms that are referred to
as computational auditory scene analysis (CASA).
For instance, the phenomenon of auditory masking
(the dominant perception of the signal with largest
power) has motivated the use of T–F masking for
many year [52.242]. In addition to the direct T–F
masking methods outlined above, separated sources
have been enhanced by filtering based on percep-
tual masking and auditory hearing thresholds [52.191,
243].

Another important perceptual cue that has been used
in source separation is pitch frequency, which typi-
cally differs for simultaneous speakers [52.135, 137,
138,147,244,245]. In Tordini and Piazza [52.135] pitch
is extracted from the signals and used in a Bayesian
framework. During unvoiced speech, which lacks a well-
defined pitch they use an ordinary blind algorithm. In
order to separate two signals with one microphone,
Gandhi and Hasegawa-Johnson [52.137] proposed
a state-space separation approach with strong a priori
information. Both pitch and mel-frequency cepstral co-
efficients (MFCC) were used in their method. A pitch
codebook as well as an MFCC codebook have to
be known in advance. Olsson and Hansen [52.138]
used an HMM, where the sequence of possible
states is limited by the pitch frequency that is ex-
tracted in the process. As a preprocessing step to
source separation, Furukawa et al. [52.245] use pitch
in order to determine the number of source sig-
nals.

A method for separation of more sources than sen-
sors is given in Barros et al. [52.244]. They combined
ICA with CASA techniques such as pitch tracking and
auditory filtering. Auditory filter banks are used in or-
der to model the cochlea. In [52.244] wavelet filtering
has been used for auditory filtering. Another commonly
used auditory filter bank is the Gammatone filter-bank
(see, e.g., Patterson [52.246] or [52.247,248]). In Roman
et al. [52.248] binaural cues have been used to segregate
sound sources, whereby interaural time and interaural
intensity differences (ITD and IID) have been used to
group the source signals.

52.5 Time Versus Frequency Domain

The blind source separation problem can either be ex-
pressed in the time domain y(t)=

L−1∑
l=0

Wlx(t− l) (52.40)
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or in the frequency domain

Y(ω, t)=W(ω)X(ω, t) . (52.41)

A survey of frequency-domain BSS is provided in
[52.22]. In Nishikawa et al. [52.249] the advantages
and disadvantages of the time and frequency-domain
approaches are compared. This is summarized in Ta-
ble 52.3.

An advantage of blind source separation in the fre-
quency domain is that the separation problem can be
decomposed into smaller problems for each frequency
bin in addition to the significant gains in computa-
tional efficiency. The convolutive mixture problem is
reduced to instantaneous mixtures for each frequency.
Although this simplifies the task of convolutive separa-
tion a set of new problems arise: the frequency-domain
signals obtained from the DFT are complex-valued.
Not all instantaneous separation algorithms are de-
signed for complex-valued signals. Consequently, it is
necessary to modify existing algorithms correspond-
ingly [52.5, 250–252]. Another problem that may arise
in the frequency domain is that there are no longer
enough data points available to evaluate statistical in-
dependence [52.131]. For some algorithms [52.149] the
frame size T of the DFT has to be much longer than the
length of the room impulse response K (Sect. 52.5.3).
Long frames result in fewer data samples per fre-
quency [52.131], which complicates the estimation of
the independence criteria. A method that addresses this
issue has been proposed by Servière [52.253].

Table 52.3 Advantages and disadvantages of separation in the time and frequency domain

Time domain Frequency domain
Advantages Disadvantages Advantages Disadvantages

The independence Degradation of The convolutive mixture For each frequency band,

assumption holds better convergence in a strongly can be transformed into there is a permutation

for full-band signals reverberant environment instantaneous mixture and a scaling ambiguity

problems for each frequency which needs to be solved

bin

Possible high convergence Many parameters need Due to the FFT, computa- Problem with too few

near the optimal point to be adjusted for each tions are saved compared to samples in each frequency

iteration step an implementation in the band may cause the

time domain independence assumption

to fail

Convergence is faster Circular convolution

deteriorates the separation

performance.

Inversion of A is not

guaranteed

52.5.1 Frequency Permutations

Another problem that arises in the frequency domain is
the permutation and scaling ambiguity. If separation is
treated for each frequency bin as a separate problem,
the source signals in each bin may be estimated with an
arbitrary permutation and scaling, i. e.,

Y(ω, t)= P(ω)�(ω)S(ω, t) . (52.42)

If the permutation P(ω) is not consistent across
frequency then converting the signal back to the time do-
main will combine contributions from different sources
into a single channel, and thus annihilate the separa-
tion achieved in the frequency domain. An overview of
the solutions to this permutation problem is given in
Sect. 52.6. The scaling indeterminacy at each frequency
– the arbitrary solution for �(ω) – will result in an
overall filtering of the sources. Hence, even for perfect
separation, the separated sources may have a different
frequency spectrum than the original sources.

52.5.2 Time–Frequency Algorithms

Algorithms that define a separation criteria in the time
domain do typically not exhibit frequency permuta-
tion problems, even when computations are executed
in the frequency domain. A number of authors have
therefore used time-domain (TD) criteria combined
with frequency-domain implementations that speed
up computations [52.101, 113, 121, 171, 179, 254–257].
However, note that second-order criteria may be sus-
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ceptible to the permutation problem even if they are
formulated in the time domain [52.184].

52.5.3 Circularity Problem

When the convolutive mixture in the time domain is
expressed in the frequency domain by the DFT, the
convolution becomes separate multiplications, i. e.,

x(t)= A∗ s(t)↔ X(ω, t)≈ A(ω)S(ω, t) . (52.43)

However, this is only an approximation which is exact
only for periodic s(t) with period T , or equivalently, if
the time convolution is circular:

x(t)= A� s(t)←→ X(ω)= A(ω)S(ω) . (52.44)

For a linear convolution errors occur at the frame
boundary, which are conventionally corrected with the
overlap-save method. However, a correct overlap-save
algorithm is difficult to implement when computing
cross-powers such as in (52.36) and typically the ap-
proximate expression (52.43) is assumed.

The problem of linear/circular convolution has been
addressed by several authors [52.62,121,149,171,258].
Parra and Spence [52.149] note that the frequency-
domain approximation is satisfactory provided that the
DFT length T is significantly larger than the length of the
un-mixing channels. In order to reduce the errors due to
the circular convolution, the filters should be at least two
times the length of the un-mixing filters [52.131, 176].

To handle long impulse responses in the frequency
domain, a frequency model which is equivalent to

the time-domain linear convolution has been proposed
in [52.253]. When the time-domain filter extends beyond
the analysis window the frequency response is under-
sampled [52.22, 258]. These errors can be mitigated by
spectral smoothing or equivalently by windowing in the
time domain. According to [52.259] the circularity prob-
lem becomes more severe when the number of sources
increases.

Time-domain algorithms are often derived using
Toeplitz matrices. In order to decrease the complex-
ity and improve computational speed, some calculations
involving Toeplitz matrices are performed using the
fast Fourier transform. For that purpose, it is necessary
to express the Toeplitz matrices in circulant Toeplitz
form [52.23, 121, 171, 195, 260, 261]. A method that
avoids the circularity effects but maintains the com-
putational efficiency of the FFT has been presented
in [52.262]. Further discussion on the circularity prob-
lem can be found in [52.189].

52.5.4 Subband Filtering

Instead of the conventional linear Fourier domain some
authors have used subband processing. In [52.142] a long
time-domain filter is replaced by a set of short indepen-
dent subband filters, which results in faster convergence
as compared to the full-band methods [52.214]. Differ-
ent filter lengths for each subband filter have also been
proposed, motivated by the varying reverberation time
of different frequencies (typically low frequencies have
a longer reverberation time) [52.263].

52.6 The Permutation Ambiguity

The majority of algorithms operate in the frequency
domain due to the gains in computational efficiency,
which are important in particular for acoustic mixtures
that require long filters. However, in frequency-domain
algorithms the challenge is to solve the permutation
ambiguity, i. e., to make the permutation matrix P(ω) in-
dependent of frequency. Especially when the number of
sources and sensors is large, recovering consistent per-
mutations is a severe problem. With N model sources
there are N ! possible permutations in each frequency
bin. Many frequency-domain algorithms provide ad hoc
solutions, which solve the permutation ambiguity only
partially, thus requiring a combination of different meth-
ods. Table 52.4 summarizes different approaches. They
can be grouped into two categories:

1. Consistency of the filter coefficients
2. Consistency of the spectrum of the recovered signals

The first exploits prior knowledge about the mix-
ing filters, and the second uses prior knowledge about
the sources. Within each group the methods differ
in the way consistency across frequency is estab-
lished, varying sometimes in the metric they use to
measure distance between solutions at different frequen-
cies.

52.6.1 Consistency of the Filter Coefficients

Different methods have been used to establish consis-
tency of filter coefficients across frequency, such as
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Table 52.4 Categorization of approaches to solve the permutation problem in the frequency domain

Class Metric Reference

Consistency of Smooth spectrum [52.149, 264]

the filter Source locations [52.265]

coefficients Directivity pattern [52.73, 175, 266]

Location vectors [52.267]

DOA [52.72, 184, 268]

Adjacent matrix distance [52.269]

Invariances [52.48]

Split spectrum [52.270]

Frequency link in update process [52.127]

Initialization [52.250, 271]

Moving sources [52.167]

Vision [52.148]

Consistency of Amplitude modulation [52.126, 159, 197, 203, 272]

the spectrum Pitch [52.135, 147]

of the recovered Psychoacoustics [52.243, 243]

signals Fundamental frequency [52.244]

Cyclo-stationarity [52.273]

Periodic signals [52.221]

Cross-correlation [52.62, 209, 274]

Cross-cumulants [52.275]

Kurtosis [52.86]

Source distribution [52.134, 276]

Multidimensional prior [52.277, 278]

Clustering [52.230, 279]

Time-frequency FIR polynomial [52.23, 113, 254, 255]

information TD cost function [52.178]

Apply ICA to whole spectrogram [52.280]

Combined [52.106, 258, 281, 282]

approaches

constraints on the length of the filters, geometric infor-
mation, or consistent initialization of the filter weights.

Consistency across frequency can be achieved by
requiring continuity of filter values in the frequency
domain. One may do this directly by comparing the
filter values of neighboring frequencies after adaptation,
and pick the permutation that minimize the Euclidean
distance between neighboring frequencies [52.74, 269].
Continuity (in a discrete frequency domain) is also
expressed as smoothness, which is equivalent with
a limited temporal support of the filters in the time
domain. The simplest way to implement such a smooth-
ness constraint is by zero-padding the time-domain
filters prior to performing the frequency transfor-
mation [52.264]. Equivalently, one can restrict the
frequency-domain updates to have a limited support in
the time domain. This method is explained in Parra

et al. [52.149] and has been used extensively [52.119,
122, 161, 174, 188, 190, 192, 201, 269, 283]. Ikram and
Morgan [52.174, 176] evaluated this constraint and
point out that there is a trade-off between the per-
mutation alignment and the spectral resolution of the
filters. Moreover, restricting the filter length may be
problematic in reverberant environments where long
separation filters are required. As a solution they
have suggest to relax the constraint on filter length
after the algorithm converges to satisfactory solu-
tions [52.176].

Another suggestion is to assess continuity after ac-
counting for the arbitrary scaling ambiguity. To do so,
the separation matrix can be normalized as proposed in
[52.265]:

W(ω)= W̃(ω)Λ(ω) , (52.45)
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where Λ(ω) is a diagonal matrix and W̃(ω) is a matrix
with unit diagonal. The elements of W̃(ω), W̃mn(ω) are
the ratios between the filters and these are used to assess
continuity across frequencies [52.48, 220].

Instead of restricting the unmixing filters, Pham
et al. [52.202] have suggested to require continuity
in the mixing filters, which is reasonable as the mix-
ing process will typically have a shorter time constant.
A specific distance measure has been proposed by Asano
et al. [52.267, 284]. They suggest to use the cosine be-
tween the filter coefficients of different frequencies ω1
and ω2:

cosαn = aH
n (ω1)an(ω2)∥∥aH

n (ω1)
∥∥∥∥an(ω2)

∥∥ , (52.46)

where an(ω) is the n-th column vector of A(ω), which
is estimated as the pseudo-inverse of W(ω). Measuring
distance in the space of separation filters rather than mix-
ing filters was also suggested because these may better
reflect the spacial configuration of the sources [52.285].

In fact, continuity across frequencies may also be
assessed in terms of the estimated spatial locations
of sources. Recall that the mixing filters are impulse
responses between the source locations and the mi-
crophone locations. Therefore, the parameters of the
separation filters should account for the position of the
source in space. Hence, if information about the sen-
sor location is available it can be used to address the
permutation problem.

To understand this, consider the signal that arrives
at an array of sensors. Assuming a distant source in an
reverberation-free environment the signal approximates
a plane wave. If the plane wave arrives at an angle to the
microphone array it will impinge on each microphone
with a certain delay (Fig. 52.6). This delay τ is given by
the microphone distance d, the velocity of the wave c,
and the direction-of-arrival (DOA) angle θ:

τ = d

c
sin θ , (52.47)

Filters that compensate for this delay can add the mi-
crophone signals constructively (or destructively) to
produce a maximum (or minimum) response in the
DOA. Hence, the precise delay in filters (which in
the frequency domain correspond to precise phase re-
lationships) establishes a relationship between different
frequencies that can be used to identify correct permuta-
tions. This was first considered by Soon et al. [52.286].

To be specific, each row in the separation matrix
W(ω) defines a directivity pattern, and therefore each
row can be thought of as a separate beamformer. This

�

�

2 3 !

�

Fig. 52.6 Linear array with M sensors separated by dis-
tance d. The sensors are placed in a free field. A source
signal is considered coming from a point source a distance
r away from the sensor array. The source signal is placed
in the far field, i. e., r � d. Therefore the incident wave is
planar and the arrival angle θ is the same for all the sensors

directivity pattern is determined by the transfer function
between the source and the filter output. The magnitude
response of the n-th output is given by

rn(ω, θ)= ∣∣wH
n (ω)a(ω, θ)

∣∣2 , (52.48)

where a(ω) is an M × 1 vector representing the prop-
agation of a distant source with DOA θ to the sensor
array. When M sensors are available, it is possible to
place M−1 nulls in each of the M directivity pat-
terns, i. e., directions from which the arriving signal is
canceled out. In an ideal, reverberation-free environ-
ment separation is achieved if these nulls point to the
directions of the interfering sources. The locations of
these nulls, as they may be identified by the separation
algorithm, can be used to resolve the permutation am-
biguity [52.77,81,131,266,287–290]. These techniques
draw strong parallels between source separation solu-
tions and beamforming. The DOAs do not have to be
known in advance and can instead be extracted from the
resulting separation filters. Note, however, that the abil-
ity to identify source locations is limited by the physics
of wave propagation and sampling: distant microphones
will lead to grading lobes which will confuse the source
locations, while small aperture limits spatial resolution
at low frequencies. Ikram and Morgan [52.175] extend
the idea of Kurita et al. [52.266] to the case where the
sensor space is wider than one half of the wavelength.
Source locations are estimated at lower frequencies,
which do not exhibit grating lobes. These estimates are
then used to determine the correct nulls for the higher fre-
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quencies and hereby the correct permutations. In order to
resolve permutations when sources arrive from the same
direction, Mukai et al. [52.291] use a near-field model.
Mitianoudis and Davies [52.268] suggested frequency
alignment based on DOA estimated with the multiple
signal classification (MuSIC) algorithm [52.292]. A sub-
space method has been used in order to avoid constraints
on the number of sensors. Knaak et al. [52.222] include
DOA information as a part of the BSS algorithm in order
to avoid permutation errors. Although all these methods
assume a reverberation-free environment they give rea-
sonable results in reverberant environments as long as
the source has a strong direct path to the sensors.

Two other methods also utilize geometry. In the case
of moving sources, where only one source is mov-
ing, the permutation can be resolved by noting that
only one of the parameters in the separation matrix
changes [52.167]. If visual cues are available, they
may also be used to solve the permutation ambigu-
ity [52.148].

Instead of using geometric information as a sepa-
rate step to solve the permutation problem Parra and
Alvino include geometric information directly into the
cost function [52.184, 185]. This approach has been
applied to microphone arrays under reverberant con-
ditions [52.187]. Baumann et al. [52.72] have also
suggested a cost function, which includes the DOA es-
timation. The arrival angles of the signals are found
iteratively and are included in the separation criterion.
Baumann et al. [52.73] also suggest a maximum-
likelihood approach to solve the permutation problem.
Given the probability of a permuted or unpermuted so-
lution as function of the estimated zero directions, the
most likely permutation is found.

Gotanda et al. [52.270] proposed a method to reduce
the permutation problem based on the split spectral dif-
ference, and the assumption that each source is closer
to one microphone. The split spectrum is obtained when
each of the separated signals are filtered by the estimated
mixing channels.

Finally, for iterative update algorithms a proper ini-
tialization of the separation filters can result in consistent
permutations across frequencies. Smaragdis [52.250]
proposed to estimate filter values sequentially starting
with low frequencies and initializing filter values with
the results of the previous lower frequency. This will
tend to select solutions with filters that are smooth in
the frequency domain, or equivalently, filters that are
short in the time domain. Filter values may also be
initialized to simple beamforming filters that point to es-
timated source locations. The separation algorithm will

then tend to converge to solutions with the same target
source across all frequencies [52.184, 271].

52.6.2 Consistency of the Spectrum
of the Recovered Signals

Some solutions to the permutation ambiguity are based
on the properties of speech. Speech signals have strong
correlations across frequency due to a common ampli-
tude modulation.

At the coarsest level the power envelope of the
speech signal changes depending on whether there is
speech or silence, and within speech segments the power
of the carrier signal induces correlations among the am-
plitude of different frequencies. A similar argument can
be made for other natural sounds. Thus, it is fair to
assume that natural acoustic signals originating from
the same source have a correlated amplitude enve-
lope for neighboring frequencies. A method based on
this comodulation property was proposed by Murata
et al. [52.159,196]. The permutations are sorted to max-
imize the correlation between different envelopes. This
is illustrated in Fig. 52.7. This method has also been
used in [52.198, 199, 203, 263, 287, 293]. Rahbar and
Reilly [52.152, 209] suggest efficient methods for find-
ing the correct permutations based on cross-frequency
correlations.

Asano and Ikeda [52.294] report that the method
sometimes fails if the envelopes of the different source
signals are similar. They propose the following function
to be maximized in order to estimate the permutation
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Fig. 52.7 For speech signals, it is possible to estimate the permu-
tation matrix by using information on the envelope of the speech
signal (amplitude modulation). Each speech signal has a particu-
lar envelope. Therefore, by comparison with the envelopes of the
nearby frequencies, it is possible to order the permuted signals
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matrix:

P̂(ω)= arg max
P(ω)

T∑
t=1

ω−1∑
j=1

[P(ω)ȳ(ω, t)]H ȳ( j, t) ,

(52.49)

where ȳ is the power envelope of y and P(ω) is the per-
mutation matrix. This approach has also been adopted by
Peterson and Kadambe [52.232]. Kamata et al. [52.282]
report that the correlation between envelopes of different
frequency channels may be small, if the frequencies are
too far from each other. Anemüller and Gramms [52.127]
avoid the permutations since the different frequencies
are linked in the update process. This is done by seri-
ally switching from low to high-frequency components
while updating.

Another solution based on amplitude correlation
is the so-called amplitude modulation decorrela-
tion (AMDecor) algorithm presented by Anemüller
and Kollmeier [52.126, 272]. They propose to solve
the source separation problem and the permutation
problems simultaneously. An amplitude modulation cor-
relation is defined, where the correlation between the
frequency channels ωk and ωl of the two spectrograms
Ya(ω, t) and Yb(ω, t) is calculated as

c(Ya(ω, t),Yb(ω, t))= E[|Ya(ω, t)||Yb(ω, t)|]
− E[|Ya(ω, t)|]E[|Yb(ω, t)|] .

(52.50)

This correlation can be computed for all combinations
of frequencies. This results in a square matrix C(Ya,Yb)
with sizes equal to the number of frequencies in the
spectrogram, whose k, l-th element is given by (52.50).
Since the unmixed signals y(t) have to be independent,
the following decorrelation property must be fulfilled

Ckl(Ya,Yb)= 0 ∀a = b,∀k, l. (52.51)

This principle also solves the permutation ambiguity.
The source separation algorithm is then based on the
minimization of a cost function given by the Frobenius
norm of the amplitude-modulation correlation matrix.

A priori knowledge about the source distributions
has also been used to determine the correct permuta-
tions. Based on assumptions of Laplacian distributed
sources, Mitianopudis and Davies [52.134, 251, 276]
propose a likelihood ratio test to test which permu-
tation is most likely. A time-dependent function that
imposes frequency coupling between frequency bins
is also introduced. Based on the same principle, the
method has been extended to more than two sources

by Rahbar and Reilly [52.152]. A hierarchical sorting is
used in order to avoid errors introduced at a single fre-
quency. This approach has been adopted in Mertins and
Russel [52.212].

Finally, one of the most effective convolutive BSS
methods to date (Table 52.5) uses the statistical relation-
ship of signal powers across frequencies. Rather than
solving separate instantaneous source separation prob-
lems in each frequency band Lee et al. [52.277,278,280]
propose a multidimensional version of the density esti-
mation algorithms. The density function captures the
power of the entire model source rather than the power
at individual frequencies. As a result, the joint statistics
across frequencies are effectively captured and the al-
gorithm converges to satisfactory permutations in each
frequency bin.

Other properties of speech have also been sug-
gested in order to solve the permutation indeterminacy.
A pitch-based method has been suggested by Tordini
and Piazza [52.135]. Also Sanei et al. [52.147] use the
property of different pitch frequency for each speaker.
The pitch and formants are modeled by a coupled HMM.
The model is trained based on previous time frames.

Motivated by psychoacoustics, Guddeti and Mul-
grew [52.243] suggest to disregard frequency bands that
are perceptually masked by other frequency bands. This
simplifies the permutation problem as the number of
frequency bins that have to be considered is reduced.
In Barros et al. [52.244], the permutation ambiguity is
avoided due to a priori information of the phase asso-
ciated with the fundamental frequency of the desired
speech signal.

Nonspeech signals typically also have properties
which can be exploited. Two proposals for solving the

Table 52.5 An overview of algorithms applied in real
rooms, where the SIR improvement has been reported

Room size T60 N M SIR Reference

(approx.) [ms] [dB]

[m]

6 × 3 × 3 300 2 2 13 [52.169,170]1

6 × 3 × 3 300 2 2 8–10 [52.271]1

6 × 3 × 3 300 2 2 12 [52.249]

6 × 3 × 3 300 2 2 5.7 [52.290]

6 × 3 × 3 300 2 2 18–20 [52.132,295]1

50 2 2 10 [52.207]

250 2 2 16 [52.262]

6 × 6 × 3 200 2 2 < 16 [52.205]2

6 × 6 × 3 150 2 2 < 15 [52.206]

6 × 6 × 3 150 2 2 < 20 [52.171]

Part
I

5
2
.6



Convolutive Blind Source Separation Methods 52.6 The Permutation Ambiguity 1083

Table 52.5 (continued)

Room size T60 N M SIR Reference

(approx.) [ms] [dB]

[m]

500 2 2 6 [52.262]

4 × 4 × 3 130 3 2 4–12 [52.296]

4 × 4 × 3 130 3 2 14.3 [52.227]

4 × 4 × 3 130 3 2 < 12 [52.47]

4 × 4 × 3 130 2 2 7–15 [52.130]

4 × 4 × 3 130 2 2 4–15 [52.22, 297]2

4 × 4 × 3 130 2 2 12 [52.291]

4 × 4 × 3 130 6 8 18 [52.298]

4 × 4 × 3 130 4 4 12 [52.259]

130 3 2 10 [52.140, 141]

Office 2 2 5.5–7.6 [52.142]

6 × 5 130 2 8 1.6–7.0 [52.269]

8 × 7 300 2 2 4.2–6.0 [52.73]

15 × 10 300 2 2 5–8.0 [52.72]

2 2 < 10 [52.57, 91]

Office 2 2 6 [52.122]

Many rooms 2 2 3.1–27.4 [52.115]

Small room 2 2 4.7–9.5 [52.252]

4 × 3 × 2 2 2 < 10 [52.181]

4 × 3 × 2 2 2 14.4 [52.183]

4 × 3 × 2 2 2 4.6 [52.182]

2 2 < 15 [52.245]

6 × 7 580 2 3 < 73 [52.31]3

810 2 2 < 10 [52.167]2

Conf. room 4 4 14 [52.278]

150 3 3 10 [52.222]

15 × 10 × 4 300 2 2 10 [52.77]

360 2 2 5 [52.266]

5 × 5 200 2 2 6–21 [52.299]

300 2 2–12 8–12 [52.300]

3 × 6 3 8 10 [52.184]

4 × 3 × 2 2 2 15 [52.149]

5 × 5 × 3 2 2 5 [52.187]

8 × 4 700 2 4 16 [52.152]

7 × 4 × 3 250 2 2 9.3 [52.253]1

4 × 4 200 2 2 15 [52.301]

Office 500 3 2 4.3–10.6 [52.45]

300 2 6 < 15 [52.213]

1 Sources convolved with real impulse responses

2 Moving sources

3 This method is not really blind as it requires that sources
are on one at a time

permutation in the case of cyclo-stationary signals can
be found in Antoni et al. [52.273]. For machine acous-
tics, the permutations can be solved easily since machine
signals are (quasi)periodic. This can be employed to find
the right component in the output vector [52.221].

Continuity of the frequency spectra has been used by
Capdevielle et al. [52.62] to solve the permutation am-
biguity. The idea is to consider the sliding Fourier trans-
form with a delay of one point. The cross-correlation
between different sources are zero due to the indepen-
dence assumption. Hence, when the cross-correlation is
maximized, the output belongs to the same source. This
method has also been used by Servière [52.253]. A dis-
advantage of this method is that it is computationally
very expensive since the frequency spectrum has to be
calculated with a window shift of one. A computation-
ally less expensive method based on this principle has
been suggested by Dapena and Servière [52.274]. The
permutation is determined from the solution that maxi-
mizes the correlation between only two frequencies. If
the sources have been whitened as part of separation, the
approach by Capdevielle et al. [52.62] does not work.
Instead, Kopriva et al. [52.86] suggest that the permu-
tation can be solved by independence tests based on
kurtosis. For the same reason, Mejuto et al. [52.275]
consider fourth-order cross-cumulants of the outputs at
all frequencies. If the extracted sources belong to the
same sources, the cross-cumulants will be nonzero. Oth-
erwise, if the sources belong to different sources, the
cross-cumulants will be zero.

Finally, Hoya et al. [52.302] use pattern recogni-
tion to identify speech pauses that are common across
frequencies, and in the case of overcomplete source sep-
aration, k-means clustering has been suggested. The
clusters with the smallest variance are assumed to
correspond to the desired sources [52.230]. Dubnov
et al. [52.279] also address the case of more sources
than sensors. Clustering is used at each frequency and
Kalman tracking is performed in order to link the fre-
quencies together.

52.6.3 Global Permutations

In many applications only one of the source signals is
desired and the other sources are only considered as
interfering noise. Even though the local (frequency) per-
mutations are solved, the global (external) permutation
problem still exists. Few algorithms address the problem
of selecting the desired source signal from the available
outputs. In some situations, it can be assumed that the
desired signal arrives from a certain direction (e.g., the
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speaker of interest is in front of the array). Geomet-
ric information can determine which of the signals is
the target [52.171, 184]. In other situations, the desired
speaker is selected as the most dominant speaker. In
Low et al. [52.289], the most dominant speaker is de-
termined on a criterion based on kurtosis. The speaker
with the highest kurtosis is assumed to be the domi-
nant. In separation techniques based on clustering, the

desired source is assumed to be the cluster with the
smallest variance [52.230]. If the sources are mov-
ing it is necessary to maintain the global permutation
by tracking each source. For block-based algorithm
the global permutation might change at block bound-
aries. This problem can often be solved by initializing
the filter with the estimated filter from the previous
block [52.186].

52.7 Results

The overwhelming majority of convolutive source sepa-
ration algorithms have been evaluated on simulated data.
In the process, a variety of simulated room responses
have been used. Unfortunately, it is not clear whether
any of these results transfer to real data. The main con-
cerns are the sensitivity to microphone noise (often not
better than −25 dB), nonlinearity in the sensors, and
strong reverberations with a possibly weak direct path.
It is suggestive that only a small subset of research teams
evaluate their algorithms on actual recordings. We have
considered more than 400 references and found results
on real room recordings in only 10% of the papers. Ta-
ble 52.5 shows a complete list of those papers. The

results are reported as signal-to-interference ratio (SIR),
which is typically averaged over multiple output chan-
nels. The resulting SIR are not directly comparable as
the results for a given algorithm are very likely to depend
on the recording equipment, the room that was used, and
the SIR in the recorded mixtures. A state-of-the art algo-
rithm can be expected to improve the SIR by 10–20 dB
for two stationary sources. Typically a few seconds of
data (2–10 s) will be sufficient to generate these results.
However, from this survey nothing can be said about
moving sources. Note that only eight (of over 400)
papers reported separation of more than two sources,
indicating that this remains a challenging problem.

52.8 Conclusion

We have presented a taxonomy for blind separation
of convolutive mixtures with the purpose of providing
a survey and discussion of existing methods. Further,
we hope that this might stimulate the development of
new models and algorithms which more efficiently in-
corporate specific domain knowledge and useful prior
information.

In the title of the BSS review by Torkkola [52.13],
it was asked: Are we there yet? Since then numer-
ous algorithms have been proposed for blind separation
of convolutive mixtures. Many convolutive algorithms

have shown good performance when the mixing process
is stationary, but still few methods work in real-world,
time-varying environments. In these challenging envi-
ronments, there are too many parameters to update in
the separation filters, and too little data available in or-
der to estimate the parameters reliably, while the less
complicated methods such as null beamformers may
perform just as well. This may indicate that the long
demixing filters are not the solution for real-world,
time-varying environments such as the cocktail-party
situation.
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Sound Field R53. Sound Field Reproduction

R. Rabenstein, S. Spors

Multichannel sound field reproduction aims at
the physically correct synthesis of acoustical wave
fields with a large number of loudspeakers. It goes
beyond stereophony by extending or eliminating
the so-called sweet spot. This chapter presents the
physical and mathematical description of various
methods for this purpose and presents the physical
and mathematical background of several methods
for multichannel sound field reproduction.

Section 53.2 introduces the mathematical rep-
resentation of sound fields. The panning laws
of stereophony are given in Sect. 53.3 as an in-
troduction to vector-based amplitude panning
in Sect. 53.4. Then mathematically more-involved
methods are described in the Sections on ambison-
ics (Sect. 53.5) and wave field synthesis (Sect. 53.6).
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53.1 Sound Field Synthesis

Sound field synthesis encompasses a number of tech-
niques for the creation of acoustical events using
electroacoustical transducers. The most widespread ap-
plication is the reproduction of acoustical performances
for human listeners. Another emerging application is
the reproduction of spatially distributed environmental
noise (engines, streets, car interior, etc.) in laboratory
settings for testing of speech communication equipment.
Since all techniques for sound field synthesis have been
initially developed for human entertainment, only the
first application is used as an example below.

The spatial sound impression perceived by human
listeners depends on two major factors

• the sound pressure at the listener’s ears• the psychoacoustics of spatial hearing

The first factor is a physical quantity that can be pro-
duced with electroacoustical equipment. The second
factor requires precise knowledge about how our hearing
organs translate physical excitations into spatial percep-
tion. Various reproduction methods make use of these
factors in different ways. They can be roughly classified
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into binaural techniques, stereophony, and sound field
synthesis.

Binaural techniques use head phones to create the
required sound pressure immediately at the listener’s
ears. There is no need for a detailed analysis of acoustical
waves. Instead the design of binaural techniques is based
mostly on the psychoacoustics of spatial hearing.

Stereophony uses two or more loudspeakers to de-
liver the sound pressure to the listener. The sound field
around the listener’s head can be described as a super-
position of the sound waves emitted by the loudspeakers

subject to scattering at the head. Then psychoacoustics
plays a similar role as for binaural techniques.

Sound field synthesis methods use a large number of
loudspeakers (tens to hundreds) to reproduce a sound
field not only at the ears of one listener but in a larger
space enclosing multiple listeners. Here the focus is on
the technology for the correct reproduction of a physical
field quantity. Psychoacoustical effects play a minor role
as long as it can be assumed the listeners respond to
a synthesized sound field in the same way as to the
original one.

53.2 Mathematical Representation of Sound Fields

Sound fields are represented by scalar- and vector-valued
quantities that depend on two or three spatial and one
time coordinate. This section discusses various coor-
dinate systems and different representations of sound
fields with respect to these coordinates.

53.2.1 Coordinate Systems

The evolution of sound fields with time is denoted by
the scalar time coordinate t. The spatial distribution of
sound fields requires in general a three-dimensional (3-
D) coordinate system. However, many arrangements of
microphones and loudspeakers are restricted to positions
in a plane, e.g., a horizontal plane in the height of the lis-
tener’s ears. Then two spatial dimensions are sufficient
although sound propagation is still a three-dimensional
process. In these cases, the term two-dimensional (2-D)
sound field is used to denote a special case of a three-
dimensional sound field that exhibits no dependence on
one of the three spatial coordinates. Different represen-
tations of two- and three-dimensional sound fields are
presented next.

In Cartesian coordinates the three-dimensional space
coordinates are denoted by

z =
(

x
z

)
=
⎛
⎜⎝x

y

z

⎞
⎟⎠ , (53.1)

where x and y are chosen for a two-dimensional repre-
sentation of a three-dimensional function independent
of z. These functions are also written u(x)= v(z).

For two spatial dimensions, also circular or polar
coordinates are used here. Two-dimensional Cartesian
coordinates x and polar coordinates r

x=
(

x

y

)
, r =

(
r

α

)
(53.2)

are related by

x= r

(
cosα

sinα

)
, r =

(√
x2+ y2

arctan
( y

x

)
)
. (53.3)

Figure 53.1 shows the coordinate systems discussed
above. Functions of two-dimensional Cartesian and po-
lar coordinates are distinguished by the subscripts ‘c’
and ‘p’, such that uc(x)= up(r) holds.

53.2.2 Wave Equation

Physical descriptions of sound fields are usually formu-
lated in terms of the scalar-valued sound pressure p(z, t)
and the vector-valued particle velocity v(z, t). Their
mutual dependencies are described by certain partial
differential equations: Newton’s law of motion

grad p(z, t)+ρ ∂
∂t

v(z, t)= 0 (53.4)

�

�

�

%

�

�
�

Fig. 53.1 Carte-
sian and polar
coordinates in
two and three
dimensions
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and the equation of continuity

∂

∂t
p(z, t)+ρc2div v(z, t)= 0 , (53.5)

where ρ denotes the static density and c the speed of
sound. Elimination of the particle velocity leads to the
wave equation

∂2

∂t2 p(z, t)+ c2∇2 p(z, t)= 0 , (53.6)

which constitutes the basic mathematical representation
of acoustic phenomena [53.1–4]. Solutions of the wave
equation are called sound fields or wave fields.

The wave equation holds for different coordinate
systems with the appropriate definition of the nabla
operator ∇. Unique solutions also require physically
meaningful boundary and initial conditions. Boundary
conditions are determined by the acoustical properties
of reflecting surfaces. Enclosures where reflections can
be neglected are often modeled by free field conditions.
Arbitrary solutions of the wave equation may be repre-
sented as a superposition of simple wave forms [53.4],
e.g., plain or spherical waves as discussed below.

53.2.3 Plane Waves

A simple solution of the wave equation are the so-called
plane waves. Their mathematical description in two and
three spatial dimensions is now introduced.

Plane Waves in Three Dimensions
Consider the function

p(z, t)= f (ct+nTz)= g
(
t+ 1

c
nTz

)
(53.7)

with f (ct)= g(t) and a vector n of unit length. Vector
transposition is indicated by the superscript ‘T’. Equa-
tion (53.7) is a solution of the wave equation, as can be
proven by inserting it into (53.6).

The arbitrary function g(t) – and similarly f (t) –
describes the waveform of p(z, t) at the origin of the
spatial coordinate system. The argument of f represents
a plane in space with normal vector n. As time increases,
this plane propagates through space from the direction
of n with speed c. Therefore the solution (53.7) is called
a plane-wave solution.

Fourier transformation [53.5–7]

G(ω)= F {g(t)} =
∞∫

−∞
g(t) e−iωt dt (53.8)

of p(z, t) with respect to t gives

P(z, ω)= G(ω)eikTz (53.9)

with the wave vector k= kn and the wave number k =
ω/c.

In this form, the influence of the temporal variation
of the waveform g(t) and the propagation through space
are separated into two multiplicative factors. The spec-
tral content of the waveform is given by G(ω) and the
propagation of the plane wave is given by the exponential
term.

Plane Waves in Two Dimensions
A plane wave in the xy-plane is characterized by the
angle θ of the normal vector n from (53.7) in this plane

n=
(

cos θ

sin θ

)
. (53.10)

To indicate the direction from which the plane wave em-
anates, the angle θ is added to the list of arguments of the
sound pressure pc(x, t, θ) and the corresponding wave-
form g(t, θ) and likewise for their Fourier transforms
Pc(x, ω, θ) and G(ω, θ).

To express two-dimensional plane waves in Carte-
sian coordinates

Pc(x, ω, θ)= G(ω, θ) eikTx (53.11)

in polar form, it is convenient to separate the spectral
properties G(ω, θ) from the spatial properties as

Pc(x, ω, θ)= G(ω, θ) p̂c(x, θ) (53.12)

with

p̂c(x, θ)= p̂c(x, y, θ)= eikTx . (53.13)

A change of the spatial coordinate affects only the spatial
term p̂c(x, y, θ) but not G(ω, θ) in (53.11). Therefore,
only this term is considered for a transition to polar
coordinates.

In polar coordinates, the wavevector k takes the form

k= kn= k

(
cos θ

sin θ

)
. (53.14)

The polar representation p̂c(x, y, θ)= p̂p(r, α, θ) fol-
lows by expressing kTx through r and α

kTx= kr

(
cos θ

sin θ

)T (
cosα

sinα

)
= kr cos(θ−α)

(53.15)

as

p̂p(r, α, θ)= eikr cos(θ−α) . (53.16)
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Since p̂p(r, α, θ) is a periodic function of α, it can
be expanded into a Fourier series. From the properties
of the Bessel functions Jν(kr) of the first kind and or-
der ν [53.8–11] follows the Fourier series expansion
(Jacobi–Anger expansion) [53.9]

p̂p(r, α, θ)=
∞∑

ν=−∞
iν Jν(kr) eiν(α−θ) . (53.17)

This can be regarded as an expansion of a plane wave into
the angular modes eiνα with coefficients iν Jν(kr)e−iνθ .
This series can also be written in terms of sine and
cosine functions. From the symmetry relation of the
Bessel functions Jν(kr) in the form

i−ν J−ν(kr)= iν Jν(kr) (53.18)

it follows that

p̂p(r, α, θ)= J0(kr)+2
∞∑
ν=1

iν Jν(kr) cos[ν(α− θ)] .
(53.19)

A similar representation can be derived on the basis of
sine functions.

With any of the representations (53.16), (53.17),
or (53.19) and

p̂c(x, θ)= p̂c(x, y, θ)= p̂p(r, α, θ)= p̂p(r, θ)
(53.20)

follows the two-dimensional plane wave in polar coor-
dinates

Pp(r, ω, θ)= G(ω, θ) p̂p(r, θ) , (53.21)

Pp(r, α, ω, θ)= G(ω, θ) p̂p(r, α, θ) . (53.22)

The notation Pp(r, α, ω, θ) is used to address the differ-
ent components of r individually.

53.2.4 General Wave Fields
in Two Dimensions

Representation by Angular Modes
Real wave fields rarely exhibit the ideal plane-wave
property presented above. However, general wave fields
can be represented as a superposition of plane waves
from different directions θ and with different spec-
tral weighting G(ω, θ). This superposition follows from
(53.22) by integration with respect to all possible direc-
tions 0≤ θ < 2π as [53.4, 11]

Pp(r, ω)= 1

2π

2π∫
0

G(ω, θ) p̂p(r, α, θ) dθ , (53.23)

where Pp(r, ω) denotes a general wave field with con-
tributions from all directions θ.

Replacing p̂p(r, α, θ) by the expansion (53.17) gives

Pp(r, ω)=
∞∑

ν=−∞
iν Jν(kr) G◦(ω, ν) eiνα , (53.24)

where G◦(ω, ν) are the Fourier series coefficients

G◦(ω, ν)= 1

2π

2π∫
0

G(ω, θ) e−iνθ dθ . (53.25)

Similar as for the plane wave in (53.17), (53.25) is an
expansion into the angular modes with the coefficients
iν Jν(kr) G◦(ω, ν) and similar to (53.19) there is a rep-
resentation in terms of the real and imaginary part of
G◦(ω, ν)= G◦R(ω, ν)+ iG◦I (ω, ν)

Pp(r, ω)= J0(kr) G◦(ω, 0)

+2
∞∑
ν=1

iν Jν(kr) G◦R(ω, ν) cos να

−2
∞∑
ν=1

iν Jν(kr) G◦I (ω, ν) sin να ,

(53.26)

since the angular coefficients have conjugate symmetry
G◦(ω,±ν)= G◦R(ω, ν)± iG◦I (ω, ν).

Physical Interpretation
of the Angular Coefficients

The low-order angular coefficients have a physical inter-
pretation in terms of sound pressure and particle velocity
for r = 0. This is derived from (53.26) with the following
relations for the Bessel functions

J0(0)= 1, J ′0(0)= 0

J1(0)= 0, J ′1(0)= 1
2

Jν(0)= 0, J ′ν(0)= 0, ν > 1
d
dr Jν(kr)= kJ ′ν(kr) ,

(53.27)

where the prime denotes the derivative of a function with
respect to its argument. Then the Fourier transform of the
pressure Pp(r, ω) and its radial derivative ∂/∂rPp(r, ω)
at r = 0 are given by

Pp(r, ω)
∣∣
r=0 = G◦(ω, 0) (53.28)

∂

∂r
Pp(r, ω)

∣∣∣∣
r=0

= ik G◦R(ω, 1) cosα

− ik G◦I (ω, 1) sinα . (53.29)

The real and imaginary part of the angular coefficient
G◦(ω, 1) can also be expressed by the components of the
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Sound Field Reproduction 53.2 Mathematical Representation of Sound Fields 1099

particle velocity in the x- and y-directions. The connec-
tion between sound pressure and particle velocity is es-
tablished by transforming Newton’s law of motion (53.4)
for two spatial coordinates into the frequency domain

grad Pp(r, ω)+ ikz0Vp(r, ω)= 0 (53.30)

with the free-field impedance z0 = ρc and the Fourier
transform of the particle velocity Vp(r, ω). Considering
only the component in the radial direction gives

∂

∂r
Pp(r, ω)+ ikz0Vp,r (r, ω)= 0 , (53.31)

where Vp,r (r, ω) is the radial component of Vp(r, ω).
For r = 0 and α= 0, π2 , it follows [using the notation

from (53.22)]

∂

∂r
Pp(r, 0, ω)

∣∣∣∣
r=0

=−ikz0Vp,r (0, 0, ω) ,

∂

∂r
Pp(r,

π

2
, ω)

∣∣∣∣
r=0

=−ikz0Vp,r (0,
π

2
, ω) .

Figure 53.1 shows that the radial components of the
particle velocity Vp,r (0, α, ω) in the direction α= 0 and
α= π

2 are equal to the x- and y-components of Vc(x, ω)
at the origin of the Cartesian coordinate system

∂

∂r
Pp(r, 0, ω)

∣∣∣∣
r=0

=−ikz0Vc,x(0, 0, ω) (53.32)

∂

∂r
Pp(r,

π

2
, ω)

∣∣∣∣
r=0

=−ikz0Vc,y(0, 0, ω) . (53.33)

Now the real and imaginary part of G◦(ω, 1) can be
identified from (53.29) with the x- and y-components of
Vc(0, 0, ω) as

z0Vc,x(0, 0, ω)=−G◦R(ω, 1) (53.34)

z0Vc,y(0, 0, ω)= G◦I (ω, 1) . (53.35)

Equations (53.28), (53.34), and (53.35) show the fol-
lowing physical interpretation of the angular coefficients
for ν = 0, 1: G◦(ω, 0) is equal to the Fourier transform
of the sound pressure and the real and imaginary parts of
G◦(ω, 1) are equal (up to a sign change) to the Fourier
transforms of the x- or y-components of the particle ve-
locity, where both sound pressure and particle velocity
are measured at the origin of the coordinate system.

53.2.5 Spherical Waves

Arbitrary solutions of the wave equation with homo-
geneous boundary conditions are described in terms of

Green’s functions, which can be regarded as the response
of a sound field to an impulse in time and space. They are
the equivalent to impulse responses for one-dimensional
(1-D) systems.

The Green’s function G3D(z|z′, ω) describes the con-
tribution of a point source at position z′ to the sound field
at position z. The position z is also referred to as the lis-
tener position. In the three-dimensional free field it is
given by [53.12]

Gf
3D(z|z′, ω)= 1

4π

e−iω‖z−z′‖/c

‖z− z′‖ , (53.36)

where ‖z− z′‖ denotes the Euclidian distance between
z and z′. This Green’s function describes a spher-
ical wave and is also called the free-field Green’s
function. The denominator accounts for the decay
of the amplitude over distance and the exponential
term accounts for the time delay of the propagat-
ing spherical wave. Other forms of Green’s functions
exist for other types of spatial impulses, e.g., line
sources.

53.2.6 The Kirchhoff–Helmholtz Integral

The Kirchhoff–Helmholtz integral or Helmholtz integral
equation provides the relation between the sound field
inside a volume of arbitrary shape and on the enclos-
ing boundary. It is presented here because it is the key
element of the wave field synthesis principle.

The Kirchhoff–Helmholtz integral expresses the
sound pressure P(z, ω) inside a volume V by an integral

�
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Fig. 53.2 Reproduction of the spatial wave field emitted by the vir-
tual source Q(z, ω). The coordinate vector z addresses any arbitrary
point inside the volume V , while z′ denotes points on the boundary
∂V . n is the normal vector on ∂V and ϕ the angle between n and
z− z′
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on the surface ∂V [53.2, 4, 12, 13]∮
∂V

P(z′, ω)
∂

∂n
G3D(z|z′, ω)dz′

−
∮
∂V

G3D(z|z′, ω)
∂

∂n
P(z′, ω)dz′

=
⎧⎨
⎩P(z, ω) , z ∈ V

0 , z /∈ V
. (53.37)

G3D(z|z′, ω) is a Green’s function that satisfies suitable
homogeneous boundary conditions on ∂V . Figure 53.2
explains the spatial coordinates.

The Kirchhoff–Helmholtz integral states that at any
point within the source-free region V the sound pressure
P(z, ω) can be calculated if both the sound pressure
P(z′, ω) and its directional gradient ∂

∂n P(z′, ω) are
known on the boundary ∂V enclosing the volume. The
direction n of the gradient points inward from the bound-
ary ∂V . This boundary does not necessarily have to be
a real physical existing surface.

53.3 Stereophony

Stereophony comprises a number of techniques for
reproduction with two or more loudspeakers. They de-
scribe how to feed the loudspeakers with appropriate
signals to create suitable spatial cues at the ears of a lis-
tener. These cues are expressed as interaural level and
time differences and by other psychoacoustic princi-
ples [53.14]. Overviews on stereophonic techniques are
given, e.g., in [53.15–17].

Stereophonic sound reproduction is covered only
briefly here. The positioning of a phantom source be-
tween two loudspeakers is addressed on the basis of
a purely physical description of the created sound field.
Such an approach is not capable of describing all psy-
choacoustic effects encountered in practice. It merely
serves as an introduction to the multichannel methods in
the subsequent Sections.

Figure 53.4 shows a listener in the center of a co-
ordinate system and two loudspeakers in the direction
of the angles θ0 and −θ0 to the right and left. The dis-
tance of the loudspeakers is not given explicitly, since it
is assumed to be large enough that their sound fields at
the position of the listener can be well approximated by
a plane wave.

To reproduce the image of a sound source at some
angle θ with |θ|< θ0, a technique called amplitude pan-
ning is applied. The same driving signal is fed to both
loudspeakers, but with different weighting factors gr
and gl. These are selected such that the superposition
of the sound fields of both loudspeakers makes the lis-
tener perceive a single sound source at the desired angle
θ. This perception is called a phantom source or vir-
tual source. The functional dependency of the weighting
factors gr(θ) and gl(θ) on θ is called a panning law.

The choice of a suitable panning law depends not
only on the acoustics of the sound field but also on human

spatial perception. Therefore, a unique determination of
the panning law is not possible and different proposals
exist in the literature [53.17]. Two of these panning laws
are presented here briefly: the sine law and the tangent
law.

53.3.1 Sine Law

The sine panning law is based on the model of a locally
plane wave. The weighting factors are determined such
that the wave field in the close vicinity of the listener can
be approximated by a plane wave with a normal vector
in the desired direction.

To this end consider first only the right loudspeaker.
Feeding it with an arbitrary time signal produces a spher-
ical wave. If the loudspeaker is sufficiently far away from
the listener, then the spherical wave can be approximated
by a plane wave at the origin of the form of (53.9). Fur-
ther it is assumed that the origin of the time axis is
adjusted such that any delay terms due to the propaga-
tion delay from the loudspeaker to the listener vanish.
The component of P(z, ω) in the direction of the unit
vector ex = [1 0 0]T in the x-direction is given by

Pc,x(x, ω)= G(ω, θ0)eikTxex = G(ω, θ0)eikx x .

(53.38)

where kx = k sin θ0 is the component of the wave vector
k in the x-direction. Equation (53.38) represents a plane
wave since the argument of the exponential function is
linear in x.

Now consider the superposition of the sound fields
of the two speakers fed by the same signal G(ω, θ0)=
G(ω,−θ0), but with an individual weighting factor gr
and gl for the right and left loudspeaker, respectively.
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The resulting sound field is

Pc,x(x, ω)= G(ω, θ0) p̂c,x (x) (53.39)

with

p̂c,x(x)= gr eikx x + gl e−ikx x

= (gr+ gl) cos kx x+ j(gr− gl) sin kx x

= | p̂c,x (x)| · eiϕ(x) (53.40)

The phase term ϕ(x) of p̂(x) is not linear in x

ϕ(x)= arctan

[
gr− gl

gr+ gl
tan(kx x)

]
. (53.41)

However, close to the origin the arguments of both the
tangent and the arc tangent are small and both functions
may be approximated by their arguments. Then ϕ(x)
becomes, with kx = k sin θ0,

ϕ(x, ω)≈ kx

(
gr− gl

gr+ gl
sin θ0

)
. (53.42)

This expression is linear in x and thus represents a plane
wave in the region where the approximation holds. Ac-
cording to Fig. 53.3 this is the area around the listeners
head. Denoting the normal direction of this plane wave
with θ, its corresponding angle is given by

sin θ = gr− gl

gr+ gl
sin θ0 (53.43)
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Fig. 53.3 Listener in front of two loudspeakers for two-
channel stereophonic reproduction. The angle between the
loudspeakers and the look direction of the listener is denoted
by ±θ0. The angle of a phantom source (dashed lines)
relative to the listener is given by θ. The unit vectors in the
direction of the loudspeakers and the phantom source are
el, er, and ep, respectively

for gain values 0≤ gr, gl ≤ 1. The resulting panning law

gr− gl

gr+ gl
= 1− gl

gr

1+ gl
gr

= sin θ

sin θ0
(53.44)

is called the sine law of stereophony [53.16], and allows
one to calculate the relationship between the gain factors
gr, gl.

53.3.2 Tangent Law

The tangent panning law is based on a projection of the
phantom source at angle θ to a coordinate system rep-
resented by the unit vectors er and el in the direction
of the right and left loudspeaker (Fig. 53.3). These unit
vectors do not need to be orthogonal but they must not
be collinear. The gain factors for the left and right loud-
speaker are then found as the corresponding projection
coefficients.

The panning law follows from representing the unit
vector in the direction of the virtual source ep by er and el(

sin θ

cos θ

)
= glel+ grer

= gl

(
sin(−θ0)

cos(−θ0)

)
+ gr

(
sin θ0

cos θ0

)

=
(

(gr− gl) sin θ0

(gr+ gl) cos θ0

)
(53.45)
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Fig. 53.4 Location θ of a phantom source versus the re-
lation of the gain values gl/gr for the sine (solid line)
and tangent (dashed line) panning laws and for θ0 = 30◦
(Fig. 53.3)
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and by division of sin θ through cos θ

gr− gl

gr+ gr
= 1− gl

gr

1+ gl
gr

= tan θ

tan θ0
. (53.46)

Figure 53.4 shows the angle θ of a phantom source
depending on the relation of the gain coefficients gl/gr
according to the sine and tangent panning laws and
a loudspeaker angle θ0 = 30◦. Obviously, there are only
minor differences between the panning laws.

53.3.3 Application of Amplitude Panning

The derivation of these two panning laws is based on
idealized physical arguments and does not take into
account the human spatial perception. However, it has
been confirmed by experiments that not only does am-
plitude panning lead to the perception of a phantom
source between the loudspeakers, but also that the re-
lation between the perceived source angle and the gain
factors is described reasonably well by the panning laws
(see [53.16, Fig. 3.4]). For a discussion of the appli-
cation of these panning laws in two- or three-channel
stereo see [53.18].

There are two basic methods for the determination
of the weighting factors gr and gl, either by the sound
engineer at the mixing console or through an appropriate
microphone setup for the recording of an auditory event.

Mixing consoles usually contain a device called
panorama potentiometer (panpot). It is fed with a mono
signal g(t) and creates two weighted outputs grg(t) and
glg(t). The values of gr and gl are not determined nu-
merically. Rather the sound engineer varies the position
of the panorama potentiometer until the position of the
virtual source meets his intentions.

In live recording of auditory events the gain factors
are created by the directional sensitivity of microphones.
Consider placing two directional microphones almost at
the same spot in such a way that the direction of their
maximum sensitivity points in different directions. Then
both microphones will record the same sound signal,
however with different amplitude, i. e., with different
gain factors. A certain spacing of the microphones intro-
duces a delay between the microphone signals which can
augment the spatial impression at the side of the listener.
In practice, the choice of the directional microphones
and their placement and orientation depends not on ana-
lytical formulas but on the art of the Tonmeister [53.17].

The panning laws presented here for two-channel
stereo apply also to other stereophonic reproduction for-
mats, such as surround sound or the so-called 5.1 format.
However, not all additional loudspeakers are used for en-
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Fig. 53.5 Loudspeaker arrangement for two-dimensional
vector-based amplitude panning. The angle between the
loudspeaker n and an arbitrary reference direction is de-
noted by θn . The angle of a phantom source (dashed lines)
is given by θ

hancing the spatial localization of virtual sound sources.
The 5.1 format uses one channel for low-frequency ef-
fects with no spatial localization capabilities and the two
rear loudspeakers for ambiance effects. The localiza-
tion properties of the remaining three front loudspeakers
are similar to two-channel stereo, except that the center
speaker enhances the stability of the front image [53.16].

53.3.4 The Sweet Spot

The derivation of the panning laws relies on some ide-
alizations. It has been assumed that there is only one
listener and that the position of the listener does not
change. This ideal position which corresponds the ori-
gin of the coordinate system in Fig. 53.3 is called the
sweet spot. Outside of this distinguished position, the as-
sumptions for the panning laws do not hold. In addition,
reflections in the listening rooms have been neglected.

For listeners outside of the sweet spot, the local-
ization of virtual sources degrades. Close to the left or
right loudspeaker, all sources are perceived at the lo-
cation of this loudspeaker. The only way to avoid this
problem is to increase the number of independent repro-
duction channels significantly. The multichannel audio
reproduction methods to be discussed next, aim at ei-
ther enlarging the sweet spot or extending the correct
localization to the whole listening area.
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53.4 Vector-Based Amplitude Panning

Vector-based amplitude panning (VBAP) is a multi-
channel audio reproduction method that uses amplitude
panning just like in stereophony. The difference is that
panning is not only applied to two loudspeakers, but to
two or three adjacent loudspeakers out of an arbitrary
number distributed on a circle or a sphere around the lis-
tener. In this way, virtual sources can appear on a full
horizontal circle or anywhere in space. The theory and
application of vector-based amplitude panning was first
described in [53.19–23].

Vector-based amplitude panning extends the tan-
gent panning law for two loudspeakers to panning
between adjacent speakers of a one- or two-dimensional
loudspeaker array. To express this extension in math-
ematical terms, reconsider the tangent panning law
from Fig. 53.3. The projection of the unit vector ep in the
direction of the virtual source can be written in vector
form as

ep = Mg (53.47)

with

ep =
(

sin θ

cos θ

)
, g=

(
gl

gr

)
, (53.48)

M= (el er)=
(
− sin θ0 sin θ0

cos θ0 cos θ0

)
. (53.49)

The gain factors follow from

g= M−1ep (53.50)

after some trigonometric manipulations as

gl = sin(θ− θ0)

sin(2θ0)
, gr = sin(θ+ θ0)

sin(2θ0)
. (53.51)

Thus the gain factors are the relation of the sine values of
two angles: the angle between the virtual source and the
respective loudspeaker (θ± θ0) and the angle between
both loudspeakers (2θ0).

53.4.1 Two-Dimensional
Vector-Based Amplitude Panning

The determination of the gain factors for two-
dimensional vector-based amplitude panning can be
obtained in the same way. Figure 53.5 shows a gen-
eral loudspeaker setup in a plane. Each loudspeaker is
characterized by its angle θn relative to the center. The

distance of the loudspeakers from the center does not
matter since it is assumed that it is large enough that the
wavefront from each loudspeaker at the center can be
approximated by a plane wave. Consequently the virtual
source is also only determined by its angle θ.

Now assume that the loudspeakers n and n+1 shall
reproduce weighted signals to create a virtual source in
between, i. e., θn ≤ θ ≤ θn+1. The weighting factors gn
and gn+1 are obtained from a set of equations similar
to (53.47)

ep = Mngn (53.52)

with

Mn =
(

sin θn sin θn+1

cos θn cos θn+1

)
, gn =

(
gn

gn+1

)
(53.53)

as

gn = sin(θn+1− θ)

sin(θn+1− θn)
, gn+1 = sin(θ− θn)

sin(θn+1− θn)
.

(53.54)

Now consider the case that the position of the virtual
source moves without being restricted to certain loud-
speaker positions, i. e., 0≤ θ < 2π. Then only those two
loudspeakers are active which enclose the direction θ of
the virtual source. For θ = θn only one loudspeaker is
active (gn = 1).

In detail, the weighting factors gν for two-
dimensional vector-based amplitude panning with N
loudspeakers are given by

gν(θ)=

⎧⎪⎪⎨
⎪⎪⎩

sin(θn+1−θ)
sin(θn+1−θn ) ν = n

sin(θ−θn )
sin(θn+1−θn ) ν = n+1

0 otherwise

. (53.55)

Here, n denotes the current position of the virtual source
such that θn ≤ θ ≤ θn+1.

Just as the angle θ is computed modulo 2π, so the
indices n of the adjacent loudspeakers are computed
modulo N . For more than one virtual source the loud-
speaker signals are a superposition of the panned signals
for each single source.

Figure 53.6 shows the weighting functions for a two-
dimensional vector-based amplitude panning system
with five loudspeakers. Obviously, two-dimensional
vector-based amplitude panning is the same as stereo
panning, only that the position of the pair of active
loudspeakers moves with the sound source.
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Fig. 53.6 Weighting coefficients for a two-dimensional
vector-based amplitude panning system with five equally
spaced loudspeakers

53.4.2 Three-Dimensional
Vector-Based Amplitude Panning

The extension of vector-based amplitude panning to
three spatial dimensions is straightforward. At first,
a suitable loudspeaker configuration has to be chosen.
As in the two-dimensional case, there is no special spa-
tial distribution and no fixed number of loudspeakers.
In [53.19], it is proposed to triangulate the sphere around
the listener and to put one loudspeaker at each vertex.
For any direction of a desired virtual source, there will
be three loudspeakers forming a triangle which con-
tains the source directions. As special cases the virtual
source may lie between two loudspeakers or directly in
the direction of one loudspeaker.

The virtual source is created by amplitude panning
between the three loudspeakers of the corresponding tri-
angle. The three weighting factors are again determined
from a projection of the unit vector ep in the direction
of the virtual source to the unit vectors e1, e2, e3 in the
direction of the three loudspeakers. Solving the linear
system of equations

ep = Mg (53.56)

with

M=
(

e1 e2 e3

)
(53.57)

for the vector g yields the unknown weighting factors.
The unit vectors ep, e1, e2, and e3 have to be specified
in a suitable three-dimensional coordinate system.

53.4.3 Perception
of Vector-Based Amplitude Panning

So far, the virtual source has been considered as a well-
defined subject. This assumption was useful to derive
the various panning laws on a mathematical basis.
Whether human listeners actually perceive a virtual
source at the intended location can only be inferred
from listening tests. Results reported in [53.22, 23]
indicate that the panning laws for two- and three-
dimensional vector-based amplitude panning do indeed
correlate well with the human perception of the virtual
source.

However, the localization of a virtual source de-
pends on its targeted position relative to the adjacent
speakers. The localization is most precise if the virtual
source direction coincides with the position of a loud-
speaker. In this case the loudspeaker is perceived as
a real source. For virtual source position in between
adjacent loudspeakers, a certain spread of the localiza-
tion occurs. Methods to achieve a uniform spreading of
amplitude panned virtual sources have been presented
in [53.20].

53.5 Ambisonics

Ambisonics describes a family of methods that have
been developed since the 1970s [53.24]. Like vector-
based amplitude panning, Ambisonics uses a flexible
number of loudspeakers in some distance of the lis-
tener such that the superposition of their wave fields can
be regarded as a superposition of plane waves. In con-
trast to vector-based amplitude panning a virtual source
is not only panned between two or three loudspeakers

but by all loudspeakers in the arrangement. Ambison-
ics is also suitable for the reproduction of wave fields
with a more-general structure than a superposition of
a finite number of sources. In combination with suitable
recording methods, Ambisonics allows the reproduction
of real wave fields within the limits of certain approx-
imations. Detailed descriptions of Ambisonics can be
found in [53.25, 26].
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53.5.1 Two-Dimensional Ambisonics

This section discusses the spatial reproduction with Am-
bisonics for planar loudspeaker arrays. First, panning of
a plane wave from a certain direction is discussed, just as
for stereophony and for vector based amplitude panning
before. Then the reproduction of general wave fields is
presented.

Panning Functions
for the Reproduction of Plane Waves

Consider a two-dimensional loudspeaker setup as
in Fig. 53.6. It is assumed that the loudspeakers produce
sound waves from the directions θn that can be approx-
imated by plane waves in the vicinity of the listeners
head. A suitable superposition of these plane waves can
approximate a virtual plane wave from an arbitrary di-
rection θ. In contrast to vector-based amplitude panning
not only two but all N loudspeakers contribute simulta-
neously to the superposition with appropriate weighting
factors gn(θ).

With the designation of the plane waves from dif-
ferent angles as in (53.11), this superposition is written
as

Pp(r, ω, θ)=
N−1∑
n=0

Pp(r, ω, θn) . (53.58)

The driving signal of each loudspeaker at θn is the wave-
form of the desired plane wave g(t, θ) multiplied by
the weighting factor gn(θ). The corresponding Fourier
transforms are then related by

G(ω, θn)= gn(θ) G(ω, θ) . (53.59)

Inserting (53.22) for θ and θn and (53.59) into (53.58)
shows that G(ω, θ) cancels and thus the panning func-
tions gn(θ) can be determined independently of the
waveform g(t, θ)

p̂p(r, α, θ)=
N−1∑
n=0

gn(θ) p̂p(r, α, θn) . (53.60)

To derive conditions for the determination of the weight-
ing factors, the functions in (53.60) are expanded into
angular modes as in (53.17). Equating the terms for each
mode ν on both sides gives the conditions

e−iνθ =
N−1∑
n=0

gn(θ) e−iνθn ∀ν . (53.61)

This approach is called mode matching [53.27]. Solv-
ing (53.61) for the weighting factors yields the panning

functions for a single source. A special case is discussed
next.

Closed-Form Solution for the Panning Function
For special loudspeaker setups, the panning functions
can be determined in closed form [53.27]. As an exam-
ple, consider a setup of N loudspeakers with equidistant
angular spacing

θn = n
2π

N
, n = 0, . . . , N−1 . (53.62)

For convenience in the following derivation, N is as-
sumed to be odd. A similar result is obtained for an
even number of loudspeakers with a slightly different
indexing of the loudspeakers (n) and modes (ν).

Now determine the N unknown weighting factors
gn(θ) for the reproduction of a plane wave from the N
equations (53.61)

e−iνθ =
N−1∑
n=0

gn(θ) e−iνn 2π
N , −N ′ ≤ ν ≤ N ′

(53.63)

where N ′ = (N−1)/2. Since N is odd, N ′ is an integer.
Taking the sum of the terms on the left side

1

N

N ′∑
ν=−N ′

e−iνθ · eiνm 2π
N (53.64)

and in the same way on the right side and considering
the orthogonality of the complex exponentials

1

N

N ′∑
ν=−N ′

eiν(m−n) 2π
N =

⎧⎨
⎩1 m = n

0 otherwise
(53.65)

gives the weighting factors gn(θ) in closed form

gn(θ)= 1

N

N ′∑
ν=−N ′

eiν(θ−θn ) = sin
[
N(θ− θn)/2

]
N sin

[
(θ− θn)/2

] .
(53.66)

This result can also be obtained by expressing (53.63)
as

e−iνθ = DFTN {gn(θ)} , (53.67)

where DFTN denotes the discrete Fourier transform of
length N . Considering both e−iνθ and gn(θ) as periodic
sequences of length N and taking the inverse of (53.67)
gives the same result as (53.66).

Note from (53.66) that the panning function is
nonzero not only for two or three but for all N loud-
speakers. The panning functions may also be negative
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Fig. 53.7 Weighting function g0(θ) for the loudspeaker
channel n = 0 of a two-dimensional ambisonics system
with five equally spaced loudspeakers

for some loudspeakers. Figure 53.7 shows the weighting
factor g0(θ) for N = 5. The superposition of all weight-
ing factors for n = 0, . . . , 4 is given in Fig. 53.8, which
corresponds to Fig. 53.6 for vector-based amplitude pan-
ning.

Weighting Functions for General Wave Fields
Now a superposition of plane waves from the directions
θn is used to represent a general solution of the wave
equation

Pp(r, ω)=
N−1∑
n=0

Pp(r, ω, θn) . (53.68)

In contrast to (53.58), Pp(r, ω) is not constrained to be
a plane wave. Still, mode matching can be applied here.
Expanding Pp(r, ω) as in (53.24) and the plane waves
Pp(r, ω, θn) as in (53.17) and matching the factors of the
modes eiνα gives

G◦(ω, ν)=
N−1∑
n=0

G(ω, θn) eiνθ . (53.69)

The angular coefficients G◦(ω, ν) represent the spa-
tial structure of the sound field to be reproduced. The
real and imaginary parts of the corresponding time
functions g◦(t, ν) are called Ambisonics signals. Their
determination is discussed in later. The time functions
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Fig. 53.8 Superposition of the weighting functions for
a two-dimensional ambisonics system with five equally
spaced loudspeakers

gn(t)= g(t, θn) corresponding to G(ω, θn) are the driv-
ing functions of the loudspeakers. Theoretically, they
are found by solving (53.69).

However, in practical applications, it is neither pos-
sible nor desirable to perform mode matching for a large
number modes. If only few loudspeakers are available,
then only a few of the Ambisonics signals are required to
solve (53.69). If a large number of loudspeakers is avail-
able, then the modes of the sound field would have to be
known with a sufficient accuracy. Therefore Ambisonics
is usually restricted to a low number of modes.

First-Order Ambisonics
The most simple implementation of Ambisonics consid-
ers only the terms for |ν| ≤ 1 of the expansion (53.26)

Pp(r, ω)≈ J0(kr) G◦(ω, 0)

+2iJ1(kr) G◦R(ω, 1) cosα

−2iJ1(kr) G◦I (ω, 1) sinα , (53.70)

Thus the first-order approximation of the sound field
Pp(r, ω) can now be represented by the real values
G◦(ω, 0), G◦R(ω, 1), and G◦I (ω, 1).

Second- and Higher-Order Ambisonics
Truncating the series (53.26) for values |ν| ≤ 2 leads
to an expansion similar to (53.70) but with addi-
tional terms involving the real and imaginary part of
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G◦(ω, 2) and the trigonometric terms cos 2α and sin 2α.
These additional terms provide higher angular resolu-
tion but only for larger distances of the origin, since
the higher-order Bessel functions have small values for
small values of kr. This method is called second-order
Ambisonics.

The effect of increased angular resolution is more
pronounced if terms for 2 < |ν| are added. The corre-
sponding higher-order Ambisonics methods are usually
combined with a three-dimensional approach discussed
in Sect. 53.5.2.

Determination of the Ambisonics Signals
The Ambisonics signals are the inverse Fourier trans-
forms of the angular components G◦(ω, 0), G◦R(ω, ν),
and G◦I (ω, ν) for ν > 1. They contain the necessary
temporal and spatial information about the sound field
subject to the approximation induced by the series trun-
cation discussed in Sect. 53.5.1. There are two principal
methods for their determination, a model-based method
and a data-based method relying on microphone record-
ings.

In the model-based method, the angular coeffi-
cients G◦(ω, ν) are determined from a model of the
desired sound field through an evaluation of (53.25).
For example, modeling the sound field as a superpo-
sition of K plane waves from different directions θk,
k = 0, . . . , K −1 results in

G◦(ω, ν)=
K−1∑
k=0

G(ω, θk)e−iνθk . (53.71)

This process is called spatial encoding.
The data-based method obtains the Ambisonics sig-

nals directly from suitable microphone recordings. As
an example consider first-order Ambisonics accord-
ing to (53.70). The terms G◦R(ω, 1) and G◦I (ω, 1) each
correspond to a spatial figure-of-eight characteristic of
pressure gradient microphones, differing by an angle of
90◦. The term G◦(ω, 0) is not associated with any func-
tion of α and corresponds to the spatial characteristic
of an omnidirectional microphone. Thus the first-order
Ambisonics signals for an arbitrary sound field can be
recorded by an arrangement of an omnidirectional and
two pressure gradient microphones, where the look di-
rection of the latter differs by 90◦. The signals delivered
by these microphones correspond directly to the sound
pressure and the particle velocity components and thus to
G◦(ω, 0), G◦R(ω, 1), and G◦I (ω, 1) according to (53.34)
and (53.35).

The data-based method is not easily extended to
second- or higher-order Ambisonics, due to the lack
of higher-order microphones. Recording approaches
with approximations of multipole microphones and with
circular microphone arrays are discussed in [53.27–
30].

Determination
of the Loudspeaker Driving Signals

Ambisonics does not require that the loudspeaker con-
figuration is known when determining the Ambisonics
signals. Different loudspeaker configuration can be
used for the same set of Ambisonics signals. How-
ever, the determination of the loudspeaker driving
signals gn(t) is particularly simple if the loudspeak-
ers are distributed at equal angular spacing, i. e., if
the loudspeakers are positioned at θn = n 2π/N for
n = 0, . . . , N−1. If the number of Ambisonics signals
matches the number of loudspeakers then (53.69) turns
into

G◦(ω, ν)=
N−1∑
n=0

G(ω, θn) e−iνn 2π
N

= DFTN {G(ω, θn)} . (53.72)

This relation is similar to (53.67), but now it is valid for
general wave fields and not only for one plane wave.
The Fourier transforms G(ω, θn) of the driving signals
then follow from the inverse DFT

G(ω, θn)= DFT−1
N {G◦(ω, ν)}. (53.73)

The determination of the loudspeaker driving signals and
the wave field they produce is now discussed in detail
for first-order Ambisonics.

First-order Ambisonics for two spatial dimensions
uses only the Ambisonics signals G◦(ω, 0), G◦R(ω, 1),
and G◦I (ω, 1) and thus requires at least three loud-
speakers for reproduction. A popular choice for simple
planar Ambisonics is N = 4 [53.16]. In this case, (53.73)
becomes

G(ω, θn)= DFT−1
4 {G◦(ω, ν)}

= 1

4
G◦(ω, 0)+ 1

2
Re

{
G◦(ω, 1)ein 2π

N

}
= 1

4
G◦(ω, 0)+ 1

2
G◦R(ω, 1) cos θn

− 1

2
G◦I (ω, 1) sin θn (53.74)
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or

G(ω, θ0)= 1

4
G◦(ω, 0)+ 1

2
G◦R(ω, 1),

G(ω, θ1)= 1

4
G◦(ω, 0)− 1

2
G◦I (ω, 1),

G(ω, θ2)= 1

4
G◦(ω, 0)− 1

2
G◦R(ω, 1),

G(ω, θ3)= 1

4
G◦(ω, 0)+ 1

2
G◦I (ω, 1) . (53.75)

These driving signals for the loudspeakers actually re-
produce those properties of the original wave field which
have been encoded in the Ambisonics signals.

To verify this statement, consider the wave field
Qp(r, α, ω) that is produced as a superposition of
N = 4 plane waves from the directions θn = n π/2
for n = 0, . . . , 3. According to (53.19) and (53.22),
Qp(r, α, ω) is given by

Qp(r, α, ω)

=
3∑

n=0

G(ω, θn) p̂p(r, α, θn)

= J0(kr)
3∑

n=0

G(ω, θn)

+2
∞∑
ν=1

iν Jν(kr)
3∑

n=0

G(ω, θn) cos [ν(α−θn)] .

(53.76)

Now consider the special values Qp(0, α, ω) and
∂
∂r Qp(r, α, ω)

∣∣
r=0. They follow from (53.76) with

(53.27) as

Qp(0, α, ω)=
3∑

n=0

G(ω, θn) (53.77)

and

∂

∂r
Qp(r, α, ω)

∣∣∣∣
r=0

= ik
3∑

n=0

G(ω, θn) cos(α− θn) (53.78)

= ik[G(ω, θ0)−G(ω, θ2)] cosα

+ ik[G(ω, θ1)−G(ω, θ3)] sinα .

Inserting the loudspeaker signals from (53.75) gives

Qp(0, α, ω)= G◦(ω, 0)= Pp(0, α, ω) (53.79)

and
∂

∂r
Qp(r, α, ω)

∣∣∣∣
r=0

= ik
[
G◦R(ω, 1) cosα−G◦I (ω, 1) sinα

]
(53.80)

such that
∂

∂r
Qp(r, 0, ω)

∣∣∣∣
r=0

= ∂

∂r
Pp(r, 0, ω)

∣∣∣∣
r=0

, (53.81)

∂

∂r
Qp(r,

π

2
, ω)

∣∣∣∣
r=0

= ∂

∂r
Pp(r,

π

2
, ω)

∣∣∣∣
r=0

.

(53.82)

Comparing (53.28) and (53.79) and also (53.32)
and (53.33) with (53.81) and (53.82) shows that the
sound pressure and the components of the particle ve-
locity are correctly reproduced at the position r = 0.

For loudspeaker arrangements other than equal an-
gular spacing, the system of equations (53.69) cannot
be formulated conveniently as a DFT. However it is still
possible to solve (53.69) for the loudspeaker signals gn ,
either exact or in the least-squares sense depending on
the relation between the number of Ambisonics signals
and the number of loudspeakers [53.31].

53.5.2 Three-Dimensional Ambisonics

Three-dimensional Ambisonics systems are based on
a three-dimensional loudspeaker arrangement, which
produces approximately plane waves from arbitrary spa-
tial directions. Three-dimensional Ambisonics is often
considered in the context of higher-order Ambison-
ics [53.31–33]. The mathematical basis is a modal
expansion similar to (53.24) and (53.26), where the an-
gular expansion coefficients are defined on a sphere
described in terms of an azimuth and an elevation
angle. These modal expansion functions are called
spherical harmonics and are more involved than the two-
dimensional expansion from (53.24). Therefore only
a short description is given here; for mathematical details
see [53.3, 4, 34, 35].

The three-dimensional Ambisonics signals are the
coefficients of the expansion into spherical harmonics.
Similar to Sect. 53.5.1 they can be obtained by model-
and data-based methods.

In the model-based approach, the Ambisonics sig-
nals are calculated from the geometrical and acoustical
description of a virtual scene [53.36].

The simplest method for the data-based approach
consists of an arrangement of four microphones, one
omnidirectional microphone, and three velocity micro-
phones at the same spot. The look directions of the
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velocity microphones are orthogonal so that they cover
all three spatial dimensions. This way only first-order
Ambisonics signals can be recorded.

Ambisonics signals of higher order can be recorded
with spherical microphone arrays, i. e., an arrangement
of pressure microphones distributed evenly over a spher-
ical baffle. Such arrangements can be built as compact
as a single microphone and are sometimes called sound
field microphones. The theory of spherical microphone
arrays and applications to spatial sound recording are
presented in [53.33, 37–39].

53.5.3 Extensions of Ambisonics

So far two- and three-dimensional Ambisonics has been
described as a superposition of plane waves from a finite
number of distant loudspeakers. Now, two extensions are
briefly discussed.

The sound field of a loudspeaker is modeled more
correctly as a spherical wave rather than a plane

wave. Taking the curvature of the wavefront into
account, not only the direction but also distance
of a sound source can be encoded. A higher-order
Ambisonics format based also on the near field
of a source has been introduced [53.32] under the
name near-field-coding higher-order Ambisonics (NFC-
HOA).

Even for higher-order Ambisonics, the number of
modes is usually rather moderate. A spherical array takes
spatial samples of the sound field at the microphone
positions. Therefore the number of modes that can be
uniquely determined is restricted by spatial aliasing. In
practical microphone arrangements, orders of up to five
have been reported [53.38].

However, theoretical investigations have shown
[53.40, 41] that infinite-order Ambisonics is a partic-
ular case of an approach called holophony or acoustic
holography. A technique for an approximate realiza-
tion of acoustic holography is described in the next
section.

53.6 Wave Field Synthesis

Wave field synthesis is a sound reproduction tech-
nique that overcomes certain limitations of conventional
surround sound methods. It is based on a physical de-
scription of the propagation of acoustic waves. Wave
field synthesis uses loudspeaker array technology to cor-
rectly reproduce sound fields without the sweet spot
limitation discussed above. Wave field synthesis tech-
niques are formulated in terms of the acoustic wave
equation and their Green’s functions [53.13, 42, 43].
The following description is an abridged version of
a more-detailed account in [53.44].

53.6.1 Description of Acoustical Scenes
by the Kirchhoff–Helmholtz Integral

Consider the sound reproduction scenario depicted
in Fig. 53.2. The wave field emitted by an arbitrary
virtual source Q(z, ω) shall be reproduced in the
bounded region V . This region is called the listen-
ing region, since the listeners reside there. The virtual
source Q(z, ω) shall lie outside of the listening re-
gion V . The limitation to one virtual source poses
no constraints on the wave field to be reproduced,
since this source may have arbitrary shape and fre-
quency characteristics. Additionally, multiple sources

can be reproduced by the principle of superposi-
tion.

For this sound reproduction scenario the Green’s
function G3D(z|z′, ω) and its directional gradient can
be understood as the field emitted by sources placed on
the boundary ∂V . These sources are called secondary
sources. The strength of these sources is determined
by the pressure P(z′, ω) and the directional pressure
gradient ∂

∂n P(z′, ω) of the virtual source field Q(x′, ω)
on ∂V .

Now the Kirchhoff–Helmholtz integral (53.37) can
be interpreted as follows: if appropriately chosen sec-
ondary sources are driven by the values of the sound
pressure and the directional pressure gradient caused by
the virtual source Q(x′, ω) on the boundary ∂V , then
the wave field within the region V is equivalent to the
wave field which would have been produced by the vir-
tual source inside V . Thus, the theoretical basis of sound
reproduction is described by the Kirchhoff–Helmholtz
integral.

The three-dimensional free-field Green’s function is
given by (53.36). In the context of sound reproduction
it can be interpreted as the field of a monopole point
source distribution on the surface ∂V . The Kirchhoff–
Helmholtz integral (53.37) also involves the directional
gradient of the Green’s function. The directional gradi-
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1110 Part I Multichannel Speech Processing

ent of the three-dimensional free-field Green’s function
can be interpreted as the field of a dipole source whose
main axis lies in direction of the normal vector n. Thus,
the Kirchhoff–Helmholtz integral states in this case,
that the acoustic pressure inside the volume V can be
controlled by a monopole and a dipole point source
distribution on the surface ∂V enclosing the volume V .

This interpretation of the Kirchhoff–Helmholtz inte-
gral sketches a first draft of a technical system for spatial
sound reproduction. In rough terms, such a system
would consist of technical approximations of acousti-
cal monopoles and dipoles by appropriate loudspeakers.
These loudspeakers cover the surface of a suitably cho-
sen volume around the possible listener positions. They
are excited by appropriate driving functions to repro-
duce the desired sound field inside the volume. However,
there remain a number of fundamental questions to be
resolved on the way to a technical realization.

53.6.2 Monopole and Dipole Sources

Technical approximations of acoustical monopoles and
dipoles consist of loudspeakers with different types of
enclosures. A restriction to only one type of sources
would be of advantage for a technical realization. For
example the exclusive use of monopole sources facil-
itates a technical solution with small loudspeakers in
closed cabinets.

Reconsidering (53.37) shows that the use of
monopole and dipole sources allows a very precise re-
production of the desired wave field: it is recreated as
P(z, ω) for all positions inside V and it is zero out-
side. Such a restriction is usually not required for spatial
sound reproduction. As long as the reproduction is cor-
rect inside of V , almost arbitrary sound fields outside
may be tolerated, as long as their sound intensity is mod-
erate. This situation suggests the following trade-off: the
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Fig. 53.9 Illustration of the geometry used for the deriva-
tion of the modified Green’s function for a sound
reproduction system using monopole secondary sources
only
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���# � ��# �

Fig. 53.10 Construction of a Green’s function with zero
derivative at the boundary x = 0 by superposition of the
Green’s functions of two point sources (only component in
x-direction). Free-field source at x = 0.5 (dashed), mirrored
free-field source at x =−0.5 (dash-dotted), superposition
of two sources (solid). The vertical axis shows the absolute
value of the Green’s functions in arbitrary units

use of one type of sound sources only and tolerate some
sound pressure outside of V .

To realize this trade-off, a Green’s function
G3D(z|z′, ω) that satisfies boundary conditions of the
first or second kind on the surface ∂V is constructed.
Since it is desirable to drop the dipoles and to keep the
monopole sources, the Green’s function of a point source
Gf

3D(z|z′, ω) according to (53.36) is chosen as the basic
building block. Then for each position z′ on the bound-
ary, the Green’s function Gf

3D(z|z′, ω) for a position z
inside V and the Green’s function Gf

3D(z̄(z)|z′, ω) for
a position z̄(z) outside V are superposed

G3D(z|z′, ω)= Gf
3D(z|z′, ω)+Gf

3D(z̄(z)|z′, ω) .
(53.83)

The position z̄(z) is chosen as the mirror image of z
with respect to the tangent plane in z′ on the surface ∂V
(see Fig. 53.9). The tangent plane is characterized by the
unit vector n. The notation z̄(z) indicates that z̄ depends
on z.

Figure 53.10 exemplifies the construction of
G3D(z|z′, ω). It shows a one-dimensional cut in the
direction of n. The superposition of two free-field
Green’s functions results in a zero normal derivative
of G3D(z|z′, ω) at the boundary (Neumann boundary
conditions).

Inserting G3D(z|z′, ω) from (53.83) as the Green’s
function in the Kirchhoff–Helmholtz integral (53.37)
leads to

P(z, ω)=−
∮
∂V

G3D(z|z′, ω)
∂

∂n
P(z′, ω) dz′

(53.84)

for z ∈ V . Outside V the wave field consists of a mirrored
version of the wave field inside V . An example for a cir-
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Fig. 53.11 Simulated sound field created by a distribution
of monopoles on a circle (shown in black). Inside the circle:
approximation of a plane wave, outside of the circle: mir-
rored sound field caused by a reflection of the plane wave
from inside with respect to the black circle

cular boundary is shown in Fig. 53.11. The result (53.84)
is also known as the type I Raleigh integral [53.35]. On
the boundary ∂V , the following holds:

G3D(z|z′, ω)= 2 Gf
3D(z|z′, ω) . (53.85)

The factor of two follows from the superposition shown
in Fig. 53.10. Thus the sound field P(z, ω) inside a vol-
ume V can be generated by a distribution of monopole
sources on the surface ∂V as

P(z, ω)=−
∮
∂V

2 Gf
3D(z|z′, ω)

∂

∂n
P(z′, ω) dz′ .

(53.86)

53.6.3 Reduction
to Two Spatial Dimensions

The requirement of creating a distribution of sources on
a whole surface around a listening space may be imprac-
tical for many sound reproduction systems. This Section
shows how to reduce the source distribution from a sur-
face around the listeners to a closed curve in a horizontal
plane preferably at the height of the listeners’ ears. For
convenience this height is denoted by z = 0.

The Kirchhoff–Helmholtz integral is now spe-
cialized to sound fields that do not depend on the
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Fig. 53.12 Illustration of a sound field in a prism oriented
parallel to the z-axis. For this special geometry, the intersec-
tion with any plane parallel to the xy-plane is independent
of z. If the source strength on the boundary ∂V is also in-
dependent of z, the sound field within the prism does not
depend on the z-coordinate

z-coordinate. Then the shape of the volume for the in-
tegration in (53.37) turns into a prism oriented parallel
to the z-axis (Fig. 53.12). This rather special spatial ar-
rangement allows the transition to a 2-D description of
the Kirchhoff–Helmholtz integral.

Since the sound field is assumed to be independent
of z, P(z, ω) depends only on x and y. Furthermore, any
vector normal to the surface ∂V has no component in
the z-direction and also the normal derivative of P(z, ω)
is independent of z. Thus the surface integration with
respect to z′ in (53.37) can be split into a contour inte-
gration with respect to x′ and an integration with respect
to z′. The contour ∂L is defined by the intersection of
the prism with the xy-plane. This procedure turns the
surface integral in (53.86) into∮

∂V

Gf
3D(z|z′, ω)

∂

∂n
P(z′, ω) dz′

=
∮
∂L

∞∫
−∞

Gf
3D(z|z′, ω)

∂

∂n
P(z′, ω) dz′ dx′

=
∮
∂L

⎡
⎣ ∞∫
−∞

Gf
3D(z|z′, ω) dz′

⎤
⎦ ∂

∂n
P(z′, ω) dx′ .

(53.87)

Since P(z′, ω) on the contour ∂L is described by
a two-dimensional function P(z′, ω)= Pc(x′, ω), a two-
dimensional version of the Raleigh I integral is given by

Pc(x, ω)=−
∮
∂L

2Gf
2D(x|x′, ω)

∂

∂n
Pc(x′, ω) dx′

(53.88)
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with

Gf
2D(x|x′, ω)=

∞∫
−∞

Gf
3D(x|z′, ω) dz′ . (53.89)

Evaluating this integral gives [53.9, 3.876]

Gf
2D(x|x′, ω)= G̃f

2D(ρ, ω)=− i

4
H (2)

0

(ω
c
ρ
)
(53.90)

with the Hankel function of the second kind and order
zero [53.9] being

H (2)
0 (u)= J0 (u)− iN0 (u) , (53.91)

where J0(u) and N0(u) are, respectively, the Bessel and
Neumann functions of the first kind and order zero.

Due to the circular symmetry, Gf
2D(x|x′, ω) depends

only on the distance ρ between the listener position x
and the line source at x′

ρ = ‖x− x′‖ =
√

(x− x′)2+ (y− y′)2 (53.92)

and can thus be replaced by G̃f
2D(ρ) as in (53.90). With

the far-field approximation of the Hankel function for
large values of ρ [53.8]

H (2)
0

(ω
c
ρ
)
≈
√√√√ 2i

π
(ω

c
ρ
) e

−i
(ω

c
ρ
)

(53.93)

it follows that

G̃f
2D(ρ, ω)= H(ω) A(ρ) Gf

3D(x|x′, ω) , (53.94)

where

H(ω)=
√

c

iω
=
√

1

ik
(53.95)

causes a spectral shaping and

A(ρ)=√
2π ρ (53.96)

causes an amplitude modification of Gf
2D(x|x′, ω).

Inserting (53.94) into (53.88) gives, with (53.92),

Pc(x, ω)=−
∮
∂L

Gf
3D(x|x′, ω) D(x|x′, ω) dx′

(53.97)

for x ∈ L where

D(x|x′, ω)= 2A
(‖x− x′‖) H(ω)

∂

∂n
Pc(x′, ω) .

(53.98)

Here, Gf
3D(x|x′, ω) denotes the Green’s function of the

monopole sources on the contour ∂L in the xy-plane. It
describes the wave propagation in 3-D space, however,
the receiver locations x (the listeners’ ears) are assumed
to reside in the xy-plane as well. D(x|x′, ω) denotes the
source signal of the monopoles.

53.6.4 Spatial Sampling

The previous sections showed how the rather general
statement of the Kirchhoff–Helmholtz integral can be
narrowed down to a model for a spatial reproduction
system. A hypothetical distribution of monopole and
dipole sources on a 2-D surface around the listener has
been replaced by a distribution of monopoles on a 1-
D contour in a horizontal plane in the height of the
listeners’ ears.

For a technical solution, this spatially continuous
source distribution has to be replaced by an arrangement
of a finite number of loudspeakers with a monopole-like
source directivity. The resulting wave field is given by
a modification of (53.97), where the integral is substi-
tuted by a sum over the discrete loudspeaker positions x′n

Pc(x, ω)≈−
∑

n

Gf
3D(x|x′n, ω) D(x|x′n, ω) Δx′n ,

(53.99)

where Δx′n is the length of the spatial increment between
the samples x′n and is not required to be equidistant.
Replacing the continuous-space source distribution by
a discrete-space arrangement of loudspeakers can be
described as a spatial sampling process. The resulting
aliasing effects are discussed, e.g., in [53.45, 46].

53.6.5 Determination
of the Loudspeaker Driving Signals

The driving signals for the loudspeakers at positions
x′n follow from (53.98) by inverse Fourier transforma-
tion with respect to ω. They are independent of the
position of the listener except for the amplitude modifi-
cation A(‖x− x′‖). In practical situations, the amplitude
modification is set to a fixed position inside the vol-
ume V . Then the loudspeaker signals are completely
independent of the listener’s position. The result is an
approximate correction of the amplitude deviations for
different sources with different distances. However, all
other components of D(x|x′n, ω) do not depend on any
information about listeners at all. So especially fre-
quency compensation by H(ω) and the computation
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of ∂/∂nPc(x′n, ω) can be performed correctly for all
positions inside V .

The crucial point in the determination of the loud-
speaker signals is the gradient ∂

∂n Pc(x′n, ω) at the
loudspeaker positions. A naive approach is to measure
the original sound field with properly positioned and
oriented velocity microphones. However, those mea-
surements would be only valid for a reproduction with
exactly the same number and position of loudspeak-
ers. More-versatile approaches are again model- and
data-based methods.

In the model-based approach, the pressure gradient
at the loudspeaker positions is determined from a model

of the acoustic scene similar to Fig. 53.2. The simplest
model is free-field propagation, where the loudspeaker
signals follow from delayed and attenuated versions of
the source signals. More-elaborate models take the room
acoustics of the recording room into account. Details
of the model-based determination of the loudspeaker
signals are given, e.g., in [53.44, 47].

In the data-based approach, the spatial characteris-
tics of the room acoustics in the recording room are
determined by microphone measurements. From these,
a set of room impulse responses is derived for use in
wave field synthesis reproduction. Appropriate record-
ing techniques are described, e.g., in [53.28, 48, 49].
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314, 315, 915
acoustic segment model (ASM)

788, 828
– advantage 829
– training process 829
acoustic word (AW) 786, 788
acoustical environment 653
acoustical transfer-function (ATF)

947
acoustic–phonetic approach 521
active noise cancellation 150
active noise control (ANC) 1001
active noise equalization 1010
adaptation 551, 735
adaptation speed 986
adaptive
– algorithm 906
– array system 1037
– beamforming 948
– blind SIMO identification 260
– codebook 364, 365
– differential pulse code modulation

(ADPCM) 352
– feedback cancellation 980
– feedback canceller 982
– filter 110
– noise canceller (ANC) 947, 951,

970
– notch filter 1007, 1009
– predictive coding (APC) 357
– spectral enhancement 338

additive noise 654
advanced front-end (AFE) 672
affect 505
affective speech 506
affine projection 914
affine projection algorithm (APA)

914
agent (A) 706
airflow 10
airline travel information system

(ATIS) 532
algebraic code excited linear

prediction (ACELP) 407
all-pole transfer function 121
ambisonics 1104
AMI project 630
amplitude modulation 1081
– spectrogram 78
amplitude panning 1100
analog-to-digital (A/D) 283
– converter (ADC) 980
analysis
– by synthesis 296, 353
– by synthesis speech coding 351
– by synthesis vocoder 175
– filterbank 394
– of variance (ANOVA) 89
– synthesis coding 172
– window 875, 892
ANC 960, 961
anti-resonance 217
antisymmetric polynomial 129
aperiodic pulse 338
AR 157
ARDOR (adaptive rate-distortion

optimized sound coder)
408

ARISE (automatic railway
information systems for Europe)
714

ARMA 157
ARMA filtering 662
ARPA (Advanced Research Projects

Agency) 527
ARPA SUR 527
array gain 1031
array processing 946
array response 1024
ART (advanced recognition

technology) 695
articulation index (AI) 61, 72

articulatory feature 802
articulatory mechanism 22
articulatory organs 14
artificial neural network (ANN)

530, 790
ASR methodologies 521
ASWD 460
ATF 960, 964, 968–970
ATIS 619
attenuation frequency distortion

847
AT&T (American Telephone and

Telegraph) 683, 685–693, 698,
699

audio coding 393
auditory
– event 83
– masking 27
– model 300
– periphery 300
– scene analysis 1076
– spectrogram 77
– system 150
augmented transition network (ATN)

712
AURORA 654
autocorrelation coefficient sequence

(ACS) 876
autocorrelation function 169
autocorrelation PDA 186
automatic
– continuous speech recognition

539
– gain control (AGC) 316
– gain normalization (AGN) 658
– language recognition 811
– repeat request (ARQ) 316
– speech attribute transcription

(ASAT) 786
– speech recognition (ASR) 3, 80,

149, 560, 627, 653, 708, 786, 787,
817

– speech recognizer 214, 457
– speech transcription 628
automation rate 617
autoregressive (AR) 142, 153, 490,

1068
autoregressive model 293, 985
autoregressive moving-average

(ARMA) 142, 143
auxiliary phone symbol 567, 575
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average magnitude difference
function 186

a posteriori error 113, 276
a posteriori SNR 846–856, 879
– instantaneous narrow-band 859
– instantaneous subband 860, 861
a priori error 113, 276
a priori SNR 846–856, 879–897
– narrow-band 858

B

babble noise 893
back-off weight 574
backward
– integration 930
– linear prediction 123
– masking 66
– prediction error signal 123
– prediction-error power 123
– predictor 108, 123
– predictor matrix 131
Balian–Low theorem 242
bandlimited adaptation 988
bandpass liftering 936
bandwidth extension 397
Bark scale 395, 727
Bark spectral distortion (BSD) 92
Bark spectrogram 77
base phones 541
basilar membrane (BM) 30
– nonlinearity 36
– signal processing 27
Baum–Welch 547
Baum–Welch algorithm 531
Bayes’ Rule 540
Bayesian belief network (BBN)

683, 687, 690, 696, 716
Bayesian estimators 135, 151
Bayesian formulation 529
Bayesian information criterion (BIC)

603, 737
beam search 545
beamformer 946
beamforming 938, 946, 1021, 1080
beamwidth 1025
beats 47
behavioral features 725
Bezout theorem 940
bias compensation 889, 891
bias of the CAF 984
bigram 546, 548
binaural hearing 67, 72
binaural intelligibility level difference

(BILD) 69
binaural noise suppression 68

binaural technique 1096
biometrics 696, 697, 725
bit errors 285
bitstream encoding 395
Blackman–Harris window

232, 250
BL-CAF 988
blind identifiability 1047
blind identification 1071
blind multichannel identification

259
blind SIMO identifiability 261
blind source separation (BSS) 962,

1065, 1068
block least-squares 913
block Toeplitz 117, 131, 1068
blocking matrix (BM) 947, 951,

953
bluetooth 311
BM 954, 961, 968
BNF grammar 620
Bolt, Beranek, and Newman (BBN)

527, 696
Boolean semiring 568
BoosTexter 592
broadband feedforward ANC 1002
broadcast news (BN) 533, 642
burst 310
BV16 384
BV32 384

C

cache model 639
CAF (continuous adaptation

feedback) 982, 997
call home (CH) 533
call routing 618
caller identification system (CIS)

738
cancellative semiring 568
car interior noise 893
cardinal vowel 218
Carnegie Mellon University (CMU)

527
Cartesian coordinates 157, 1096
categorical estimation (CE) 846
causal 170
causal recursive SNR estimation

883, 897
C-CAF 986
center clipper 906
center frequency 224
cepstral
– distance (CD) 90
– features 766

– histogram normalization (CHN)
659

– liftering 936
– mean and variance normalization

(CMVN) 659
– mean normalization 658
– mean subtraction (CMS) 730,

766, 937
– time-smoothing 662
– variance normalization (CVN)

659
– weighting 936
cepstrum 162
– analysis 936
– PDA 188
chain 579
channel coding 285
channel diversity 261
channel inversion and equalization

937
channel mismatch 744, 748, 751,

752
channel splitting 322
channel usage 748
channel vocoder 242
CHIL project 630
chirp z-transform (CZT) 225
Cholesky factorization 124
chunking problem 641
circulant matrix 118
circularity problem 1078
claim of identity 748, 749
clarity index 930
class-based language model 544
classification and regression tree

(CART) 475, 477, 790
classifier 765–767, 813
classifier fusion 819
classing 623
client (C) 706
clock drift 311
closed loop 353
closed semiring 568
closed-loop
– system 981
– system identification 990
– transfer function 991
closed-set 726
closed-set speaker identification

728
cluster adaptive training (CAT) 553
clustering 530
coarticulation 23, 220
cochlea 27, 31
cochlear amplifier (CA) 44
cochlear map function 33, 34

Su
b
ject

In
d
ex



Subject Index 1163

cochlear modeling 28
cocktail-party effect 921
cocktail-party phenomenon 67, 72
cocktail-party problem 1065
code excited linear prediction (CELP)

332
codebook 287, 363
codec 284, 398, 750
code-excited linear prediction

(CELP) 352, 363, 490
coder structure 394
coding 395, 507
coherence function 92, 119, 924
coloration 930
comfort noise generation 316, 317
command-and-control routing

529
common zeros 261, 1047
commutative semiring 567
co-modulation masking release

(CMR) 67
comparison category rating (CCR)

86
comparison mean opinion score

(CMOS) 86
complex cepstrum 163
complex logarithm 163
complex orthography 806
component-normalization constraint

262
composition algorithm 568, 589
computational auditory scene

analysis (CASA) 1076
concept-to-speech generation

711
condition number 108, 129
conditional random fields (CRF)

641
conditional variance 884
confidence estimation 765
confusion network 546
congestion 312
conjugate structure CELP

(CS-CELP) 352, 377
connected speech 527
consonant 219, 802
constrained adaptation 986
constrained lexicon 747
constrained MLLR (CMLLR) 552
constrained optimization 879
constrained-entropy coding 289,

290
constrained-resolution coding 289,

291
contact center 681–702
context dependence 619, 623

context-dependency transducer 566,
576

context-oriented clustering (COC)
446

continuity constraint 223
continuous adaptation 982
– feedback (CAF) 997
– feedback (CAF) cancellation

979
continuous speech recognition (CSR)

539
conversational quality 84, 86
conversational telephone speech

(CTS) 642
convolutive mixtures 1065
convolutive model 1066
co-occurrence statistics 786
co-prime 1047
co-prime channel impulse responses

261
corollary to the principle of

orthogonality 107
corpus of spontaneous Japanese

(CSJ) 628, 629, 631, 647
corpus-based speech synthesis

437
correlating transforms 324
correlation matrix 107, 123
correlation vector 123
counting JNDs 50
Cramèr–Rao lower bound (CRLB)

862, 1054, 1055
critical band 65
critical sampling 240
cross relation (CR) 260, 261
cross-correlation vector 107
cross-relation method 261
cross-synthesis 255
CS-ACELP 377
cumulant 1072
cumulative distribution function

(CDF) 660
customer Care 690
customer-care application 585
cutoff time delay 930
cycle 568
cyclo-stationarity 1075

D

DARPA 532, 690–696
data collection 712
data-driven parallel model

combination (DPMC) 668
data-driven parametric synthesis

433

decision tree 622, 623
– parser 621
decision-directed SNR estimation

882, 886, 897
DECOMP 461
decorrelation 961
degradation mean opinion score

(DMOS) 85
delay 286, 309, 398
delay-and-sum beamformer 938,

946, 962
delay-and-sum beamforming 1023
delayed sources 1067
delta cepstrum 177
denoising 254
dependency structure 642, 646
derivation order 621, 622
desired signal 981
desired signal model 992
DET 777
detection cost function (DCF) 736
detection error tradeoff (DET) 736,

777, 822
detection threshold 47
deterministic algorithm 110, 111
deterministic automaton 563
deterministic finite automaton (DFA)

565
deterministic transducer 570
determinization algorithm 563, 570,

577
diagnostic acceptability measure

(DAM) 87
diagnostic rhyme test (DRT) 87
diagnostic speech quality 87
dialect 798
dialog
– design 748
– management 690, 691, 698–700
– manager 619
– system 617
dialogue
– management 711
– modeling 711
– system 529
dictation 628, 683, 685, 693, 695,

698
difference of arrival (TDOA) 1044
differential entropy 289
differential microphone array 1031
diffused noise field 970
digital compact cassette, DCC 396
digital signal processing (DSP)

1002
digital-to-analog converter (DAC)

980
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diglossia 806
dimensionality reduction 826
– error-correcting-output-coding

839
– feature reduction 834
– linear discriminant analysis 834
– principal component analysis

(PCA) 834
– singular value decomposition

(SVD) 834
diphone 438
direct method 991
directed dialog 689, 690
directed-dialogue transaction 705
direct-inverse equalizer 938
direction of arrival (DOA) estimation

1044
directivity factor 1030
directivity index (DI) 1030
directivity pattern 1026, 1080
directory services 684–690
discourse marker 642–645
discourse modeling 709
discrete Fourier transform (DFT)

230, 250, 253, 298, 340, 664, 845,
933, 1067

discrete-time Fourier transform
(DTFT) 162, 236

discriminative training (DT) 547,
684, 791

disfluency 638–642, 708
distance function 186
distinctive feature 76
distortion 287
distortion measure 285, 301, 875,

896
doctor/specialists paradigm 612
document structure detection 413
dot product 587
double-talk 906
– detector 909
downsampling 233
Dragon 685, 696, 698
duct-acoustic ANC 1005
duration 74
dynamic Bayesian network (DBN)

637
dynamic frequency warping (DFW)

498
dynamic masking 27
dynamic network decoder 547
dynamic programming 525, 526,

544, 684
dynamic time warping (DTW) 424,

494, 525, 745

E

early reverberation 930
early to late energy ratio (ELER)

930
echo 309, 903
– cancelation 314, 904
– canceler 903
– cancellation 946
– return loss (ERL) 905
– return loss enhancement (ERLE)

906
– suppressor 905
eigenbeam 1036
eigenbeamformer 1035
eigendecomposition 111
eigenfrequency 491
eigenvoice modeling 735
electroglottograph (EGG) 441
electroglottography (EGG) 13
electromyographic (EMG) 20
EM (expectation-maximization)

algorithm 768, 935
embedded market 683, 692–694
E-model 94
emotion 506, 510, 513
energy modification 497
enhanced variable rate coder (EVRC)

359
enhancement 254
entropy 787, 1052
epsilon cycle 568
equal error rate (EER) 736, 752,

777, 822, 827
equalization and cancelation (EC)

69
equivalent rectangular bandwidth

(ERB) 65
– scale 395
ergodic 1053
error concealment 326
error signal 106
estimate smoothing 225
estimate stage (E-step) 150
estimate-maximize (EM) 149–154
Ethnologue 798
Euclidean distance 277
Euclidean norm 155
evaluation
– accuracy 425
– intelligibility 425
– naturalness 425
excess mean-square error 112
excitation signal 121
exclusive-or (XOR) 318

expectation maximization (EM)
499, 541, 768, 813

experienced listener 88
EXPN 460
expression 507
expressive speech 510, 513
– synthesis 505
extended Baum–Welch 548
eXtended CELP (eX-CELP) 381
extended Kalman filter 136, 148
extended wide-band adaptive

multirate coder (AMR-WB+) 406
extensible mark-up language (XML)

630
extension model 622

F

F16 cockpit noise 893
factoring algorithm 579
false accept (FA) 749
– rate 749
false reject (FR) 749
– rate 749
fast affine projection (FAP) 915
fast Fourier transform (FFT) 230,

246, 253, 268, 728, 812, 918, 1067
fast recursive least squares (FRLS)

914
fast transversal filter (FTF) 914
FBF (fixed beamformer) 952–954,

959–961, 964, 969, 970, 972
feature 765, 766
– extraction 540, 750
– extraction algorithm 744, 750,

751
– mapping 750
– moment normalization 658
– normalization 657
– set 76
Fechner’s postulate 51
feedback
– ANC 1011
– ANC system 1015
– cancellation 982
– canceller 982
– control 980
– effects 1005
– path 980
– signal 981
– structure 1069
feedforward
– structure 1068
– suppression 981
fidelity criterion 896
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filler 642
filler rate 635
filter 507
– and-sum beamformer 938, 946
– and-sum beamforming 1028
– bank analysis 727
– bank summation (FBS) 235
– modification 493, 498
filtered-X LMS (FXLMS) 1003
finite
– state

network (FSN) 527
finite impulse response (FIR) 105,

847, 952, 1001, 1027, 1068
finite-state
– machine (FSM) 531
– machines 685, 698, 700
– network (FSN) 522, 531
– transducer (FST) 717
first-in first-out (FIFO) 316
first-order differential array 1032
first-pass transducer 580
Fisher information matrix 1055
Fitzpatrick wide-coverage

deterministic syntactic parser
(FIDDITCH) 463

fixed beamformer (FBF) 947, 951
fixed rate coder 284
forensic applications 725
forensics 737
formal semantic language 619
formant 19, 213
– bandwidth 223
– correction 255
– estimation 213, 223
– feature 75
– merging 224
– synthesizer 429
– tracker 214
forward
– backward algorithm 531, 589
– compatibility 749
– linear prediction 122
– masking 27, 28
– path 980
– prediction error 122, 1050
– prediction-error power 123
– predictor 108, 122
– predictor matrix 130
forward backward linear predictive

coding (FB-LPC) 359
forward error correction (FEC)

317–319
Fourier matrix 269
Fourier transform (FT) 214
fractional pitch 370

frame erasure concealment (FEC)
387

frame-count-dependent thresholding
(FCDT) 756

frequency domain 1067
frequency selective switch (FSS)

404
frequency-domain
– adaptation 918
– block error signal 269
– convergence analysis 1013
– FXLMS 1013
– Newton algorithm 274
– PDA 189
– unconstrained multichannel LMS

algorithm 270
– unit-norm constrained multichannel

LMS algorithm 270
frication 74
fricative 222
fricative sound 308
Frobenius norm 108, 129
Frost algorithm 948, 1039
FS1016 367
Fujisaki intonation model 481
fully excited 261
functional contour (FC) 482
fundamental
– frequency 12, 182, 730
– frequency determination 181
– harmonic processing 193
fuzzy vector quantization (FVQ)

498
FXLMS algorithm 1003, 1005,

1008, 1012, 1013

G

Gabor
– feature 78
– transform 229
gamma model 877, 880, 884, 896
Gaussian
– distribution 135, 150–152
– mixture model (GMM) 93, 425,

499, 733, 745, 767, 786, 788, 812,
813, 834, 835, 837, 839

– model 877, 879, 884, 896
– window 229
Gaussianization 550
Gauss–Markov estimator 959
Geigel algorithm 909
generalized analysis-by-synthesis

378
generalized cross-correlation (GCC)

154, 1045, 1061

generalized eigenvalue
decomposition (GEVD) 955

generalized likelihood ratio (GLR)
737

generalized linear discriminant
sequence (GLDS) 773, 814, 821

generalized probabilistic descent
(GPD) 793

generalized sidelobe canceler (GSC)
939, 950, 952, 956, 1039

GLDS kernel 773
glottal closure instant (GCI) 203,

495
glottal pulse 332
glottis 9
glottography 13
GLOVE synthesizer 430
GMM classifier 813
government applications 682, 685,

687, 690, 694–697, 701, 702
grammar 528
grapheme-to-phoneme conversion

414
graphical representation of language

457
grating lobes 1025
Green’s function 1110
group delay spectrum 178
groupe spéciale mobile (GSM) 359
GSC (generalized sidelobe canceller)

954–972

H

Hadamard product 570
half rate standard coder (PDC-HR)

371
Hamming window 232
Hanning window 232
harmonic 217
– analysis 188
– filtering 934
– model 490
– plus-noise model (HNM) 423,

864
– structure 188
H-criterion 549
head-related transfer functions

(HRTF) 1076
hearing
– aid 980
– impairment 70, 72, 74
– threshold 49
Helmholtz
– equation 1034
– integral equation 1099
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heterodyne filter bank 235
heteroscedastic LDA (HLDA) 550
hidden Markov model (HMM) 3,

94, 151, 421, 521, 528, 530, 539,
559, 607, 628, 684, 685, 734, 745,
767, 787, 815, 828, 834, 863, 932,
1073

hidden Markov process (HMP) 874
high-efficiency AAC (HE-AAC)

397
higher-order Ambisonics 1107
higher-order statistics (HOS) 150,

259, 936, 1071, 1072
high-level features 727, 766
high-pass filter (HPF) 406
Hilbert envelope 933
HMM specification 579
HN model 443
H-norm 746, 765
holophony 1109
homograph disambiguation 414
homomorphic
– formant vocoder 174
– system 162
– transformation 936
– vocoder 173
honestly significant difference (HSD)

89
How May I Help You (HMIHY)

690
human
– human communication 472
– recognition performance 599
– speech 512
– speech perception 334
– speech recognition (HSR) 80
– vocal tract 727
human language
– identification capability 804
– recognition 785
– technology (HLT) 705, 707
hybrid 904
hybrid coder 403
hypopharyngeal cavity 20
hypothesis testing 790

I

IBM (International Business
Machines) 683–698

iCampus project 629
idempotent 1058
identification 763
idiolect 727
IIR algorithm 1006, 1014
iLBC 382

ill-conditioned system 1048
image method 157, 953
imposter trials generation 759
improved minima-controlled

recursive averaging (IMCRA)
873, 891, 898

improved PNLMS (IPNLMS) 911
impulse response
– maximum phase 174
– minimum phase 173
– zero phase 173
independent component analysis

(ICA) 1075
index of resolvability 291
indirect method 994
infinite impulse response (IIR) 105,

1005, 1068
infomax 1073
information
– extraction 618
– index (II) 92
– retrieval (IR) 786, 787, 826
– state update (ISU) 712
inner ear 27, 28
inner hair cell (IHC) 30
instability 981
instant of glottal closure 183
instantaneous frequency 190
instantaneous fundamental frequency

490
instantaneous mixing model 1067
instantaneous phase 491
Institute for Defense Analyses (IDA)

530
integral speech quality 85
intelligibility 438, 845
intelligibility level difference (ILD)

69
intensity 47
– increment 47
– JND 27, 46, 48
– level 47
– modification 493
intention 506
interacting multiple model (IMM)

151
interactive voice response (IVR)

686, 705
internal noise 48
internal representation 62, 77
International Phonetic Alphabet (IPA)

801
International Telecommunication

Union (ITU) 85, 426
Internet Engineering Task Force

(IETF) 359

Internet protocol (IP) 308, 697
interpolation error signal 128
interpolator 128
intersection algorithm 570
intonation 415, 479
– modeling 475
intrusive objective quality measure

90
inverse discrete Fourier transform

(IDFT) 231, 856
inverse discrete-time Fourier

transform (IDTFT) 162, 1046
inverse frequency selective switch

(IFSS) 404
inverse MDCT (IMDCT) 404
IP phone 313
IPNLMS algorithm 114, 115
IPO approach 481
irrelevancy 284
I-smoothing 549
ISO language codes 798
isophones 62
Itakura distance 122, 846
Itakura–Saito (IS) distance 90, 122,

846
Itakuro–Saito criterion 295
ITU-T (International

Telecommunication Union –
Telecommunication
Standardization Sector) 309

J

J_ToBI 631
Jacobian matrix 1055
jaw 14
jitter 11, 310
– buffer 315
JNAS corpus 634
JND model 51
joint input–output method 994
just noticeable difference (JND) 27,

65, 299

K

Kalman
– filter 135, 136, 138–153, 845, 865
– gain 139, 140, 149, 156
– predictor 136, 144, 145
– smoother 136, 145
Karhunen–Loève transform (KLT)

874
kernel
– dot product 587
– expected counts 589, 594
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– gappy 590
– Mercer’s condition 587
– methods 586, 587
– n-gram 591
– positive definite symmetric 593
– rational 587
– sequence learning 588
– trick 587
– variance of counts 593
key sentence indexing 645
keyword spotting 530
KIM model 482
Kirchhoff–Helmholtz integral 1099
Klatt model 430, 477
knowledge sources for spoken

language identification 800
Kullback–Leibler divergence 277
kurtosis 1072
– maximization 933

L

label model 622
labeling 623
Lagrange multiplier 949, 1052,

1058
language 798
– characterization 797
– detection 827
– identification (LID) 786, 797,

827, 835
– model (LM) 529, 540, 543, 574,

638, 836
– model scaling 540
– modeling 604, 787
– perplexity 528
– recognition evaluation (LRE) 787
– variability 799
– verification 827, 835
– versus dialect 798
language cues 825
– acoustic letters 826, 831, 839
– acoustic words 826, 831
– lexical constraints 831
– spoken document 826
– vocabulary size 826
Laplace distribution 1053
Laplacian model 877, 880, 885, 896
large number of rare events (LNRE)

449
large-margin classification 586,

587, 592
large-vocabulary continuous speech

recognition (LVCSR) 628, 803
laryngeal
– cavity 21

– endoscopy 13
– excitation 183
laryngogram 198
laryngograph 198
larynx 9
late reverberation 930
latency 309
latent semantic analysis (LSA) 639,

645
latent semantic indexing (LSI) 787
lattice predictor 126
lattice-based MMI 548
lazy evaluation 562
leaky FXLMS algorithm 1013
leaky LMS 961
learning curve 112
least-mean-square (LMS) 907, 947,

1001
least-mean-square (LMS) algorithm

112
least-mean-square (LMS)

convergence 907
least-squares (LS) 938
least-squares estimator (LSE)

1056
least-squares PDA 191
lemmatization 462
Levenstein distance 759
Levinson–Durbin algorithm 110,

124
Levinson–Wiggins–Robinson

algorithm 132
lexical content 743, 751, 757
lexical information 803
lexical mismatch 744, 749, 752
LID technology 786
liftering 168
lightly supervised training 630
likelihood 764
– ratio 733, 745
– ratio detector 764
– ratio score 745
– ratio test (LRT) 764, 790
line spectral frequency (LSF) 296,

345, 449, 493
line spectrum pair representation

129
linear
– alignment model 481
– classifier 622, 624, 625
– discriminant analysis (LDA) 685,

819
– discriminant function (LDF) 789,

835
– filtering 253
– interpolation 128

– multivariate regression (LMR)
498

linear prediction (LP) 121, 190,
293, 423, 490, 845, 863

– analysis 223
– coding (LPC) 417, 845
– coefficient (LPC) 3, 149, 151
– residual 186
linear predictive cepstral coefficient

(LPCC) 751
linear predictive coding 169, 336,

360, 525, 684, 727
linear shift-invariant system 105
linear time-invariant causal (LTIC)

32
linearly constrained minimum

variance (LCMV) 939, 960
– beamformer 948, 949, 974
linearly constrained minimum

variance (LCMV) 946–963
Linguistic Data Consortium (LDC)

776
linguistic decoder 529
linguistic processing 457
lips 17
listening effort scale 87
listening quality 84–86
listening region 1109
LMS (least mean square) 961
log mel-frequency filterbank (LMFB)

665
log semiring 564, 568
(log) likelihood ratio (LLR) 736
log-area-ratio (LAR) 90
log-likelihood (LL) 90
log-likelihood ratio 765
log-spectral
– amplitude (LSA) 966
– amplitude estimation 881
– distance 846
– distortion (LSD) 295, 894
Lombard effect 88
long-term prediction (LTP) 400
long-term predictor 362, 993
long-term synthesis filter 356
loudness 49, 62
– JND 27, 49
– recruitment 28, 30
– SNR 50, 54
– temporal integration 48
low sampling rates (LSR) 396
low-bit-rate speech coding 331
low-delay CELP (LD-CELP) 359,

370
low-level speaker features 727
low-time liftering 936
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LP residual enhancement methods
933

LP residual signal 932
LPC (linear predictive coding) 521
LPC filter quantization 345
LRE 820
LS (least squares) 938
LS equalizer 938
LSEQ 460
lung volume 9

M

MA (moving average) 157
machine learning 585, 716
machine recognition performance

599
magnetic resonance imaging (MRI)

12, 24
magnitude subtraction rule 672
main lobe 1025
MALACH (multilingual access to

large spoken archives) 629
MAP adaptation 552
marker tracking system 24
Markov decision process (MDP)

716
Markov model toolkit (HTK) 821
masked threshold 47
masked threshold intensity 48
masking 49, 298
– curve 299
– effect 394
matched condition training

656
matched filtering 939
matching pursuit 242, 245–247,

249–252
– conjugate-subspace 246, 247, 249
– order recursive 246
– orthogonal 246
– subspace 246
matrix inversion lemma 949, 963,

974
matrix quantization 344
maximal figure-of-merit (MFoM)

792, 833, 835
maximization stage (M-step) 150
maximum a posteriori (MAP) 769,

788, 845, 896
maximum entropy 624
maximum likelihood (ML) 149,

154, 521, 547, 862, 1055, 1073
maximum matching 459
maximum mutual information (MMI)

548, 684

maximum phase 165
maximum signal-to-noise ratio

(MSNR) 946
maximum SNR beamformer 949,

974
maximum stable gain 982
maximum-entropy method 641
maximum-likelihood
– decoding 529
– estimate 294
– feature-space regression (FMLLR)

603
– linear regression (MLLR) 552,

603, 638, 685
– model 290
– solution 529
MCRA 965
mean absolute error (MAE) 116
mean opinion score (MOS) 85, 285,

317, 378, 846
mean square error (MSE) 106, 122,

123, 135, 137, 138, 141, 223, 276,
394, 490, 844, 847, 946, 983

measuring normalizing blocks
(MNB) 93

mel filter 766
mel frequency cepstral coefficient

(MFCC) 493
mel-filter cepstral coefficient 751
mel-frequency cepstral coefficient

(MFCC) 179, 214, 449, 540, 602,
666, 729

mel-frequency filterbank 665
Mercer condition 587, 771
message 507
microphone array 946, 1021
million operations per second

(MOPS) 380
MIL-STD 3005 345
MIMO system 106
MIMO Wiener filter 116
MIMO Wiener–Hopf equations 117
minima-controlled recursive

averaging (MCRA) 889, 960
minimal automaton 573
minimal pairs intelligibility (MPI)

87
minimax 150
minimization 565, 573, 578
minimum Bayes risk (MBR) 647
minimum classification error (MCE)

548, 734, 835
minimum classification error training

(MCE) 684
minimum decision cost function

minDCF 777

minimum error classification (MCE)
792

minimum error training 533
minimum mean square error (MMSE)

107, 123, 845, 879, 938, 946, 947
minimum phase 126, 165, 170
minimum phone error (MPE) 548
minimum significant difference

(MSD) 89
minimum statistics (MS) 889
minimum variance (MV) 1044
minimum verification error (MVE)

792
minimum-phase mixing 1074
minimum-phase system 937
MINT (multichannel inverse

theorem) 940
– equalizer 940
MIPS (million instructions per

second) 376
misalignment 982
– vector 111
MISO NLMS algorithm 117
MISO system 105
MISO Wiener–Hopf equations

117
MIT 687, 690, 696
mixed excitation 337
mixed excitation linear prediction

(MELP) 337
mixed-initiative 706
mixing model 1066
mixture components 287
mixture splitting 543
MMSE 879, 938
– equalizer 938
MMSE of the log-spectral amplitude

(MMSE-LSA) 879
MMSE of the spectral amplitude

(MMSE-SA) 879
MMSE spectral estimation 879
MMSE-LSA 881, 897
MMSE-STSA 879
mobile devices 682, 692, 693,

697–699, 701
mode matching 1105
model adaptation 656, 657
model retraining 656
model-based noise reduction 863
– harmonic model 864
– HMM model 866
– linear prediction model 864
modern standard Arabic (MSA) 806
modified Bessel function 1053
modified discrete cosine transform

(MDCT) 256, 394, 398
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modified frequency-domain
normalized multichannel LMS
algorithm 276

modified rhyme test (MRT) 87
modulated filter bank 233, 235, 242
modulated noise reference unit

(MNRU) 88
modulation spectrogram 78
monophone 542
morphological analyzer 461
morphology 803
moving-average (MA) 142, 143
MP3 396
MPEG (moving pictures expert

group) 396
MPEG-1 396
MPEG-2 396
MPEG-2 advanced audio coding

(MPEG-2 AAC) 397
MPEG-4 397
MPEG-4 low-delay advanced audio

coding (AAC-LD) 399
MPEG-4 scalable coding 404
MPLPC (multipuls linear predictive

coding) 360
multiband excited (MBE) 341
multiband resynthesis OLA

(MBROLA) 444
multicategory (MC) 791
multichannel
– acoustic echo cancelation 921
– backward prediction error vector

131
– cross-correlation coefficient

(MCCC) 1051
– EG± algorithm 279
– forward prediction error vector

130
– linear prediction 130
– LMS (MCLMS) 1048
– Newton (MCN) 262
– Wiener–Hopf equations 131
multidelay filter (MDF) 919
multidimensional metric subjective

test 87
multidomain conversational test set

598
multilayer perceptron (MLP)

531
multimodal 682, 683, 697–699,

708, 717
– services 682, 683, 692, 697–699
– user interface (MUI) 523
multiple description coding (MDC)

307, 317, 320–324
multiple pitch determination 204

multiple signal classification
(MUSIC) 1044

multiple-frequency ANC 1009
multiple-input multiple-output

(MIMO) 104
multipulse linear predictive coding

(MPLPC) 352, 361
multistage VQ (MSVQ) 344
multistimulus test with hidden

reference and anchor (MUSHRA)
86

multistyle training 656
muscular hydrostat 14
musical noise 672
mutual fund 618

N

naïve listener 88
narrowband feedforward ANC 1006
narrowband noise 1013
narrowband spectrogram 217
nasal 221
– cavity 18
National Aeronautics and Space

Administration (NASA) 136
National Institute of Science and

Technology 811
National Institute of Standards and

Technology (NIST) 726
NATO STANAG 4591 346
natural language
– generation (NLG) 710
– processing (NLP) 640
– understanding (NLU) 522, 617,

618, 681, 682, 690, 691, 698, 700,
709

natural modes 111
naturalness 308, 438, 474
N-best interface 709
near miss to Stevens’ law 54
nearest-neighbor modeling 732
network echo 903, 904
– cancelation 314
– canceler 905
network-based services 682,

686–689, 691, 701
Neumann series 1060
neural
– masking 27, 45
– network (NN) 93, 150, 477, 521,

745
Neyman–Pearson lemma 790
NIST (National Institute of Standards

and Technology) 533, 743, 764,
776, 820, 825

– evaluation tests 533
– language recognition evaluation

825, 827
– LRE 787
NLMS 115, 983
nodal grammar 522
noise
– adaptive training (NAT) 676
– cancelation 149, 150
– estimation 888, 898
– feedback coding (NFC) 383
– reduction 844
– reduction factor 846, 852, 854,

856
– reduction gain 846
noncausal recursive SNR estimation

887, 897
noncontinuous adaptation 982
nondeterministic finite automaton

(NFA) 565
nonintrusive quality assessment 93
nonlinear cochlea 27, 35
nonlinear processor 906
nonlinear transformation 925
nonparametric approaches 731
non-stationarity 1074
nonwhiteness 1075
normalized frequency-domain

multichannel LMS algorithm 274
normalized least-mean-square

(NLMS) 104, 403
normalized LMS 113, 115, 907
normalized misalignment 111
normalized MMSE 107
normalized step-size parameter 113
Nortel 687
North American Business (NAB)

532, 567
North Atlantic Treaty Organization

(NATO) 346
notch filter 981
NTT (Nippon Telegraph and

Telephone) 687–689
NUANCE 687–695
nuisance attribute projection 774
null space 118
number expression expansion 461
NUU (non-uniform units) 449

O

object (O) 804
objective 83
objective quality measure 90
obstruent 220, 222
OM-LSA 967
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open dialog 690–692
open loop 353, 356, 379
open quotient (OQ) 11
open systems interconnection

reference (OSI) 285
open-loop system 991
open-set 726
open-set identification 728
optimum step size 266
order-recursive matching pursuit

246
orthogonal matching pursuit 246
orthogonality principle 136
OSI model 308
otoacoustic emission (OAE) 28, 36
outer hair cell (OHC) 27, 30, 41
outer hair cell transduction 41
out-of-vocabulary (OOV) 532, 604
– rate 635, 636
– words 534
overall perception 85
overcomplete 234
overlap-add (OLA) 231, 232, 235,

240, 243, 245–247, 252–254, 326,
444, 893

overlap-save 253, 268
oversampling 231, 234, 250
oversubtraction rule 672

P

packet headers (IP, UDP, RTP) 315
packet loss 310
– concealment (PLC) 310, 316, 326
– recovery 316
packet networks 285
palatography 23
panning law 1100
parallel distributed processing (PDP)

531
parallel model combination (PMC)

667
parallel phone recognition followed

by language model (PPRLM)
789, 802, 817, 818

parallel processing method
522

parametric approaches 732
parametric speech coder 332
parametric stereo (PS) 397
PARCOR (partial correlation

coefficient) 126, 151
parsing 620
partial correlation coefficients

(PARCOR) 126, 151
partial tracking 243, 245

partial-rank algorithm (PRA) 915
particle Kalman filter 151
partitioned-block frequency-domain

(PBFD) 983
part-of-speech (POS) 463, 631
path 568
pattern
– clustering 525
– recognition 176
– recognition approach 521
– recognition VDA 197
PBFD (partioned-block frequency

domain) 983
PDF (probability density function)

932
peakiness 338
peak-picking 223
PEMAFC 991
perceived quality 297
perceptual
– audio coder 393
– audio coding 393
– domain 297
– evaluation of speech quality

(PESQ) 92, 317, 894
– linear prediction (PLP) 93, 540,

602
– model 394
– quality assessment for digital audio

(PEAQ) 92
– speech quality measure (PSQM)

92
perfect reconstruction 231–234,

240
performance bounds 321
permutation ambiguity 1078
permutation problem 1077
personal digital cellular (PDC) 359,

371
personal identifying characteristics

725
phantom source 1100
phase
– mismatch 444
– shift 224
– unwrapping 164
– vocoder 242
phone 74, 540
– lattice 817
– recognition 815
– recognition followed by language

modeling (PRLM) 788
– recognizer (PR) 815
– recognizer training 816
– reduction 633
phoneme 74, 801

phoneme recognition followed by
language modeling (PRLM) 787,
815

– classifier 815
phoneme tracking 526
phonetic 76
– class-based verification (PCBV)

746
– components 458
– decision tree 542
phonology 801
phonotactics 802
photoglottography (PGG) 13
phrasing 463
physiological characteristics 725
Pierrehumbert theory 479
piriform fossa 20
pitch 62, 64, 182, 473, 490, 728,

730
– accent language 462
– contour smoothing 201
– detection 171
– determination 181

algorithms 185
– determination algorithm (PDA)

181
– lag 367
– marker 183, 192
– mismatch 444
– modification 255, 492, 496

formant-corrected 255
– period 332
– predictor 361
– synchronous analysis 494
– synchronous innovation (PSI) 371
– synchronous innovation CELP

(PSI-CELP) 359, 371
– tracking 201
plane wave 1022, 1097
– solution 1097
PNLMS algorithm 114, 115
polar coordinates 157, 1096
portability 717
POS tagger 463
positive definite symmetric (PDS)

594
postfilter 150, 962, 963, 968, 972
power spectral density (PSD) 293,

855, 949, 960
power spectral subtraction rule 672
PPRLM classifier 818
precedence effect 68, 930
prediction error 991
prediction error method (PEM) 991
predictor 121
principle of orthogonality 106, 123
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probabilistic context-free grammar
(PCFG) 621

probability density function (PDF)
499, 875, 1052

probability ratio test 790
probability semiring 568
probe signal 986
product-rule fusion 819
projection matrix 950, 1057, 1059
pronunciation
– dictionary 542
– lexicon 566, 575
– variation 541, 638
proportionate normalized LMS

(PNLMS) 276, 910
prosodic feature 642, 643
prosodic information 803
prosodic processing 471
prosody 439, 471
protection against recordings 749,

757, 758
prototype window 243
PSD (power spectral density) 963,

965, 968
psychoacoustics 62, 394
public switched telephone network

(PSTN) 307
pulse dispersion filter 339

Q

QMF synthesis filterbank 406
QR decomposition 947
quadratic function 107
quadrature mirror filterbank (QMF)

386, 405
quality 285
quality of service (QoS) 90, 313
quantization 287, 395
– cell 288
quarter-wavelength resonator 218
quefrency 161, 188
question answering (QA) 644

R

random walk 151, 155
range difference 1054
rank 118
rapidly evolving waveform (REW)

343
RASTA (relative spectral processing)

937
– filtering 662, 766
rate 284
rational kernels 586, 587

raw phone accuracy (RPA) 548
RCELP (relaxed CELP) 378
reading machine 509
real-time transport protocol (RTP)

309
receiver operating characteristic

(ROC) 736, 822
recruitment 53
recursive 136
– averaging 888
– least squares (RLS) 914
redundancy 284, 289
Reed–Solomon code (RS) 318
reference conditions 88
reflection coefficient 125
regression tree 553
regularization 108
regular-pulse excitation with

long-term prediction (RPE-LTP)
359, 362

regulated transducer 568
relative entropy 277
relative spectral processing (RASTA)

method 937
relaxed CELP (RCELP) 359
repair 642, 643
repair interval model (RIM) 642
repair rate 635
re-prompt rate (RR) 749
resonant tectorial membrane (RTM)

43
resource management (RM) 532
respiratory system 8
reticular lamina (RL) 30
reverberation 903
– time 157, 930
reweighting 565
rich transcription (RT) 628, 640,

643
RNN intonation model 480
robust algorithm 912
robust encoding 317
robust processing 526
robust risk minimization 624
robust speech recognition 653
robustness 960
room impulse response (RIR) 947,

953, 954
root mean square (RMS) 363
– error (RMSE) 95
ROUGE 647
RSVP protocol 313
RTF 954, 968
rule compiler 432
rule-based speech synthesis

429

S

SALT 698
sample autocorrelation coefficient

876
saturated Poisson internal noise

(SPIN) 54
sausage 600
scalar quantization 322
scale ambiguity 262
SCANmail 738
Schur complement 108
score fusion 746
score normalization 746, 765
SCTE (Society of Cable

Telecommunications Engineers)
359

secant method 1060
second-order Ambisonics 1107
second-order statistics (SOS) 259,

1047, 1071, 1073
second-pass transducer 581
segment model 636
segmental SNR 90, 893
segmentation 220
segmentation and labeling

525
selectable mode vocoder (SMV)

359
semantic 522
– annotation 621
– language 619
– radicals 458
– representation 619, 620
semiring 588, 589
semi-tied covariance 549
sensation level (SL) 37
sense disambiguation 464
sensitivity function 991
sensitivity matrix 300
sentence
– compaction 644, 646
– extraction 644
– unit 640
SFC model 482
shifted delta cepstral (SDC) 821
– coefficient 812
shimmer 11
shortest-distance algorithm 572,

574, 589, 593
short-term autocorrelation function

186
short-term spectral analysis

727
short-term synthesis filter 356
short-term transformation 185
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short-time Fourier transform (STFT)
215, 221, 229, 231–242, 245, 251,
253–256, 875, 892, 948

short-time spectrum 729
short-time speech analysis 221
signal bias removal (SBR) algorithm

937
signal decorrelation operation 985
signal distortion 968
signal presence probability 876,

881, 889, 891
signal-to-noise ratio (SNR) 90, 150,

394, 844, 846, 874, 951
sign-data algorithm 116
sign-error algorithm 116
sign-sign algorithm 116
SIMO system 105, 1045
simultaneous dynamic-masking

37
simultaneous masking 299
sine law of stereophony 1101
single metric subjective test 85
single-input multiple-output (SIMO)

104, 260
single-input single-output (SISO)

103, 261
single-trial loudness 49
singular value decomposition (SVD)

639, 645
sinusoidal
– analysis 244
– coding 341
– model 242–247, 249–256, 490
– synthesis 244
– transform coder (STC) 341
Siren 14 401
SISO system 104
sliding-window transform

230
slowly evolving waveform (SEW)

343
smoothed coherence transform

(SCOT) 1046
SNR (signal-to-noise ratio) 960,

970
software library
– AT&T FSM library 592
– GRM library 592
– LLAMA 592
sone scale 64
sonorant 215
sound field 1096
– reproduction 1095
– synthesis 1096
sound pressure level (SPL) 62
source localization 1043, 1054

source localization algorithms
– linear-correction least-squares

estimator 1058
– maximum-likelihood estimator

1055
– plane intersection (PI) algorithm

1059
– quadratic-correction least-squares

estimator 1060
– spherical interpolation estimator

1057
– spherical intersection estimator

1057
source localization least-squares

errors
– hyperbolic least-squares error

1056
– spherical least-squares error 1057
source model-based speech

dereverberation 932
source modification 492, 494
source-filter speech synthesis 355
SPAM model 603
sparseness 910, 1071, 1075
spatial
– aperture 1022
– encoding 1107
– filtering 1022
– Fourier transform 1022
– location 62
spatial aliasing 1025
spatial sampling requirement 1025
speaker
– adaptive training 553
– adaptive training (SAT) 636
– detection 726
– diarization 630
– identification 696, 697, 726
– localization 135, 154
– model adaptation 747, 753
– model aging 748
– model behavioral changes 748
– model synthesis 751, 755, 771
– model training 746
– recognition 725, 726, 763
– segmentation 726
– tracking 726
– verification 697, 726
speaker mode 522
– speaker adaptive 522
– speaker-independent 522
– speaker-trained 522
speakerphone 904
speaking environment 522
speaking mode 522
– connected words 522

– continuous speech 522
– isolated words 522
speaking rate 634, 635, 637
speaking situation 522
spectral
– continuity 224
– distortion (SD) 90
– enhancement 874
– enhancement algorithm 891
– envelope mismatch 444
– features 766
– flattening 187
– floor 880
– pitch cues 65
– subtraction 150, 671, 844, 874
– tilt 223
– zero 219
spectral restoration 845, 857
– MAP spectral amplitude estimator

863
– MAP spectral estimator 861
– maximum-likelihood power

estimator 861
– maximum-likelihood spectral

power estimator 862
– MMSE amplitude estimator 859
– MMSE phase estimator 859
– MMSE spectral estimator 857
spectrogram 215, 221
spectrum 127
speech
– aids 214
– apparatus 7
– archive 628, 644
– articulation 14
– codec 315
– coder attributes 284
– coding 351, 393
– corpus 449
– dereverberation 929
– distortion regularized generalized

sidelobe canceller (SDR-GSC)
962

– distortion-weighted multichannel
Wiener filter (SDW-MWF) 962

– document 628, 644
– enhancement 136, 149, 151, 844,

874
– in noisy environments (SPINE)

655
– intelligibility (SI) 70, 73, 930
– intelligibility index (SII) 61, 70,

72
– material 71, 72
– mining 617, 618, 623, 701
– pathology 74
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– perception 61
– presence probability 958
– production 7, 216, 332
– production model 165, 932
– quality 83
– quality assessment 83
– reception threshold (SRT) 70
– recognition 214, 559, 597,

681–696, 698–701
– recognition transducer 566, 574
– recognition unit 522
– representations 421
– signal processing 421
– signal processing, PSRELP 422
– signal processing, TD-PSOLA

422
– summarization 644
– synthesis 429, 471, 710
– synthesizer 505
– transmission index (STI) 61, 72
– units 419
– units, demisyllable 419
– units, diphone 419
– user interface (SUI) 523
speech model
– harmonic model 863
– hidden Markov model 863
– linear prediction model 863
speech-distortion index 847, 850,

852
speech-to-noise ratio (SNR) 70
speech-to-speech summarization

644
speech-to-speech translation (S2S)

618
speech-to-text summarization 644
Speechworks 687
speed of sound 1054
speed quotient (SQ) 11
spherical array 1034
spherical harmonics 1108
spherical wave 1099
SPLICE (stereo piecewise linear

compensation for environment)
663

spoken dialogue system 705–707
spoken-dialog classification 585,

586, 591
spoken-language
– characteristics 800
– characterization 797
– classification 825
– corpora 800
– identification 786
– recognition 785
– verification 790

spontaneous speech recognition 627
SRE 776
stack decoder 547
standardized transducer 579
state clustering 542
statistical decoding algorithm 529
statistical language model (SLM)

640, 709
statistical model 876, 896
statistical parametric synthesis 453
statistical parser 621
statistical speech models 932
steepest-descent algorithm 110
STEM-ML model 483
step-size parameter 111
stereophony 1096, 1100
STFT 967
stochastic
– automaton 572, 574
– dependency context-free grammar

(SD-CFG) 646
– gradient 907
– gradient algorithm 112
– language model (SLM) 684
stop 222
stop transition 222
stress language 462
string semiring 564
structured model adaptation 667
structured query language (SQL)

619
subband canceler 916
subglottal pressure 10
subglottal tract 18
subject (S) 804
subjective 83
– quality test 85
subsequential transducer 570
subspace
– method 845, 847, 852
– pursuit 245, 246
subspace-constrained precision and

means (SPAM) 549
summarization accuracy 647
sums-of-products approach 478
SUNDIAL (speech understanding

and dialog) 714
superhuman speech recognition

597, 601
super-resolution PDA 187
supervised adaptation 747, 754
support vector machine (SVM) 586,

587, 641, 684, 734, 745, 765, 771,
786, 788, 812, 814

support vector modeling 734
suprasegmental 727

SUR (speech understanding research)
527

surface form 637
surveillance applications 725
SVM classifier 814
SVM token classifier 818
sweet spot 1102
switchboard (SB) 533
switchboard corpus 629
syllable 802
symmetric polynomial 129
synchronized OLA (SOLA) 326
synchronized overlap add (SOLA)

498
syntax 522, 804
synthesis
– articulatory 415
– backend 413, 415
– concatenative 419
– formant 416
– frontend 413
– HMM-based 421
– LPC-based 423
– sinusoidal 423
– unit-selection 420
– unit-selection, join cost 420
– unit-selection, target cost 420
synthesis model 429
synthesis window 875, 893
system combinations 837
– PVT–LM 837
– PVT–VSC 837
– UVT–LM 837
– UVT–VSC 837
System Development Corporation

(SDC) 527
system fusion 775, 818, 819
system identification 956
system-initiative 705
Systems Development Corporation

(SDC) 696

T

tag 472
tagging model 622
tail effect 107
talker normalization 526, 529
tangent law of stereophony 1101
task perplexity 522
task syntax 522, 528
TC-STAR project 630
TDOA 155, 157
TD-PSOLA 440, 497
TDT (topic detection and tracking)

643
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tectorial membrane (TM) 30
Telecommunications Industry

Association (TIA) 359
telecommunications standardization

sector of the International
Telecommunications Union
(ITU-T) 347

teleconferencing 915, 921
Tellme 688
templates 731
temporal cues 65
temporal envelope fluctuations 66
temporal masking 66, 299
temporal noise shaping (TNS) 400
temporomandibular joint (TMJ)

15
term-document matrix 786
text
– analysis 414
– analysis, component 472
– analysis, etymological 414
– analysis, linguistic–syntactic 414
– analysis, morphological 414
– analysis, phonetic 414
– analysis, prosodic 414
– categorization (TC) 786, 788
– dependent 726
– dependent speaker recognition

743
– markup 414
– normalization 413
– preprocessing 414, 458
– preprocessor 459
text categorization (TC) 826
text-independent 726
text-independent speaker recognition

763
text-to-speech (TTS) 214, 413, 437,

457, 472, 490, 644, 710, 757
text-to-speech synthesizer 699
TF-GSC 964, 965, 967, 972
tilt intonation model 480
timbre 62
time alignment method 526
time constant 111
time delay estimation (TDE) 1043,

1044
time delay estimation algorithm
– adaptive blind multichannel

identification (ABMCI) based
algorithm 1048

– adaptive eigenvalue decomposition
(AED) algorithm 1047

– classical cross-correlation (CCC)
algorithm 1046

– minimum entropy algorithm 1053

– multichannel cross-correlation
coefficient (MCCC) algorithm
1051

– multichannel spatial interpolation
algorithm 1050

– multichannel spatial prediction
algorithm 1050

– phase transform (PHAT) algorithm
1047

– smoothed coherence transform
(SCOT) algorithm 1046

time difference of arrival (TDOA)
154, 155, 956, 1044, 1061

time scaling 254
time warping 379
time-domain
– aliasing 231, 233, 241, 253
– aliasing cancelation (TDAC) 386,

400
– bandwidth extension (TDBWE)

386
– pitch-synchronous overlap add

(TD-PSOLA) 422
– pitch-synchronous overlap-add

(TD-PSOLA) 440
time–frequency
– domain 1075, 1076
– masking 1075
– tiling 231
time-localized spectrum 231
time-scale modification 254, 492,

495
timing 472, 477
– of individual phones 414
TITO System 1070
T-norm 746, 753, 765
ToBI (tone and break indices) 415,

479
Toeplitz 107, 123
token 766, 815
– passing 545
tokenization 459, 826
– acoustic units 827
– augmented phoneme inventory

(API) 828
– international phonetic alphabet

(IPA) 828
– parallel phone recognition (PPR)

828
– parallel voice tokenization (PVT)

829–831, 836, 837
– universal voice tokenization (UVT)

829, 830, 836, 837
tonality 65
tone language 462
tongue 15

topic detection 643
trajectory model 636
transducer 522
– composition 562
– equivalence 564
transfer-function generalized sidelobe

canceller (TF-GSC) 947
transform coded excitation (TCX)

407
transform predictive coder (TPC)

386
transient beam-to-reference ratio

(TBRR) 965
transinformation 74
– index (TI) 74
transmission channel 523
transmission control protocol (TCP)

285, 308
travel reservation 618
treebank 620, 621
trigger model 639
trim transducer 568
triphone 542
tropical semiring 564, 568
t-test 89
turbulent noise 222
twins property 571
two-echo-path model 919
two-input-two-output (TITO) 1070
two-stage noise feedback coding

(TSNFC) 359
two-state noise feedback coding

(TSNFC) 383
two-tone suppression (2TS) 28, 37,

39
tympanic membrane (TM) 32

U

ultra-low delay (ULD) 402
ultrasonography 24
uncertainty decoding 676
unconstrained multichannel LMS

algorithm 267
undersampling 231
uniformly spaced linear array 1024
unit concatenative distortion (UCD)

420
unit segmental distortion (USD)

420
unit selection 447, 827
unit-norm constrained multichannel

LMS algorithm 262
unit-norm constrained multichannel

Newton algorithm 265
unit-norm constraint 262
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universal background model (UBM)
746, 768, 769, 813

universal speech units 787
unscented Kalman filter (UKF) 150
unscented transform (UT) 150
unsupervised adaptation 638, 747,

754
unvoiced speech 150, 151, 332
unweighted RMS level 63
upsampling 233
upward spread of masking (USM)

28, 37
user (U) 706
user datagram protocol (UDP) 285,

309
user experience (UE) 686
user-initiative 706

V

variable rate coder 284
variable rate smoothing (VRS)

754
variable step-size unconstrained
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